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Preface

The workshop WOFEX 2011 (PhD workshop of Faculty of Electrical Engineer-
ing and Computer Science) was held on September 8th – 9th, 2011 at the VŠB
– Technical University of Ostrava. The workshop offers an opportunity for stu-
dents to meet and share their research experiences, to discover commonalities
in research and studentship, and to foster a collaborative environment for joint
problem solving. PhD students are encouraged to attend in order to ensure a
broad, unconfined discussion. In that view, this workshop is intended for students
and researchers of this faculty offering opportunities to meet new colleagues.

This book of proceedings includes 110 papers of faculty PhD students and
4 papers of external authors. The proceedings of WOFEX 2011 are also avail-
able at WOFEX Web site http://wofex.vsb.cz/2011/. I would like to thank the
authors and the Organizing Committee from Department of Computer Science,
namely Jǐŕı Dvorský and Pavel Moravec, for their arduous editing work.

September 2011 Michal Krátký
Program Committee Chair

WOFEX 2011
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Jǐŕı Dvorský (VŠB – Technical University of Ostrava)
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Lukáš Paulinský
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This Year’s Heating Season . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
Petr Zach

Electrical Machines, Apparatus and Drives
(2642V004)

Optimalisation Shape of the Air Gap of Mantle Electromagnet for
Industry Application . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
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Lukáš Klein

Digital Filter Implementation to DSP Systems . . . . . . . . . . . . . . . . . . . . . . . . 213
Josef Opluštil

Simulation of Power Dissipation in the Indirect Frequency Converters . . . 219
Roman Šprlák
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Tester for Phasor Measurement Unit Testing . . . . . . . . . . . . . . . . . . . . . . . . . 237
Marek Horinek, Petr Biĺık
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A New Method of Precise Fundamental Frequency Estimation from
DFT Spectrum . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 267
Viktor Michna, Jindřich Černohorský
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Generating Parallel Applications from Models Based on Petri Nets . . . . . . 320
Stanislav Böhm
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IVAS System for The Indect Project . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 619
Lukas Kapicak, Pavel Nevlud

Communication Among Cars by Optical Free Space Networks . . . . . . . . . . 625
Petr Koudelka

Optical Power Measurement in Free Space Optical Link . . . . . . . . . . . . . . . . 632
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Abstract. The world around us is changing faster than we can recognize. Some 
changes that are directly related to our lives are not even noticed, but some of 
them are very intensively perceived and we respond to them. If it is somewhere 
obtrusive light (light pollution), where is it fault? Is it caused by poorly 
designed lighting system, the current state of the weather or high content of dust 
particles and aerosols in the air? The first case is the outdoor lighting system as 
a source of obtrusive light and second one (night sky) only displayed the 
obtrusive light and it can be disturbing. 

Keywords: obtrusive light, light pollution, light spektrum, high pressure 
sodium lamp 

1 Introduction 

The aim of this paper is to find out the proportion between the public lighting 
radiation (both direct and reflected) to the upper hemisphere  scattered in the 
atmosphere under the specific meteorological conditions (cloudy, rainy, foggy, dusty 
weather), when is the reflected radiation best visible and becomes a target of 
criticism. These weather conditions cause the highest luminance of the sky and 
therefore it has highest obtrusive potential. In this particular experiment, we focused 
on studying the impact of high pressure sodium lamps, which are mostly used in 
public lighting systems, to the obtrusive light. As these sources are the most used in 
the public lighting, we can expect their important influence to obtrusive light itself. 
Structure of this paper is following: 

• used measuring equipment 
• a description of our experimental measurements 
• measured results 

2 Measuring equipment 

Complete measuring equipment consists of a spectrophotometer Jeti 1211 together 
with a laptop, which is essential for its controlling. This spectrophotometer was 
chosen because of its high sensitivity and long integration time up to 10 minutes. 
High sensitivity together with long-time integration allow to evaluate very low 
luminances of the night sky. 
 

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2011, pp. 1–6.
VŠB – Technical University of Ostrava, FEECS, 2011, ISBN 978-80-248-2449-9.
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The spectrophotometer can measure the following values: 
• spectral radiation 
• luminance 
• illuminance 
• chromatic coordinates x, y, u, v 
• correlated color temperature 
• dominant wavelength 
• color rendering index 

The spectrophotometer Jeti 1211 is specified by the following parameters: 
• measured wavelengths - 350 nm - 1000 nm 
• wavelength resolution 5 nm 
• viewing angle 1.8 ° 
• luminance accuracy ± 2 % (1000 cd/m2; 2856 K) 
• wavelength accuracy ± 0.7 nm 

We are mainly interested in measurements of spectral radiation in examining the 
obtrusive light. These values are used for evaluation. 

3 Description of our experimental measurements 

Measurement of the spectral qualities of the light reflected from the night sky took 
place on August 12, 2010 on the roof of the Institute of Construction and Architecture 
in Academy of Sciences in Bratislava. The position of the measuring point is marked 
with intersecting axes of the compass (see Fig. 1). The measurements were done from 
5:00 p.m. to 6:30 p.m. During the measurements the whole sky was overcast and the 
air temperature was 5 ° C. 
Red circle with a number 1 in Fig. 1 and Fig. 2 shows the position of the shopping 
centre. The second circle (number 2) shows the high buildings that are near the 
measurement location and thus they are an important source of the obtrusive light in 
the measured area. The upper floors of tall buildings emit light radiation easier in the 
upper half-space. The shopping centre and high buildings are seen from the fish-eye 
lens snapshot in Fig. 2. 
 

 
 

Fig. 1. Measuring point with intersecting axes of the compass 
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Fish-eye lens is a type of lens that allows the camera to capture a whole half-space. 
The measurement of the night sky parameters were done by the cut made by axe 
starting on the angle 42 ° on the north and go through the centre of the compass card. 
This direction was chosen because of two major sources of obtrusive light on both 
edges of the measured area above the horizon (shopping centre and the centre of 
Bratislava city). The measurement was done from red plus to red minus marks in the 
figure 2. 
 

 
 

Fig. 2. Night sky photo made by fish-eye lens from the measurement point in Bratislva 
 
Measured part of the sky from the shopping center to the zenith was marked by 
positive values of measured angles and the opposite side was marked by negative 
angles. Measurement the upper hemisphere of the night sky was done in step 15 
degrees from the horizon through the zenith to the opposite horizon. The aim of the 
measurement was to obtain information about differences between incident radiations 
and differences of the spectral characteristics of the night sky in the direction from the 
centre of Bratislava through the zenith to the shopping centre. 

3.1 Processing of the measurement 

For the experiment there was chosen a region wavelength of the light radiation 550 
nm - 700 nm. It is area of high pressure sodium lamps radiation because high pressure 
sodium lamps radiated about 589 nm, particularly in their surrounding (see Fig. 3 and 
Fig. 4). 
The evaluation was done by comparing the total measured energy amount of reflected 
radiation from the night sky to our defined parts of the spectrum, where the high-
pressure sodium lamps radiation is dominant. There was measured the reflected 
spectral power from the night sky at various angles from horizon to zenith. It was also 
examined if there is no major change in the measured spectral characteristics of the 
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locality due to presence of different particles in the atmosphere and other light sources 
than high pressure sodium lamps. 
Results show that proportion of reflected components of radiation in the visible 
wavelength range 550 nm - 700 nm (high pressure sodium) is about 60% of the total 
measured power of reflected visible radiation. These results are shown in Fig. 5.  In 
the measured area of the upper hemisphere does not occur any extreme deviation from 
the 60% value. It was confirmed that the values of reflected visible radiation power 
decrease towards to the zenith. It is clearly visible in Fig. 6. High values measured at 
15 degrees were caused by the shopping centre, which was in the direction of 
measurement. Measured power from the direction of the shopping centre was 
significantly higher than from the direction of the city centre. Lower impact of the 
city centre we can explain by further distance from the measuring point compared to a 
distance of the shopping centre. 
 

 
 

Fig. 3. The measured spectrum of reflected radiation from the night sky in Bratislava 
 

 
 

Fig. 4. The spectrum of high-pressure sodium lamp radiation [5] 
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Fig. 5. The share of the high pressure sodium lamps power values in the total reflected 
radiation from the night sky 

 

 
 

Fig. 6. The decrease of the measured values of the radiation power 
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4 Conclusion 

The current measurements show that the influence of high pressure sodium lamps 
used in public lighting systems, to the night sky in the Czech and Slovak regions is 
significant. It is valid both in the metropolitan areas and countryside. It could be 
expected that more frequent usage of newer and other light sources (LEDs, metal 
halide lamps, induction lamps) will decrease the influence of high pressure sodium 
lamps in the night sky brightness. We hope that this contribution will start a 
discussion about the impact of high pressure sodium lamps from the measured 
spectra. This includes particularly a defining their wavelength limits of their radiation. 
The next step of research resulting from these experiments will concern the influence 
of other light sources on the obtrusive light, which was briefly shown in Fig. 3. It is 
primarily their specification in the measurement and quantification of visible radiation 
reflected back by atmosphere to the Earth. 
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Abstract. Generation of harmonic currents towards the power supply network
is one of the most relevant influences of AC electric railway operation.
A filtering-compensating device aims to alleviate this disturbing effect. The
purpose of this paper is to approach the function of this device and assess its
benefit on the basis of measured values.

Keywords: harmonic distortion, traction transformer station, power factor,
THD factor, filtering-compensating device.

1 Introduction

At its beginning, a single-phase electrification system was considered advantageous
for less loaded railway lines. This idea was based on the fact that the traction contact
line requires less conductor size and traction transformer stations consisting of only
one traction transformer can be located at larger distances from each other than
traction converter stations for a DC traction current system. Power utilities required,
at that time, in terms of EMC (electromagnetic compatibility) of this traction current
system only one condition relating to permitted voltage unbalance in the 110kV
power supply network.

2 Power Factor and Harmonic Distortion in Traction Operation
of AC Electric Railways

Gradual development of modernization of drive vehicles was driven by an effort to
efficient and smooth operation and non-contact drive control. Implementation of
power  diodes  and  thyristors  met  these  requirements  in  the  early  stages  of  the
application of power electronics to drive vehicles. Using these elements, however,
negative interference began to appear which started bringing a number of problems in
other areas such as power networks, communications and security technology to such
an extent that there could have been direct or indirect threat of security not only for
the railway service. This circumstance requested a quick solution and gave the space
for creation and implementation of such measures so that the semiconductor control
would lose none of their technical and economic importance and yet would not
influence other devices.

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2011, pp. 7–12.
VŠB – Technical University of Ostrava, FEECS, 2011, ISBN 978-80-248-2449-9.
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2.1 Origins of Harmonic Distortion

The Czech Railways still use drive vehicles of older concepts. These drive vehicles
use vehicle traction transformers with tapping regulation and uncontrolled single-
phase diode rectifiers in a bridge design. This circuit is applied in locomotives of the
230 (S 489.0) and 240 (S 499.0) classes. Shunting locomotives of the 210 (S 458.0)
class and electric pantograph units 560 (SM 488.0) were equipped with the thyristor
half-controlled rectifier bridges and fixed-ratio transformers.
 In terms of today's EMC requirements vehicles designed in this manner exhibit
two major imperfections: power factor of the fundamental of the traction take-off
varies around the value 0.84 (in the case of thyristor control it reaches a lower value)
and the drawn traction current is greatly distorted by higher order harmonics. The
factual numerical values of these two quantities are dependent on own concepts of
traction circuits and an instantaneous traction mode. [1]
 These vehicles do not draw sinusoidal currents from the power supply network
and constitute non-linear loads. Harmonic current generated by the load must flow
through the line and source impedances thus flows back to the energy source.
Distorted load currents then cause distorted voltage drops across network impedances
and distorted voltages are applied to all other connected loads and cause that
harmonic currents flow even in the case of linear loads.

2.2 Power Factor Improvement and Harmonic Distortion Mitigation

As already mentioned in the introduction, at the beginning of the AC electric traction,
power utilities only demanded that the traction power would not have exceeded 2% of
short-circuit power of 110kV power supply network at the connection point of the
traction transformer station (2% voltage unbalance). Later it has also been required
that the lagging power factor of the fundamental has ranged from 0.95 to 1. Therefore
the Czech Railways had to accede to its compensation. Technically, it has been tested
several variants of compensation devices (the location of the compensation capacitor
inside drive vehicles, on the open track, at the station) but their results were not
satisfactory. The most serious problem was control of reactive power compensation.
In addition, efforts of power utilities to limit the voltage distortion at connection
points  of  traction  transformer  stations  had  also  begun  to  appear  so  that  it  was
convenient to solve these two requirements comprehensively. A project of a filtering-
compensating device was the only way at that time.

2.3 Filtering-Compensating Device (FCD)

A FCD at a traction transformer station (TTS) has to provide the following tasks [1]:
Ø To compensate the power factor of the fundamental of traction demand for an

inductive value of 0.95 to 1 and prevent its value to cross to the capacitive area.
Ø To limit the transfer of the 3rd and 5th eventually 7th current harmonics so that

the corresponding voltage components at the connection point of the TTS will lay
below the limiting values prescribed by power utilities. Limiting values for 10-
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minute averages are: 2.5% for voltage total harmonic distortion THDu and 2% for
each individual harmonic Uh/Un. [2]

Ø To ensure that TTS input impedance as a whole (i.e. including traction contact line
capacitance) for the operating frequency of a centralized ripple control system
used by power utilities will meet the desired value, i.e. to prevent the level
degradation of the 216.67Hz control frequency at TTS connection points.

 The FCD operation is based on a series resonance of LC elements connected
between a 27kV bus bar and a return line. The LC branches serve to reduce the
majority of  tuned harmonic current components so that they do not penetrate through
the traction transformer into the power supply network, where they would cause
creation of voltage harmonic distortion. A FCD diagram is in Fig. 1A.
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Fig. 1. Filtering-compensating device diagram (A) and graph of frequency dependence of series
resonant circuit elements (B)

The FCD now used on the Czech Railways contains two series LC branches for the
3rd and 5th harmonics ranked in parallel. The FCD configuration allows
supplementation of LC branches  for  the  7th  harmonic  with  the  condition  that,  when
designing, the decompensating branch had been designed for this addition. If an
applied frequency is higher than the resonant frequency of an LC branch then this
branch acts as an inductor. If an applied frequency is below the resonant frequency
then this branch acts as a capacitor. These facts are used for power factor correction
of the fundamental because for the fundamental frequency these branches act as
capacitors. This phenomenon is evident in Fig. 1B
 Compensating power of both branches is constant (assuming constant voltage) and
is independent of the traction take-off thus the need for the compensating power of
instantaneous traction take-off. As mentioned above, it is necessary to compensate for
relatively strict power factor in real time. Therefore the FCD involves another branch
called "decompensating" which contains a 27/5 kV or 27/6 kV step-down transformer
whose secondary winding is connected through a thyristor phase controller to
a decompensating reactor which "consumes" excessive reactive (capacitive) power
from both LC branches and thus prevents undesirable capacitive reactive power
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supply to the utility network. The decompensating branch must absorb capacitive
reactive energy coming not only from the FCD but also from the traction contact line
and 110kV power supply line.
 When designing the LC resonant branches the issue of their accurate tuning arose.
In terms of mitigation of harmonic currents coming from the traction contact line side
it would seem to be the best to tune both of these branches "sharply", i.e. at 150 Hz
and 250 Hz. This tuning, however, could result in the need for uneconomical sizing of
compensating capacitors because the existence of harmonic voltages of the 3rd and
5th orders in the power supply line would lead to impose excessive voltage stresses
on capacitors. Therefore, the LC resonant branches are tuned at frequencies just below
their resonant frequencies. [1]
 To avoid the signal damping of the centralized ripple control system at the TTS
power utilities require a certain minimum value of TTS input impedance (500 W to
900 W). The fact that a parallel resonant frequency always exists between two
neighbouring series resonant frequencies is used to achieve this value. In this way, the
high value of input impedance can be reached. In the south of the Czech Republic,
where the AC electric railways operate, the operating frequency of the centralized
ripple control system has a value of 216,67 Hz. An appropriate choice of LC power
components allows to set up the parallel resonant frequency close to 216.67 Hz. [1]

3 Measurement at TTS

The measurement [3] was carried out at the TTS in Blansko from 20 January (10
a.m.) to 21 January 2010 (11 a.m.) thus for 25 hours. Considering the purpose of this
paper, to analyze the FCD operation, graphic presentations of measured values
display shorter time frames that better approach relevancy of the FCD.
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4 Discussion

The measurement provided the sufficient view of traction take-off nature and its
influences on the power supply network. The importance and useful effect of
harmonic filters for the 3rd and 5th current harmonics are evident from the time
diagram of these harmonics in Fig. 2 accurately between 10:28 and 11:08 a.m. when
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the  FCD  was  switched  off.  At  that  time,  there  was  a  sharp  rise  in THDi which is
understandable, considering a significant contribution of these harmonics to THDi.
 The time diagram of harmonic voltage ratios Uhx/Uh1 and THDu in Fig. 3 shows
that  the  occurrence  of  voltage  harmonics  in  the  power  supply  line  does  not  always
track harmonic currents in traction contact lines. This is particularly evident during
the FCD off-state period when, otherwise, a percentage of THDu levels was increased
but not as much as current harmonics. In addition, during the entire measurement
period some intervals when THDu values rise with no evident linking to traction take-
off and its THDi can be registered. Voltage harmonic distortion in the power supply
line thus is influenced by other energy consumers in the distribution network.
 The histogram in Fig. 4 depicts the percentage of power factor values belonging to
particular intervals. The evaluation of power factor values is divided into two parts:
the entire measurement period, except the time interval from 10:28 till 11:08 a.m.
(FCD switched off) and measurement only in this interval. Finally, this separation
allows to get an idea of importance of power factor compensation and about how low
power factor values would be achieved with no compensation. It is evident that during
the FCD off-state period the bulk of instantaneous values (82.47%) do not meet the
prescribed interval for power factor of the fundamental (inductive 0.95 to 1). On the
other hand, when the FCD works, only 1.67% of values do not fit into the prescribed
interval. This percentage is a representation of instantaneous values that only occur
during rapid dynamic changes of traction current.

5 Conclusion

FCD installations at TTSs bring acceptable solutions for power utilities' requirements
for "clean power take-off". In this way, satisfactory conditions have been found which
were confirmed by the results of measurements. The FCD, however, does not solve
the essence of the problem. Recently, due to the development of power electronics,
the change of concept of drive vehicles is applied. This ensures that unfavourable
effects are immediately eliminated at their source – a drive vehicle.
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Abstract. Lines with bare conductor have rebuilt lines with cover conductor in 

the Czech Republic. Lines with cover conductor have many advantages. 
Advantages and disadvantages of PAS system are described here. This paper 
describes the issue of fault detection for lines with cover conductors and also  
describes the dependence of partial discharges on fault. The next section 
provides a design and realization fault detection of cover conductors. This is a 
prototype which will be tested and optimized. The system will be used for 

different voltage levels and different types of outdoor lines. 

Keywords: partial discharge detector failures, cover conductor, 

1 Introduction 

 The system PAS of cover conductors began to build in Finland. It was used in 

Europe and the Czech Republic later. 

This system has a lot of advantages over lines conductors with without insulation: 

 reduce the failure rate caused by falling trees in to the line or touch wet 

branches, 

 fallen trees on the line can be removed later under favorable conditions, 

 there is no short circuit when conductors touch each other, 

 conductor insulation reduces the corrosion in extreme outdoor conditions, 

 the distance between the phases reduce by 1/3 length versus bare conductors. 

  

 The biggest problem is the inability to detect the fault today. There are types of 

fault: fallen branch on the isolated conductor or broken conductor and its subsequent 

fall to the ground. Standard digital protection is unable to detect these types of faults. 

It is not a standard ground fault see. Fig. 1. 
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14 Štefan Hamacek

 
 

Fig. 1. The consequence of failure - Conductor fell on the ground 

2 Development of detector failures. 

 The primary purpose of dissertation is to create a measurement system for fault 

detection cover conductors.  

Partial discharge has effects of degradation on the cover conductor. Climatic 

conditions may amplify these degradative conditions. The emergence of fault has 

resulted in increasing voltage URMS and frequency of partial discharges. These values 

are measured by suitable measuring system. The voltages of partial discharge are 

from µV to mV even so can degrade the cover conductors. Everything is dependent 

on the intensity of the electric field. Electrons and ions can bombing of wall cavities. 

Ozone is created in the cavities at the presence of oxygen. Ozone has erosive effects 

on cover conductors. Cavity is gradually increased and continued erosion. This can 

cause of electrical breakdown of the dielectric. Conductors are exposed to the partial 
discharges which dried cover conductors and then are created surface cracks. Effect of 

partial discharges can lead to such a short circuit between phases or ground fault 

cause. I will be able to measure the parameters of partial discharges. I will be able to 

evaluate the emergence of fault of the measured parameters on the overhead lines. I 

will use the parameters of partial discharges for the evaluation different faults on the 

overhead lines. 

 

 The emergence of fault "branches fall on the phase" is possible to see. Fig.  2. 

Faults will result in the occurrence of partial discharges as can be seen from the 

voltage signal. The voltage signal No. 1 is fault-free state and the signal No. 2 is a 

state of failure. At the No. 2 shows a partial discharge which are modulated on the 

voltage signal. So dependency was found between the occurrence of partial 
discharges and failure. This methodology is currently protected by patent P 2008-647. 

Partial discharges have their measurable parameters - URMS (V, effective voltage 

partial discharge) and n (s-1, frequency).  

Fault indicators were selected: 

 URMS value of the partial discharge, 

 the frequency of partial discharges, 

 FFT analysis in the frequency domain, 

 the median value of partial discharge. 
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Fig.  2. The dependence of partial discharges on fault 

 

 Detector was designed and implemented. Detector can monitor the discharge 

activity of partial discharges and monitors weather conditions in the long term period 

of time. 

Climatic variables are involved in the degradation of cover conductor. Measured 
parameters are therefore - pressure, temperature, dew point, humidity and global 

radiation. 

The detector of failure of the covered conductors is placed on the mast medium 

voltage. Parts of the detector failures are in Fig.  3. 

 

 Primary requirement for the measuring system is oscilloscope’s measurement of 

the timing voltage signal. This signal is scanned around the covered conductor 

hanging on the medium voltage lines. Measurement card connected via PCI interface 

is used for this purpose. Other measured parameters are temperature, pressure, 

humidity and light radiation in the vicinity. Two sensors are therefore used. The first 

sensor measures temperature, pressure and humidity. The sensor has an interface 

RS485. The second sensor is pyranometer. 
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Fig.  3. The prototype detector failures of covered conductors 

 

 Measured data will be sent to an external computer via the GSM network, where 

will be processed. Modem for data transmission in the GSM network will be 

connected directly to the PC via Ethernet. We designed control electronic circuits for 

automatic control and switch on and off the computer. Entire supply measurement 

system will be provided by batteries charged by photovoltaic panels. 

3 Conclusion 

 The proposed system to detect failures of covered conductor will be checked on 

real medium voltage lines. The detector is placed in the selected area and is exposed 

to real climatic conditions in the long time. Sensitivity and selectivity of the prototype 

detector will be determined by measurement. The whole system will be optimized to 

the needs of fault detection on overhead lines covered conductor. This prototype is 

developed based on methodology of patent P 2008-647. No more information can be 

given for this reason. 
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Abstract. The fuel cells laboratories at the VSB-TUO have recently finished 

the realisation of the laboratory energetic system for accumulation of electric 

power from RES (with varying and unreliable production process). The system 

comprises of two parts. The first part of the system deals with production hy-

drogen using the electric power from photovoltaic panels and its storage. The 

other part of the system uses fuel cells to transform the energy from hydrogen 

into electric power. The system shall serve for analysis of various methods of 

accumulation under conditions within the Czech Republic and their utilisation 

in the insular operation mode. 

1   Introduction 

The current conditions associated with the increasing extent of non-controlled re-

newable energy sources (RES) within the electric power supply system assumes the 

accumulation of energy from such sources as an important prerequisite for an unin-

terrupted supply of electric power to customers. The problem with such sources, as 

the photovoltaic power plants are, lies in their backup for circumstances in case of 

sunlight insufficiency, as they are dependent on it. Accumulation of the energy pro-

duced might be one of the solutions, using hydrogen to accumulate the electric power 

with the return of energy into the power supply system in such periods, when these 

plants are not operable due to the lack of sunlight. There is a significant opportunity 

to use the RES system with accumulation facilities in the field of power supply 

backup under insular operation mode conditions. The said accumulation into hydro-

gen, being the carrier for energy, is still subject to intense research. In spite of the 

latter, there have been some examples of such accumulation methods applied in 

practice already around the globe. 

2   Energy Accumulation System 

The main parts are represented by the electrolyser and a fuel cell. These affect the 

resultant technical parameters of the hydrogen accumulation system. The output 

from both devices is directly proportional to the surface of electrodes, which play the 

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2011, pp. 18–23.
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most important role in determining their final price. The total volume of energy 

accumulated depends on the hydrogen tank size and the magnitude of input from  

a renewable energy source, i.e. the photovoltaic panels. 

The laboratory energy accumulation system (Fig. 1) consists of:  

 12 pcs of polycrystalline photovoltaic panels with the total nominal output of  

2 kWp,  

 semi-conductor DC/DC inverters, DC/AC convertors with a control system, 

 4 pcs of batteries - lead gel, type FLB 300,  

 2 pcs of hydrogen generator – Hogen electrolyser GC600 producing H2: 1.2 

l/min, 

 hydrogen tanks – metal-hydride or pressure vessels, 

 2 pcs of low temperature cell modules type PEM with the output of 1.2 kW/1 

NEXA module. 

 

Fig. 1 Laboratory energetic system for accumulation of electric power from PV panels 

The electrolyser supplied with electric power produced using photovoltaic panels 

decomposes de-mineralised water to hydrogen and oxygen by passing electric cur-

rent. The compressed hydrogen is stored in a tank for further use. Oxygen generated 

during decomposition of water is either released into the atmosphere or stored within 

a separate vessel. Both of these gases can be further utilised to supply the fuel cell. 

Fuel cells are supplied with hydrogen from storage and oxygen from the atmosphere 

or a vessel. When using pure oxygen from a vessel, the efficiency of fuel cells in-

creases resulting in overall improvement of the entire system, unlike using the oxy-

Flowmeter 
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Measuring card Pressure vessels 

PC measuring station 

Electrolyser 
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gen from atmosphere. For a simplified diagram showing accumulation of electric 

power from photovoltaic panels into hydrogen and its subsequent utilisation in fuel 

cells see Fig. 1. 

3 Measurements 

Measurement was taken (for about 8 h) on the electrolyser Hogen GC600 (see Fig. 2) 

which was supplied by the energy of polycrystalline solar panels Schott Poly 165 (see 

Fig. 3) with a total installed capacity of 1980 Wp. The measurement was recorded by 

program Datalogger. The measured data were then evaluated by using program 

DIAdem2010 and MS Excel. 

  

                Fig. 2 Electrolyser Hogen GC600       Fig. 3 PV panel Schott Poly 165 

From the measured values of currents and voltages in a group of solar panels and 

electrolyser were compiled following graphs (Fig. 4 and 5). From Fig. 6 is evident 

that the power supplied from PV panels was not enough after 3.pm. The control 

system changed power supply of electrolyser from batteries, which allowed its opera-

tion at least 30 minutes, until the voltage fallen down to about 52 V, then has been 

electrolyser switched off. The total amount of produced hydrogen was about 316 l. 
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Fig. 4 Output power of PV panels 

 

 

Fig. 5 Input power of electrolyser Hogen GC600 

O
u

tp
u

t 
P

o
w

e
r 

[W
] 

In
p

u
t 

P
o

w
e

r 
[W

] 

 



22 Roman Chválek

 

Fig. 6 Battery voltage 

4 Conclusion 

The use of solar energy in the PV power plants is an important way of generating 

electricity from RES. Its potential options are extensive and technically easy to use. 

Construction of hydrogen energy sector will also be motivated by the potential for 

hydrogen to become a fuel for stationary power sources. Secluded facilities using 

renewable energy sources, installed in areas with high potential solar energy may 

become a device for mass production of hydrogen. Accumulation of electrical energy 

is also important for Smart Grids and Micro Grids systems. It is a small island net-

work, where you can compose multiple sources. An important parameter to decide on 

future implementations of commercial hydrogen storage system, in addition to the 

investment cost, will also determine the overall energy conversion efficiency of the 

system. Laboratory system powered by PV panels will be compared with the hydro-

gen production of electrolyser powered from the grid. This will need to perform 

additional measurements, which show the efficiency of individual parts of the stor-

age system. The essentials values for evaluation will be voltage and current on poly-

crystalline panels Schott Poly165, Sunny Island Charger, Sunny Island 4282 and 

electrolyser Hogen GC600. To calculate the efficiency of PV panels will be needed 

also (in the cycle of hydrogen production) to measure the intensity of irradiation. 

From the obtained values will be computed power and efficiency of individual de-

vices. In conclusion will be compared the overall efficiency and economical evalua-

tion. From the results will be also possible graphically show and describe the proc-

esses (taking place directly in the electrolyser) such as pressurization and recovery of 

reaction water inside the electrolyser. Further continuation of the work will also look 
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at the increasing efficiency of storage system because the limiting factor is used elec-

trolyser, its efficiency ranges from about 19% to 27% depending on the time of its 

operation and especially on its switching frequency, which can cause losses from the 

necessary heating and pressurization. This type of electrolyser produces high purity 

hydrogen (99.9999%), which is particularly suitable for diagnostic purposes. Mod-

ule(s) Nexa used in the system require hydrogen purity "only" 99.99%. From previ-

ous measurements on storage system as well as that in the control system is certain 

gaps manifested adverse operating conditions of the system. In the next period will 

therefore need to analyze in detail the operation of the system and optimize it in such 

a way that the aforementioned operating conditions completely eliminated. Last but 

not least, it will also need to be resolved storage of hydrogen, namely choice between 

the pressure bottles and metal-hydride vessels. 
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Abstract. Computer simulation has become an essential part of science and 

engineering. Digital analysis of components, in particular, is important when 

developing new products or optimizing designs. Today a large number of 

options for simulation are available. We have available basic programming 

languages for various levels of implementing advanced methods of simulation. 

A computer simulation environment is simply a translation of real physical laws 

into their virtual computer form. We can measure and then process simulated 
phenomena. 

Keywords: electrical field, paralel plate, Poisson equation, charge density.  

1  Introduction 

Computer simulation now gives us the point of view about many physical laws. With 

Comsol Multiphysics there will be simulated – modeled electrical field between two 

parallel large plates. Gradual integration specifies and draws curves E and φ between 

two plates with a voltage U with different charge density. 

Everything will be applied with different charge density and: 

a) non-charge density:  = 0 

b) constant charge density: 0 = konst. 

c) variable charge density: 
d

x
0    

Between  paralel plates there is no non-uniform dielectric. The dielectric is still linear, 

in other words: 

P = ε0 xeE 

Let us assume that the area of the plates is A and their separation is d. as shown in 

figure 1. 

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2011, pp. 24–29.
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Between the plates is dielectric elected air. Therefore, its 

permittivity is εr = 1. It may also be subsequently 

calculated, using this formula: 

εr = D / E 

It should be noted that the whole simulating object is set 

to the environment where the permittivity εr = 1, and so is 

the air. The boards + a – are chosen as material copper. 

Fig 1. Paralel plates and non-uniform dielectric. 

2 Non-charge density 

By gradual adjustment of boundary conditions and substituting into equations, we get 

the equation for calculating the electric potential and intensity of electric field: 

  Ux
d

U
x

   

 
d

U

dx

d
xE 


 

 
Fig 2. Surface – Electric potential [V]. 
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Fig 3. Surface – Electric field [V/m]. 

 

In figures 2 and 3, we can see the surficial simulation of electric potential and the 

electric field. Charging density between the plates was chosen here 0 C/m
3
. Electric 

potential with red color is maximum value and it is 1 V. Electric field has a maximum 

value of 3.8 V/m and is located at the corners of the plates. 

3 Constant charge density 

This situation is similarly solved by dual integrating equations. The constants A and B 

are determined by the boundary conditions. The resulting equations are: 
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Fig 4. Surface – Electric potential [V]. 

 
Fig 5. Surface – Electric field [V/m]. 

 

In figures 4 and 5, we can see the surficial simulation of electric potential and the 

electric field. Charging density between the plates was chosen here 10C/m
3
. Electric 

potential with red color is maximum value and it is 1.39e11 V. Electric field has a 

maximum value of 7.8e11 V/m and is located at the corners of the plates. Compared 
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with the previous models, the increased intensity appears on the inner surfaces of both 

boards. 

4 Variable charge density 

This situation with a variable charge density is similarly solved again by dual 

integrating equations. The constants A and B are determined by the boundary 

conditions again. After editing, the resulting equation equals to: 

d
d

U
x

ddx
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dx
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Fig 6. Surface –Electric field [V/m]. 

 

In this case, the volume density of electric charge between the plates is 10 C/m
3
. The 

dependence E and φ on pattern plates is examined between them. It also reflected the 

reduction in electric potential 2.3e10 and 2.1e11 electric field V/m.  
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As you can see from the pictures, the electric field, which concentrated more on the 

space between the plates, altered the most compared to the previous case which 

spread out into space around the boards. 

5 Conclusion 

The entire simulation took place in the program of Comsol Multiphisic. First, it was 

necessary to declare the input conditions which the simulation took place. As already 

mentioned, the dielectric and the surroundings of the plates took place in an air 

environment. Bulk density of electric charge was set at a point of 10 C/m
3
. As you 

can see from the attached pictures, variable E and φ grew the most with constant 

charge density which reached its greatest values more than in other cases. It is also 

well evident from Figure 5, where the electric potential was at its maximum value, 

which is greater than the intensity. Everything was also verified, using the resulting 

equations listed in each chapter. For the lack of space the resulting equations and 

pictures of input conditions were given. As already mentioned above, COMSOL is a 

very powerful tool to simulate various physical phenomena. The great advantage is 

that COMSOL itself is a graphical representation, from which you can make an image 

of a simulated problem. 
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Abstrakt. The basic issue of our solution is a noise generated by the transformer 
operation. If we ignore the constructional intervention into the transformers, we can 
proceed to the problem with active and passive solution. The passive solution can be 
covers, rubber silent blocks and elimination due to construction of the building. Our 
proposed solution for this problem is on active base by sending an identical acoustic 
signal turned to anti-phase, to the machinery causing an undesirable noise effects. 
During the optimal setting of this anti-phase there is a conflict of the wave and 
acoustic shunt fault which should cancel all noise activities expanding by the air 
during the optimum conditions. 

Key words: Anti-phase, transformer, noise, acoustic signal 

1 Introduction 

Currently, the health of human population in any activity is a priority of human 
pursuit. Indivisible factor having an adverse impact on the human organism is a 
parasitic noise around us. Human physiology is not adapted to deal with noise 
emissions, which currently man produces, therefore are issued orders, regulations and 
directives governing the noise level to human in various activities in various areas.  

2 Parasitic noise of electrical device 

Methods of elimination can be divided into three basic systems: 
1) constructional,  
2) passive systems,  
3) active systems. 
 
Ad1) Constructional: systems heading to basic essence of parasitic sounds for each 
electrical device. Interventions for eliminate itself relate to construction and 
development groups and projectors. 
Ad2) Passive solutions are covered, the rubber dampers and elimination using the 
building structure. Machine noise can be reduced by consolidating all the proper 
parts, different coatings, insulation covers. 
Ad3) Active systems are devices capable of eliminating noise, such as using anti-
phase. [Chmelík at al., 2003] 

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2011, pp. 30–36.
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3 Antiphase 

To understand the system is important to know basic, namely waves alone. Phase of 
the wave is a dimensionless quantity that determines the relation variable waves, (e.g. 
displacement noise) at that place and time and to the state variables characteristic 
waves in temporal and spatial origin. Dependence characteristic of variables 
determines the shape of „waves” regardless of its dissemination. Phase is a parameter, 
which depends on the timing characteristic values in a fixed location, which the wave 
passes, respectively spatial field characteristic values for a fixed moment in time. 
Noise so we can capture by the curve demonstrate displacement in time. Anti-phase is 
turning the current signal about 180°. 
The result of the exact anti-phase is an absolute deduction of both signals and 
therefore their complete elimination. [Chu at al., 2001] 
 

  
 

Fig. 1. Generating of antiphase wave 
 

3.1 Generating the antiphase wave 

This needs to be done as quickly as possible, and ideally output as soon as the input 
wave is received. This is largely a computing problem, and as the power of processors 
increases, this process can be tackled a lot quicker.  

4 System elimination of noise using antiphase 

System consists of measuring microphone that its high-quality electro-acoustical 
converter receives the noise signal and changing it to a sinusoidal voltage curve, it is 
received by the system, which inverts the signal. Inverted signal is moved exactly by 
half period. This part is the most important and also must be made with great 
accuracy because phase shift means the misoperation of equipment. This just turned 
and shifted signal is amplified by an amplifier and it is radiated to signal of noise, 
Fig.1 and Fig. 2. [Tomlinson at al., 2009] 
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Fig. 2. The block diagram of noise-elimination by antiphase. 

5 Purpose of the noise-elimination of the electrical equipment. 

The initial equipment will be tested transformers to eliminate by using anti-phase. 
Their constant frequency noise is very ideal for sampling and subsequent rotation the 
signal to the anti-phase. The result will be possible limitations of a majority in the 
meantime use the anti-noise measures and restrictions of noise enclosure of buildings. 
There will be able to use materials of electrical sheets embodying increasing noise of 
transformers, but have better magnetic properties. The overall construction will be not 
pretty much influenced by the requirements on noise and thus increases the 
effectiveness of itself transformers. Construction of the transformer will also be 
economically favorable. 
 

 
Fig. 3. Elimination of the transformer noise by anti phase. 

 
After refinement of the system may be subject to certain physical conditions applied 
to almost any electrical equipment. Everything depends on the speed of sampling and 
capabilities of the right anti-phase waves. It depends to some extent on the frequency 
diversity of parasitic noise. The aim of our effort is to use this application to eliminate 
the noise of wind power plants. 
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6 Measurement and acoustic testing 

The measurements carried out on four transformers installed at the VSB – Technical 
University of Ostrava. This is the core three-phase transformers old design. These 
transformers are not equipped with active cooling – fans that would participate in 
making some noise. Transformer cover is opened and the microphone scans the noise 
that is reduced to the closest possible distance in order to eliminate environmental 
influences. For this reason it is also used for directional microphone. Scanned signal 
by quality microphone is then sent to quality sound card that it digitizes and this 
signal is sent to a computer thru USB interface. It works only during the measurement 
as a digital recording device. The actual records are stored in WAV format, the 
sampling frequency of 48kHz and 24bit quality. This ensures the highest possible 
quality of recording and thus the quality of the result of subsequent processing of the 
acquired signal. Fig.4. shown a simple block diagram of the recording of measuring 
device, which is the source of the analyzed signals. 
 

 
Fig. 4. Block diagram of recording devices for spectral analysis 

 
For measurements were selected randomly three trans-formers, which are long-

term measurement of noise intensity depending on load. Therefore, the results are 
taken as in no-load state and also in loaded state. 
Subsequent analysis of the transformers seem numbered T615/1 of its parameters are 
1000kVA , 10kV/400V, 50Hz. 
Simulations were carried out in anti-phase action in software environment. The entire 
test is designed of a two mono tracks which were imported into the audio signals with 
frequency of 1kHz.  

In the first case, the transformer worked to 7% of maximal load = 70A. In this 
demand can be considered, that transformer worked in unload state. The measured noise 
reached 74,7dB when the housing is closed and 75,65dB for open. 

The latter was loaded transformer 480A per phase, it means 48% load of the total 
power. Measured noise reached very similar values as the unload state, 76,8dB for 
closed housing and 78,3dB for open. 
 

6.1 Spectral analysis of transformer T615 in no-load state 

Fig. 5. shows the FFT analysis of captured noise signal transformer T615 in the 
range 0-1500Hz. The transformer operates in the unload state with a large saturation 
magnetic circuit is expected to  be significantly reflected by the frequency 100Hz 
causing electromagnetic noise, which also corresponds to twice the fundamental 
harmonic excitation current f=50Hz. There are also manifested in the excitation of 
upper harmonic due to deformation of the excitation current owing to saturation and the 
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shape of the magnetic circuit of the transformer. The images are then measured upper 
harmonic on audio track and basically equivalent to frequencies 200, 300, 400, 500, 600 
and 800Hz. The magnetic flux is closed by air, housing of transformer and other design 
components and causing the vibration manifesting additional noise. 

 

  
Fig. 5. Spectral analysis of transformer T615 

unloaded state 
Fig. 6. Spectrogram transformer T615 in 

unloaded state 
 

6.2 Spectral analysis of transformer T615 in the loaded state 

Whole system is spectrally ease after loading the transformer and carrier frequency 
noise remains 100Hz. There are core to de-saturate the load transformer and thus also to 
mention upper harmonic. This state war confirmed by spectral analysis of the 
transformer in loaded state, see Fig. 7.  

The size of the transformer noise depends on the magnetic flux, it depends on the 
voltage and then idle current. The noise of the transformer is strongly associated with 
the magnetization process. Saturation of the transformer core idling is higher and is 
given to the design, construction and the type metal. As can be seen from the performed 
measurements are an essential component of the noise frequency element 200Hz. This 
frequency band is due to the magnetostrictive effect of sheets, which will be most 
pronounced in the area of maximum permeability. This point is illustrated in Fig. 9. (this 
figure show teoretic current look) and Fig. 10. (figure show the current look on 
osciloscope). Upper harmonic to attenuation the exponential load transformer, which is 
tied to the decline in core saturation. The decay rate of component noise 200Hz is given 
by current course, this is why the more meaningful representation of frequency 200Hz, 
which is an even-numbered multiple of the fundamental power frequency of 50Hz. 
Even-numbered multiples of the fundamental frequency are given to the nature of 
magnetic induction. 

 

 
Fig. 7. Spectral analysis of the loaded transformer 

T615 
Fig. 8. Spectrogram loaded transformer T615 
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It is clear from these measurements, that entire system to eliminate noise using 
antiphase transformer id designed entirely to eliminate the noise around 100Hz. This 
applies to the measurement of transformers, in the case of transformers using active 
cooling would be difficult to analyze the situation of the fan noise. 

 

Fig. 9. Figure show teoretic look of current 
 

Fig 10. Figure show the current look on osciloscope 
Simulations 

 
 

7 Presentation of results 

The results of acoustic tests and measurements were presented at these conferences: 
 

1. WOFEX 2010 PhD Workshop -  Elimination the Noise of Electrical 
Transformers by Antiphase 
 

2. Electric power engineering 2011 - Elimination the Noise of Electrical 
Transformers by Antiphase 

 
3. 10 th EEEIC International Conference - Elimination the Noise of Electrical 

Transformers by Antiphase 

8 Conclusion 

If the certain physical conditions are kept, the system after improvement could be 
applied to any electrical equipment. This process is depended on a speed of sampling 
and ability to apply the right antiphase wave. There could be also influence of 
frequency heterogeneity of parasitic noise. The ambition of the project is to use this 
application for an elimination of noise various electrical equipments. 
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Abstract. The  monitoring  of the  quality  of electricity distribution 
network  and  subsequent  compliance  with  the parameters  of power 
quality  in  distribution networks  is very  useful in  terms  of  reducing 
transmission costs of electricity, followed by transformation, supply to 
the  consumer  and  the  subsequent correct  functioning of  electrical 
appliances. The quality of voltage is often reduced electrical appliances 
connected  to  the  electricity network, as  these  appliances  operate 
retroactively to the mains. Harmonic voltage distortion caused by the 
sine wave in the network.

Keywords: Monitoring, harmonics, flicker, unbalance

1 Introduction

Electrical power is considered to be the most noble from the energies used. This 
statement is backed-up mainly by advantages, among which there are such elements 
as electrical  power production from various primary energy sources,  possibility of 
long distance transport, easy backwards transformation to other types of energy (heat, 
light, mechanical energy, and to many other forms, which are foundation of modern 
telecommunications, information technologies, and entertainment), used in people’s 
everyday lives, as well as in various areas of production and consumption. [2]

The electrical power quality is assessed by the CSN EN 50 160 standard via 13 
parameters of voltage. Extensive use of appliances with non-linear characteristics in 
LV  distribution  networks  (appliances  such  as  TVs,  computers,  copy  machines, 
compact lights, etc.) is substantially deteriorating to quality parameters of electrical 

energy supplied. [2]
The  monitored parameters  include pure sine  wave with  constant frequency and 

symmetrical three-phase system, which has constant amplitude. All these parameters 

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2011, pp. 37–42.
VŠB – Technical University of Ostrava, FEECS, 2011, ISBN 978-80-248-2449-9.
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should be observed, but in the distribution system are several factors that deteriorate 
the  quality of  electricity  and will thus cause  interference in  the  electricity  system 
and the possibility  of unwanted impact. Failure  to  comply  with power  quality 
parameter gives rise to major problems or damage and that both the customer and the 
supplier. These problems  include interference signals, warming devices,  and  the 
emergence  of harmonics, voltage  sags, surges, and  flicker. All  these issues cause 
operational  restrictions of  production, higher  losses, disconnecting devices,  etc. For 
this reason you need a device that will monitor the quality of voltage and then analyze 
these values. Power quality also addresses a number of standards that are used in the 
code transmission  system,  of  which  the core standard is  a  standard DIN EN50160. 
Among other  standards, which seeks  to  ensure  quality  supply of  electricity, EN 
61000-2-2 include, EN 61000-2-4, EN 61000-3-2, and EN 61000-3-12.

2 Method of monitoring power quality

Monitoring of  the power  quality was  gradually done  in individual  parts  of  the 
company. The measuring was done in a complex way within the LV distribution  - 

mixed development consisting of family houses and apartment buildings. [1]
In accordance with the Standard CSN EN 50 160, the measuring and evaluation of 

the  power  quality  of  single  points  was  done  in  one  week  intervals,  while  the 
parameters  of  quality  were  evaluated  for  10  minute  intervals  in  the  course  of 
measuring.

In single feeder points they evaluate measured data in all phases and on all 
voltage levels:

• Selected voltage harmonics (3., 5., 7., 9., 11.)

• Flicker

• Unbalance

3 The content of harmonics

With the increasing use of electronic devices, the incidence is increasing harmonic 
voltage. Suppliers  of electricity should  be supplied to  homes and  businesses clean 
sinusoidal voltagewith constant frequency  and amplitude. Nonlinear appliances 
connecting  to  the  mains mean  that these appliances are  taken from the  network  of 
non-linear current. This current  causes the impedance  of the  network voltage  drops 
and the distortion sine  wave. In the  case  of  households it can  cause,  computers, 
televisions, fluorescent  lamps and  network adapters. In  industrial enterprises  is  the 
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creation of harmonic voltage caused most converters, network resources, climate, etc. 
Most occur frequencies 150, 250 and 350 Hz, i.e. 3rd, 5th, and 7th harmonic.

When monitoring power  quality are  monitored values  up to  50. harmonics, 
which is  2,5kHz. Electrical network, transformers  and appliances are  designed 
for power  frequency of  50  Hz. High  frequency shares, which  causes distortion sine 
wave results  in  a  malfunction or some  appliances, damage, higher  operating costs 
and the higher price of electricity. For the harmonic tension is true that under normal 
operating conditions does not exceed 95% of the 10-minute averages of rms values of 
harmonics in any one-week period size. These values are given in the following table.

Table 1 - Values of the harmonic voltage in Un% for the 25th harmonic orders including

Odd harmonics Odd harmonics Even harmonics
Not multiples of 3 Multiples of 3

Order Voltage Order Voltage Order Voltage
harmonics harmonics harmonics harmonics harmonics harmonics

h % h % h %
5 6 3 5 2 2
7 5 9 1,5 4 1

11 3,5 15 0,5 6...24 0,5
13 3 21 0,5
17 2
19 1,5
23 1,5
25 1,5

The following  chart shows the  measured values of harmonic content in  parts of 
Ostrava in the low voltage level.

Graph 1 - Comparison of individual harmonics in various parts of Ostrava in the low Voltage

The  graph  above shows that  the  highest incidence  is at  the  5th harmonic 
components,  as  well  as at  the  7th third harmonic,  11 and  9 harmonic voltages. The 
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above graph  shows  that none  of  the readings does  not  exceed  the limits specified 
in EN 50160 the most 5th harmonic effect the OS-3.

4 Flicker

Flicker is the sensation of instability of visual perception induced by light stimulus 
whose luminance or spectral distribution fluctuates with time. This phenomenon is a 
major problem in the case of light sources, it adversely affects the human eye and the 
use of light  sources in an environment where  there are rotating electrical  machines, 
could cause serious injury.

During the period in Ostrava was carried out short-term rate monitoring parameters 
flicker severity Pst. This monitoring was carried out at low voltage level.

Graph  2 -  Comparison  of individual  values short-term flicker severity level in  the  areas  of 
Ostrava. 

The graph 2 shows that the largest value of short-tem flicker severity level of the 
OS-4. 

During  the  period in Ostrava were also  carried  out monitoring  the parameters 
of long-term rate  of flicker severity Pst. This monitoring was carried  out again at  the 

low voltage.
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Graph 3 - Comparison of individual values of long-term rate of flicker severity Plt

From Graph  3 can  be  seen that  the  greatest value  of long-term  flicker  severity 
level in  the OS-1. The highest  measured value exceeds  the  limit  value 1, 
which is given in EN 50160.

5 Unbalance

Three-phase voltage  system is  called symmetric, if  the voltage  of  each phase 
phase-shifted by 120 ° and has  the same voltage amplitude. In  the event  that one of 
these conditions  is  not met, the  system  is called unbalanced. Voltage  unbalance is 
caused by uneven loading of each phase.

For  the asymmetry is  true that  under  normal operating  conditions, the  ratio is 
not 10-minute RMS negative  sequence voltage  and the  corresponding size  of the 
direct  component exceed 2% in  95% of  the measurement interval week. In Ostrava 
was  done at  several sites tracking asymmetry parameters at  the  low voltage an  are 
shown in Figure 4.

Graph 4 - Comparison of individual values of unbalance in the Ostrava
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In Graph 4 shows the values of asymmetry in different parts of Ostrava. The graph 
shows that the largest value of asymmetry has been made in OS-3 and OS-5.

6 Conclusion

In  areas of  Ostrava measurements  were  taken of  selected power  quality 
parameters. Measured values are given tables, from which it is obvious that all values 
are  measured in accordance with EN  50160 ed.2, which  is  a key standard for  the 
reference power quality parameters.

References

1. Santarius  P.,  Krejci  P.,  Chmelikova  Z., Ciganek  J.  Long-term Monitoring  of 
Power  Quality  Parameters  in  Regional  Distribution  Networks  in  the  Czech 
Republic. Conference “ICHQP 2008”, Wollongong

2. Rozehnal P., Cumpelik R., Krejci P., Evaluation of selected parameters of quality 
of  electric  energy  distribution  network.  Conference  “EPE  2011”,  Kouty  nad 
Desnou



Application of Statistical Methods on Power
Lines 110 kV Failure Database

Jaroslav Sojka

Department of Electrical Power Engineering, FEECS,
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Abstract:  This paper presents a procedure for processing data from database 
failures 110 kV lines, using the selected statistical methods. The database is 
analyzed according to the causes of failures. The most common causes of 
failure include Natural influences (94), and disorders caused by the Operation 
and maintenance (55). The use of selected statistical methods aims to 
determine that this group of disorders is within their durations individual 
failures more significant. As part of this work was necessary to familiarize 
yourself with the program for statistics - Statgraphics [2].  

Keywords: Failure database, exploratory analysis, Kruskal-Wallis test,  
                           Box with whisker plot 

1 Introduction 

Electricity is still among one of the most important needs for human life on Earth. 
The issue of quality and reliability of energy supply is therefore an important 
parameter. Interruption of power supply and energy at all is a big problem in terms of 
both production and financial compensation. Decree 41/2010 Coll. The quality of 
electricity supplies and related services in the electricity industry, set standards, the 
interruption of transmission or distribution of electricity [3]:  
a) 18 hours on the grid with voltage levels up to 1 kV and 12 hours on the grid with 
voltage levels up to 1 kV in the capital city of Prague. 
b) 12 hours in grid networks with voltage levels above 1 kV and 8 hours on the grid 
with voltage levels above 1 kV in the capital city of Prague. 
For non-standard termination of interruption of electricity distribution in accordance 
with paragraph 1 provides the distribution system to the customer a refund of 10% of 
its annual payments for distribution, maximum: 
a)  6 000 CZK in networks up to 1 kV 
b) 12 000 CZK in the networks of over 1 kV to 52 kV 
c) 120 000 CZK in the networks above 52 kV 
 
Careful management and processing of information resulting from failure of the 
power line, helps us to address system reliability and supply electric power 
customers. To process data from the database we can not do without knowledge and 
use of statistical methods. 

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2011, pp. 43–48.
VŠB – Technical University of Ostrava, FEECS, 2011, ISBN 978-80-248-2449-9.
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2 Description of dataset 

For statistical analysis I used the data as data on failure 110 kV power distribution 
company. These data describe the start and end of the failure, date of creation and 
removal of failure, each failure type, failure location and the name and number of 
high voltage lines, from 2000 to the beginning of 2011.  The following table shows 
sample input data (332 entries) with the imputed value of the duration of disturbances 
reported in minutes. 

 
Fig. 1 Failure database 

3 Exploratory analysis of fault length t [min] 

Exploratory data analysis in statistics is a summary of the methods used for data 
exploration and the search for hypotheses that are worth testing. The processing of 
file obtained statistical variable must organize to form and illuminating description is 
a few values that would contain the greatest amount of information contained in the 
original file. This part of data processing is called exploratory (descriptive) statistics 
and is the first step to reveal information hidden in a large number of variables and 
their variants. As input data for the exploratory analysis, I used the failure length (in 
minutes) at 110 kV overhead lines (332 entries) for the years 2000 to 2011. 

3.1 Statistical characteristics 

Mode x̂ : is defined as the most 
numerous variant variables. 
Median x0,5 : dividing a data file so that 
half (50%) values are smaller than the 
median, and half (50%) values larger 
(or equal). 
Selection slant α > 0 ⇒ variable values 
less prevalent than the average. 
Selection spikiness β > 0 ⇒ 
corresponds špičatému division 
variables 
Fig.2 Statistical characteristics 



Application of Statistical Methods on Power Lines 110 kV Failure Database 45Application  of statistical methods on power lines 110 kV failure database      3 

3.2 Graphic data processing, Histograms and Box with whisker plot 

 
Fig. 3 Number of failures in individual years 

 
The histogram shows the frequency (number of) in a given class of data. To illustrate 
the histogram created in the program Statgraphics. It displays the number of 
individual variables in the given limits. 

 
Fig. 4 Histogram Operation and Maintenance category 

 
Fig. 5 Box with whisker plot  
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3.4 Identification of outliers 

When evaluating the obtained data we will need to identify whether the data are not 
so-called outliers. The method of identification: 
For outliers can be considered a value xi, the absolute value of the z-coordinate is 
greater than 3: 

s

xx
scoordinatez i

i

−
=− .   ( )3. >− iscoordinatez                                        

Z-coordinate is "less stringent" to outlying observations than the median coordinates. 
This is because the z-coordinate is determined based on the average and sample 
standard deviation, which are strongly influenced by the values of outliers. [1] 

 
In the data file, for example, there are eight failure from 
category of Natural influences, and three failure from 
category of Operation and maintenance, which have a 
duration of 0 min. Unfortunately, from the data provider 
has not explained this matter. The data also occur due to 
disturbances such as natural disasters or states of acute 
symptoms of this disorder and the time is over 16 hours. 
In terms of next steps I take these data to be statistically 
important, so leave them in a file. The reason is that data 
are measured in practice and the final form distorted data 
file. 

 
Fig. 6 Outliers 
 

4 Analysis of variance 

Analysis of variance tests the hypothesis of several selections (H0), which assumes 
that the individual selections come from the same underlying probability distribution 
and, therefore, that the average duration of failures in these two categories are equal 
(H0: µ1 = µ2 = ... = µk = µ). Compares it with the alternative hypothesis (HA), 
which assumes that the average duration of failures in these two categories Animals 
Art is not the same (HA: not H0). 
This analysis can be performed in two ways, using the table using ANOVA and 
Kruskal-Wallis test. [1] 

4.1 Testing normality of data 

The analysis of variance, I ascertained, how far apart from each period of failures in 
the categories. But I had to choose the appropriate method (ANOVA or Kruskal-
Wallis), based on testing the normality distribution of these random selections. 
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4.1.1 Kolmogorov – Smirnov test 
 
For this test I chose the Kolmogorov-Smirnov test, using Statgraphics software. Later 
is the procedure for this test. 
 
Determination of hypotheses: 
 
H0: differences between the empirical distribution function Fn (x) and distribution                          
function F (x) are statistically insignificant and have a normal distribution. 
 
HA: the differences are statistically significant and have a normal distribution. 

The test criterion is a random variable: 
( ) ( )xFxFD n

x
−= sup

   

Critical field for this test is:  
( ){ }nDDDW αα >= :

  
 
The output value P-value of Kolmogorov - Smirnov test (from Statgraphics) 
categories of causes for failure are listed below. 
 
Natural factors: Approximate P-Value = 0.0. 
Operation and maintenance: Approximate P-value = 0.00000163138. 
 
For both types of causes failures based on the P-value <0.01⇒⇒⇒⇒ reject the null 
hypothesis H0. 
 
Based on the Kolmogorov-Smirnov test, function Fn (x) have not normal 
distribution. Analysis of variance I made by Kruskal-Wallis test. 

4.2 Kruskal-Wallis test 

Kruskal-Wallis test is similar to the non-parametric analysis of variance of simple 
classification. Not normality distribution. Its disadvantage is lower sensitivity. As 
published, the data are not normally distributed, then doing an analysis of variance 
using Kruskal-Wallis test. 
 
Determination of hypotheses: 
H0:  median duration of failures of these two categories of causes are equal. 
HA:  median duration of failures of these two categories of causes are not equal, 

the differences are statistically significant. 
Sample Size Average Rank 

Causes Nature influences 60,5575 
Causes Operation and maintenance 85,7981 

Test statistic = 12,8032 P-Value = 0,000345782 
Tab.1 Output table from Statgraphics: 

 
P-Value < 0,01 ⇒⇒⇒⇒ rejection of the null hypothesis H0 
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Based on the Kruskal-Wallis test, the median duration of failures of these two 
categories of failures are not equal, the difference is statistically significant 
selections. The above conclusion is confirmed by the comparison on the Box with 
whisker plot Fig. 5. 

6. Conclusions 

Statistically disorders were evaluated length of database failure VVN 110 kV lines in 
years 2000 - 2011. From this database were selected two largest categories of causes 
of failures (Natural influences and Operation and maintenance. Detected outliers are 
reported in Chapter 3.4. The resulting values were retained in the data file, as they 
correspond to problems that occur less frequently. Were also created Box with 
whisker plot in the program Statgraphics, from which we get a good overview of the 
center and dispersion of variable durations failures. Data according to the 
Kolmogorov-Smirnov test did not have a normal distribution of values (for both 
types of disorders based on the P-value <0.01 ⇒ reject the null hypothesis H0). 
Based on the Kolmogorov-Smirnov test for analysis of variance, I used the Kruskall-
Wallis test. Based on the Kruskal-Wallis test (PVALUE <0.01 ⇒ reject the null 
hypothesis H0) the median duration of failures of these two categories of causes are 
not equal, the difference is statistically significant selections. The analysis of data 
shows that the duration of failures caused by the Operation and maintenance is 
statistically more significant than the duration of failuress caused by Natural 
influences. And despite the fact that Natural influences are found errors that last 
longer than 10 hours, these disorders are caused by natural disasters, which in ten 
years, there were very few. 
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1Department of Electrical Power Engineering, FEECS,
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Abstract. The paper deals with the commissioning of modern concept of the 

plasma furnace management. At the beginning of paper is illustrated and de-

scribed solved furnace and its individual parts. The following chapter describes 

design and realization of proposed plasmatron starting automat. The next chap-
ter describes analysis of real plasma furnace design. Part of this thesis is com-

parison of new and old power supply, and conclusion, where is summarizing 

the results of achieved work. 

Keywords: Plasma re-crystallizing furnace, plasma, electric arc, plasma burn-

ers, power systems, automatic starter. 

1   Introduction 

Plasma metallurgy was begun by the need for smelting of metals and alloys of high 

purity. For smelting and heating in plasma furnaces the low-temperature plasma is 

used at temperatures up to value 30 000 ° C. The plasma is generated by a plasma 

burner, which uses electromagnetic controlled arc used with inert gases. According 

the involvement of plasma burners we distinguish the burners with an independent 

electric arc, burners with dependent electric arc and burners with a combined in-

volvement. This paper deals to the upgrading of specific plasma furnace and especia l-

ly the design and realization of plasmatron starting automat. 

Detail of this issue is described in works [1] and [2]. 

2   Plasma furnace 

Discussed recrystallization plasma furnace with horizontal crystallizer is operated by 

the Technical University of Ostrava, Faculty of Metallurgy and Materials Engineering 

in Laboratory of Plasma Metallurgy. The furnace is used for smelting and preparation 

of pure metals and various alloys. The furnace is shown in Fig. 1. 

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2011, pp. 49–54.
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Fig. 1. Plasma furnace 

Plasma furnace consists of these basic parts: /1/ plasma burner; /2/ outer shell of fur-

nace; /3/ cooling circuit; /4/ process indicators of voltage and current; /5/ control 

panel; /6/ panel indicators and measuring instruments; /7/ control and signalization of 

starting automat; /8/ engine for shifting material in a boat under the cover;  /9/ control 

electronics under the cover. 

The essential part of the furnace is a plasma burner (Fig. 3), which has the task of 

concentrating the thermal energy and stabilizes the electric arc. It consists o f cathode 

and anode. In the case of the combined involvement, we talk about auxiliary and 

working anode. Auxiliary anode serves to ionize the space between the cathode and 

working anode, on which there is the heated (smelted) subject. 

The second essential part is the crystallizer (Fig. 5), which is located inside the fur-

nace (Fig. 4). For controlling the furnace serves the control panel where you can co n-

trol engine for shifting crystallizer (boat), to set the value of electric current for setting 

a suitable temperature of plasma, and then manually launch the furnace. Starting of 

the furnace is now realized using the modernized control of furnace (Fig. 2). All you 

need for starting the furnace is to press a single button. If necessary, the furnace may 

be started by the old method. 

Near the furnace there is cooling device (water tank). This tank serves as a water 

reserve in the event of closure of water pipe, which is located outside the room where 

the furnace is located. Operator of the furnace has still some time for smelting and in 

the absence of water in the tank he must immediately turn off the furnace. 

The crystallizer has the shape of a trough and for the need of different sizes of in-

got it can have different shapes, for example, e.g. see Fig. 5. 
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Fig. 2. Photography of the electronic furnace 

after modernization 

 

Fig. 3. Detail view of the plasma burner 

 

 

Fig. 4. Detail view of the location of the 

crystallizer and nozzle burner 

 

Fig. 5. Samples of copper crystallizers [2] 

3   Design and realization of plasmatron starting automat 

The main task was to replace the outdated furnace control. The newly proposed met h-

od of managing arc furnace eliminates the need for manual ignition. Manual mode 

ignition of the arc was causing arcing between the cathode and the auxiliary anode for 

longer time than is was necessary for ignition of the arc. That led to great (mechan i-

cal) stress of the nozzle (diffuser), therefore it was necessary to change the nozzle 

(diffuser) quite often, which was time costing and expensive. 

Power diagram of the furnace is shown in Fig. 6. Starting resistor which is con-

nected in series with the auxiliary anode is used for the controlled increase in current 

passing through the arch, which is only connected at startup. Low resistance of elec-

tric arc could cause a short circuit, and therefore it is necessary to limit current value 
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using resistor. The arc can then be reliably ignited, without giving the emergence of a 

narrow unmanageable arc, given the sharp increase in current. 

 

Fig. 6. Power diagram of the furnace 

The electric arc is first created using the ionizer between a cathode and an auxiliary 

anode (Fig. 6 /1/). After ignition of the arc the contactor disconnects the auxiliary 

anode. Subsequently, the arc is transferred to the working anode (Fig. 6 /2/). More 

details about starting the process described below. 

When designing a new controlling of furnace the effort was devoted to the easiest 

operation and so that the operator of furnace needn't perform redundant operations 

(e.g.: the need for switching contactors to connect the auxiliary anode, subsequently 

ignition of the arc, and disconnecting the contactor after a suitable period of time). 

The old procedure of starting the furnace 

1. Turn on power supply. 

2. Toggle the switch for connecting the auxiliary anode. 

3. Connect the auxiliary anode by switch and keep the switch in position "ON". 

4. Press the "START" button. 

5. Check electric arc in furnace through the peephole. 

6. Release the "START" button. 

7. Return the auxiliary anode connecting switch to its original position "OFF". 

A new procedure of starting the furnace 

1. Turn on power supply. 

2. Turn on circuit breaker of new control electronics (if it was off). 

3. Press the start button. 

After this procedure the electric arc is ignited. It should be kept in mind that before 

running the process itself the furnace must be checked to determine whether the water 
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supply is not closed to the cooling system, to vacuum the space in furnace, to set the 

appropriate flow of gas or its mixture. 

After igniting the arc it is necessary to set suitable current for the meltdown and to 

regulate it according to further needs. For shifting crystallizer inside the furnace the 

operator sets the proper shift speed. 

The modernized design allows igniting the arc by pressing  a single button. Two 

different timers are used. After pressing the first button the first timer is activated, 

switching the first contactor, which connects the auxiliary anode contactor, and su b-

sequently there is a delay to activate the second timer. The second timer activates the 

second contactor which ensures ignition of the arc. This process is indicated by three 

indicators. The first indicator indicates the presence of the control voltage. The s e-

cond indicator indicates the auxiliary anode contactor activation. The third indicator 

indicates connection of high voltage transformer, which causes a spark igniting of the 

arc in the space between the cathode and the auxiliary anode. 

Electric arc is ignited by pressing a single button. By using two timers and two 

contactors the automatically connection of the auxiliary anode is ensured, then the 

electric arc is ignited and then the auxiliary anode is disconnected. 

4   The analysis of real plasma furnace design 

Power supply for plasma furnaces must be current-adjustable. Value of current mus t-

n't fall to zero, because it would cause extinction of the electric arc. 

Parameters for simulation are based on the real values of the solution furnace. 

 

Fig. 7. Scheme of controlled rectifier with the model of electric arc, and simulation waveform 
of current and voltage in discussed furnace for the value of a circuit inductance 1 mH  

The voltage of source has a value 33 V. Resistors are connected in series with the 

rectifier diodes and have a value of resistance 5 mΩ. Nonlinear resistor has values 

which were acquired from the measured volt-ampere characteristics of the discussed 

furnace. Factor for the parallel resistance of the component showing the inductance of 

the circuit is kp = 0 Ω. 
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5   Comparison of new and old power supply 

Comparison of measurements made in the furnace using old 6-pulsed power source 

[3] with a new 6-pulsed power source.  

 

Fig. 8. Comparison of currents when using the old and the new power source 

It can be seen from the graphs that the voltage of old source is less wavy than in a 

new voltage source, because older source has larger inductance of coils. A new source 

has the advantage of better regulation than older source. Better regulation is achieved 

by using thyristor control instead of controlled magnetic circuit transformer (trans-

former has primary, secondary and control windings [3]) in the old source. 

Conclusion and Acknowledgment 

The main contribution of the thesis is increasing the success of ignition of the electric 

arc in the work area and therefore reducing the excessive wear on the nozzle of plas-

ma burner. Also operator of the furnace is satisfied with the current situation, because 

it is no longer need to difficult manually start the furnace and also it is no longer need 

to time-consuming exchange of damaged diffuser. Because of this the costs of operat-

ing the furnace were reduced as well. 

This work was supported by the Ministry of Industry and Trade of the Czech Re-

public, MPO-CR, project No. FR-TI1/334. 
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 Ph.D. Workshop 2011, Ostrava: VŠB – TU Ostrava, ISBN 978-80-248-2378-2, 
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Peter Staš1, Martin Marek1, Radim Halama2, and Petr Stoklas1

1Department of Electrical Power Engineering, FEECS,
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Abstract. Work deals with a proposal of eligible power supply of electric trac-

tion systems for steel torsion loading diagnostic equipment. With respect to 

equipment functionality demands it is necessary to project a conception, which 

allows setting up of wide spectrum of equipment parameters for different types 

of examined specimens. Project is realised in close cooperation of Department 

of mechanical engineering and Department of electrical engineering and in-

formatics.  

Keywords: Diagnostic equipment, regulation of rotation speed, frequency 

converter. 

1   Introduction 

Increasing demand for transport requires development of advanced technological 

products for the transport industry. Contemporary railway transport requires for this 

purpose a combination of carriages connected to a locomotive. Mechanical rolling 

parts exposed to torsion loading during the whole lifetime. This becomes a key issue 

of safeguard of reliability and safety of transport itself. To realize above described, it 

is necessary to effectively test the all mechanical parts of locomotive traction sys-

tems. Testing cannot be realized without superior steel torsion testing device which 

one of key parts is reliable and stable power supply and regulation unit. Task of the 

Department of electrical engineering and informatics is to develop optimal power 

supply and regulation unit for above mentioned diagnostic equipment. 

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2011, pp. 55–60.
VŠB – Technical University of Ostrava, FEECS, 2011, ISBN 978-80-248-2449-9.
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2   Steel material failures in railway transport 

Steel material failures in railway transport (taking into account only wheels defects) 

are consequence of various reasons. Extensive force acting on wheels causes defor-

mations. Micro structural changes induced by cyclic strain causes changes of physi-

cal properties and deformation response of the material. Discontinuities and stress 

fractures are created. In praxis is this situation represented by combination of above 

described defects created e.g. during locomotives run up and slowing down. Quality 

and particularly purity of materials plays key role in lifetime and durability. These 

defects are more detailed described in theory material cyclic deformation. 

   

Fig. 1. Wheels used in railway carriages and its cross section [6] 

2.1   General principle of railway wheels and lines diagnostic  

Contact stress testing equipment device has significant place in examining of steel 

stress test and these test have a great importance for railway transport.  

Great amount of mechanical parts is during the work and also during rest physi-

cally strained. This may cause changes in material’s structure and its physical prop-

erties. In technical praxis this problem is represents contact of the wheel and the line 

surface.  

With regard to above mentioned material failures are tests of these materials nec-

essary especially with respect to safety of people and to reliability and durability of 

transport. For correct realization of tests exact setting up of parameters of diagnostic 

equipment is necessary, most important is set up of exact revolution speed and set up 

of dimension parameters of examined specimens. 

Diagnostic by itself is performed using circle shaped specimens with the same or 

different diameter. Specimens surfaces touch each other and spin at the same or 

different speed (this depends on the test type).  

One specimen represents the wheel, the second represents the line. Specimens are 

pushed together under specific pressure. As soon as specific number of cycles is 

achieved, one measures mass decay of specimens, diameter, hardness and abrasive-

ness changes. Detail of this issue is described in the literature [3] and [5]. 
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2.2   Schematic drawing and principle of work of TUORS material strain testing 

device 

Traction of both specimens is realised using asynchronous engine (2.2 kW). Con-

struction of equipment limits the diameter of used specimen on 85 mm. 

 

Fig. 2. Diagram of the testing machine TOURS [4] 

Slip realization. On this equipment it is possible to perform tests with forced slip-

ping using different specimens tip speed or using different wheel diameter or using 

gearing inserted between output spindle of specimen representing wheel and output 

spindle of specimen representing line. 

Realization of pushing force. Radial force is created statically using combination of 

weight and lever. Force should not exceed 900 N in case of free slip, in case of forced 

slip it should be lower. 

Innovation. In frame of cooperation of faculties is subject also further innovation of 

equipment, namely innovation of electric break, which allows more effective testing. 

Other parameters, which should be innovated are more effective realization of push-

ing force and realization of independent traction of both specimens. These aspects 

are not flexible at nowadays TOURS equipment. 
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2.3   New concept of testing device 

New concept of diagnostic equipment is shown in Fig. 3. It contains independent left 

and right traction system which allows realizing required slipping tests.  

Construction is flexible so it allows diagnosing specimens with different diameters 

and with various combination of slipping parameters.  

 Aggregate is not energetically demanding. One of traction engines will work in 

generator mode. This mode is known also as recuperation (recovery) mode. 

 

 
 

Fig. 3. New concept drive 

Realization of slip. As most convenient solution a use of asynchronous electromotor 

has been chosen (further only AM). Realization of slip is not depended on the me-

chanical parts, namely on diameter of examined specimens or on gear ratio as in 

former case. Another advantage of this concept is higher quality of tests and wider 

spectrum of equipment’s applications. On the other hand, disadvantages are higher 

costs of traction and control unit block systems. 

Realization of pushing force. Pushing force between specimens will be realized 

only for one traction system what fulfils all requirements of tests. To achieve this, the 

traction unit will be pushed to second unit using hydraulic arm. This also allows 

real-time control and correction of pushing force value. Size of pushing force neces-

sary to create maximal pressure (1200 MPa) in the place of contact and depends on 

both specimen’s diameter. Detail of this issue is described in the literature [5]. 

Selection of optimal power supply and selection of eligible asynchronous engines. 

Power supply unit have to fulfil wide spectrum of requirements. One should to judge 

requirements like independent regulation of traction electromotors, adequate eco-

nomical costs, and high level of functionality, long term stability and durability. The 

most optimal solution with regard to spatial disposability and construction of used 
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motors is to use frequency regulation. Chosen frequency changers have modular 

concept. Energy recuperation is solved using eligible type of power supply unit 

which is capable to provide this function. Frequency changer Sinamics G120 is used 

as a final technical project solution. 

Let’s assume following parameters: diameter of specimen: d = 85 mm; height: 

h = 10 mm; modulus of elasticity: E = 21000 MPa; friction coefficient: ft = 0,45; 

maximum revolution: n = 1500 rpm a contact pressure: po = 1200MPa. Taking into 

account these parameters, we will calculate power P = 30 kW and driving moment 

MH = 160 N.m. The calculations of parameters are in the literature [1], [2] and [5]. 

Using these values, electromotors of type Siemens 1LG4 with power equal to 

30 kW and driving moment equal to 196 Nm were selected. 

3   Revolution speed regulation requirements 

Requirements on speed regulation are specific for every type of exam. In general it is 

a question of determination of speed regulation by the frequency change for particu-

lar test (e.g. vector regulation) or it is a question of set up of concrete working fre-

quency and current.  Exact requirements are lay on behaviour of both traction units. 

In preference parameters like maximum work revolution, continuousness of start and 

start revolutions are taking into account. Programmable control units make use of 

equipment flexible and perspective for use in other types of tests in the future. 

 

 
 

Fig. 4. Momentum characteristics of asynchronous electromotor [3] 
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Conclusion 

This paper refers partial results from development of unique testing device for exam-

ining of contact strain of steel materials in transport.  

Czech Republic belongs to leaders in area of construction of railway wheels (com-

pany Bonatrans with which we cooperate on development of testing device). Goal is 

to achieve world standards and to continue with further research. 

The results of work are published in conference proceedings: 

- ELNET 2010, Ostrava: VŠB – TU Ostrava, ISBN 978-80-248-2349-2 

- EPE 2011, Ostrava: VŠB – TU Ostrava, ISBN 978-80-248-2393-5 

- Ph.D. Workshop 2011, Ostrava: VŠB – TU Ostrava, ISBN 978-80-248-2378-2 
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VŠB – Technical University of Ostrava, 17. listopadu 15, 708 33 Ostrava – Poruba

pavel.svoboda1@vsb.cz

Disturbances in AC traction system 

Pavel Svoboda  

 Department of Electrical Engineering, FEI, VŠB – Technical University of Ostrava, 
17. listopadu 15, 708 33, Ostrava-Poruba 

pavel.svoboda1@vsb.cz 

 

Abstract: Electric traction is in aspect of electricity consumption great con-
sumer and also a significant source of interference effects that adversely affect 
the power grid. These effects are especially non-symetricity and higher harmo-
nicss. 
There is evaluation in this article of measuring alternating current traction sys-
tem 25 kV, 50 Hz under normal operating conditions at Czech Railways. 
 
Keywords: voltage asymmetry, electric traction, mensurement 

1   Introduction 

One of the densest rail networks is located in the Czech Republic. On electrified lines 
in the CR, two current systems are mainly used: 3 kV DC system (1705 km) and 25 
kV AC system, 50Hz (1307 km). Electric traction is characterized by the great 
dynamism, which places high demands on the power system. The energy ratio with 
AC traction system of 25 kV and 50 Hz has these benefits: 
 

� greater distance between the traction converter stations (approx. 50 km) 
� traction substations are technologically simpler and cheaper in terms of 

construction 
� active transformer losses are low. 

 
        AC traction, however, has its disadvantages, which include: 
 

� Power Station is a necessary supply of 110 kV power system 
� causes distortion sine wave current drawn 
� compliance with the minimum power factor 
� traction sampling variation in time leads to voltage fluctuation, which causes 

a "flicker-effect" 
� high voltage power network must have a sufficiently high short-circuit power, 

does not give rise to unbalanced load asymmetry between phases illegal. 
 

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2011, pp. 61–66.
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In this article we will discuss about voltage asymmetry in the traction transformer 
Svitavy. 

2   Asymmetrical classification  

For classification of the asymmetry in power, the exclusively Fortescueova method is 
used. According to the aforementioned method, n-phase asymmetrical system can 
replace the (n-1) symmetrical systems, which creates a rotating magnetic field 
(positive and negative sequence) and one non-rotating, which creates a vibrant field. 
The system that creates a pulsating field is called zero as it occurs only in systems 
with grounded star point.   
Asymmetry in three-phase systems classifies the coefficient of voltage and the current 
asymmetry factor: 
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2.1   Evaluation asymmetry 

Standard ČSN EN 50160 specifies us closer that under normal operating conditions in 
any one-week period, 95% of ten-minute high rms-sequence voltage in the range 0% 
to 2% will be direct components. In certain areas where customers are partially 
connected to single-phase or two phases, in the supply occur the points of asymmetry 
to 3%. The above-mentioned standard, however, applies only to the power system to 
35 kV. 
In the international law, it is not to the level of vvn set vacation, or planning level for 
backward components. As a compromise, it was therefore agreed with the PPS value 
of 1.5%, which represents a reserve for an increase in return for component toward its 
source, i.e. the traction transformers that ČD railway networks are connected to 110 
kV distribution systems [1], [2]. 

3    Measurement of the traction transformer 
 
Measurement of the traction transformer Svitavy conducted for 48 hours a week 
because the organizational measurement could not take place although the measured 
data are sufficient for understanding the relationships in the traction transformer. 
For realization of measurements, the measurement system developes the enabled 
multi-channel measurement and data storage. The system consists of the following 
elements: 
 

� laptop dual-core processor running Windows 
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� Measurement card with a bandwidth of 450 kHz, the maximum sampling 
rate of 250 kS / measurement on one channel and input ranges from ± 0.2 
V to ± 10 V 

� voltage sensors LEM LV25-P 
� current sensors Clamp MN38 
� virtual measuring environment LabWiev 

 
 

 

 Fig.1. The connection of the measuring apparatus in TNS Svitavy 
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Fig.2 View of one of the measuring sites 

 3.1 Evaluation of measurement 

When evaluating the measurements, they chose the method of moving averages 10 
minutes. The method chosen is a compromise between immediate values and fixed 10 
minute averages into a timeline. Moving averages are 10 minutes compared to a solid 
10 minute averages, accurate, and after every 120 samples containing these fixed 
diameters, it satisfies the conditions PPDS. 
Moving average forecasts of future values of variables is based on the average values 
of variables from the previous 120 values. From 120th line for any other moving 
average value, 120 previous values are always available. The first 119 values of the 
moving average is calculated by the same logic with the difference that is only 
available averaged number of values ranging from 1 to 119th [3]. 
The measurement data were stored every 5 seconds. Over a period of 10 minutes, 120 
values were imposed. During the entire measurement was obtained 34 560 values for 
each observed variable. 
In the picture 3, 10 minutes are plotted moving averages of the 110 kV line and a 10-
minute moving averages of voltage asymmetry. This chart depicts the analogy 
between voltage and unbalance. The biggest differences between strains can be 
observed during the peak traffic on the monitored line. The picture 4 shows a direct 
correlation between the size and power drawn by the voltage asymmetry factor.   
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Fig.3. 10.minutové moving average line voltage and voltage asymmetry ρu 

 
 

Fig.4 Dependence of voltage asymmetry factor ρu on the size of consumed output 
 

4    Conclusion 
 
After analyzing this measurement we can conclude that the chariots AC 25 kV, 50 Hz, 
their collection cause a voltage imbalance in the supply network. 
The measured values are within the range of measurement moved with sufficient 
margin below the limits defined in the PPDS. The final value of the asymmetry will 
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also affect the distribution of consumption between the two transformers and using 
equipment symmetry.  
In the event of an increase traction, reasonable reserve lines and equipment can also 
take in, and values should not exceed a set limit. 
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Abstract. This article assesses the current ways how to reduce energy 
consumption in public lighting sector. One possible way is using lights with 
LED technology, which is still in early development, or to continue in using of 
ordinary sodium lamp fixtures and regulate it. 

1 Introduction 

 This article was based on a study that was made for Ostravské komunikace, a.s. 
and the study is used as a base for deciding whether the current LED lighting 
technology is in technical and economic terms suitable for application to road. The 
biggest problem who hinder their deployment is the purchase price which is still 
substantially higher in comparison with purchase price of ordinary sodium lamp 
fixtures. Here are stated calculations of the individually tested lights and calculations 
of return and current prices estimate calculations as well. 

2 Specification of LED lights available in 2011 

For adequate comparison of current LED technologies on the Ostrava roads 
there had been specified values of parameters for the most commonly used high-
pressure sodium lamps of 70 W. This type of lamp is used on more than a twenty 
thousand points of light. The main part of these points of light on the road is classified 
in class S4. Attention is drawn to the fact that more than 50 % of installed fixtures of 
70 W exceeded its recommended useful life (approx. 12 years). The next most 
represented class roads in Ostrava are classes S5, ME2 and ME3. Other classes of 
roads are only minimally represented and for those marginal classes can be 
implemented technologies-used in the above-specified classes. 
 Below are average values based on the above specifications for fixtures available 
in 2011. Those fixtures are tested and produced by manufacturers in more then ten 
thousand series. 
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Table 1. Comparison of parameters of LED lamps and ordinary sodium lamps 
 
 

Parameters LED lamp Ordinary lamp 
power 30 to 60 W 83 W 

efficiency 85 % 75 % 
specific output 110 lm / W 95 lm / W 

distance of pylon 40 meters 40 meters 
life time of lamp / source 

maintenance 
 

maintenance factor 
price 

color rendering index 
color temperature 

regulation 

12 years / 12 years 
cleaning once per 4 years 
 
0,8 
8000 CZK 
70 to 80 
4000 K 
0 to 100 % 

12 years / 4 years 
cleaning and exchange 
resource once  per 4 years 
0,8 
4000 CZK 
25 
2200 K 
 0 and 50 to 100 % 

 

3 Economic comparison of LED lights available on the market in 

2011 

3.1 Type road 

 As a basis for light-technical calculation model must be defined the appropriate 
road parameters. In Ostrava the most represented road class is S4 according to EN 
13201-2 (Lighting of roads - Part 2:) and as well very significant is the number of 
points of light placed on the class road. 
 
Table 2. Parameters of a model road S4 
 

Parameters Specification 
width of road 7 meters 

lanes 2 
lighting system one-side  

high of light location 8 meters 
fixtures offset from the road 

required maintained illuminance 
minimum required illumination 

distance of pylon 
maintenance factor 

0,5 meters 
5 lx 
1 lx 
30 meters 
0,8 
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3.2 The individual calculated parameters of compared fixtures 

 The following table shows the light-technical calculations LED lights from four 
reputable manufacturers that are already on the market. The last column gives the 
values of the sodium lamp lights which are mostly on the roads of class S4. 
 
Table 3. Lighting and technical calculations of selected LED lamps and ordinary 
sodium lamp 
 

Parameters 
LED  
lamp 1 

LED  
lamp 2 

LED  
lamp 3 

LED 
 lamp 4 

Ordinary 
lamp 

average 5,1 lx 5,9 lx 5,6 lx 5,3 lx 7 lx 
min 2,7 lx 2,6 lx 1,9 lx 2,2 lx 2,2 lx 

min / average 0,53 0,44 0,34 0,42 0,32 
power 45 W 54 W 50 W 63 W 83 W 

light flux 4530 lm 5400 lm 5040 lm 5860 lm 6600 lm 
color temperature 6000 K 4000 K 3500 K 3500 K 2200 K 

3.3 The economic balance sheet and return 

 Table 4 shows the comparison of mutual investment and operating costs of LED 
lamp and ordinary sodium lamp; it is clear from values stated below that after 12 
years (the lamp useful life) that the total cost are nearly identical. The biggest 
difference is the initial investment, purchase price of LED lamp is doubled in 
comparison to ordinary sodium lamp. However, this cost is compensated by the low 
power consumption of LED lamp (power 50W) in comparision to ordinary sodium 
lamp (power 83W). Gradually, the initial investment in LED lamp is compensated. 
 
Table 4. The summary of the total cost of LED lamp and ordinary sodium lamp and 
their comparison 
 

Parameters 
LED 
lamp 

Ordinary 
lamp 

Difference 

average lighting power (kW) 0,050 0,083 0,033 
annual operating time (hours) 4150 4150 - 

annual consumption of lighting (kW) 207,5 344,45 136,95 
the current price of power. energy per 

kWh (CZK) 
price for annual consumption of electric 

energy (CZK) 

2,01 
417,5 

2,01 
693,0 

- 
275,5 

average price fixtures (CZK) 8 000 4 000 -4000 
lights maintenance for 12 years (CZK 900 1 566 666 
the total cost for the lifetime of lamps 

(CZK) 
8 900 5 566 -3334 

the cost of lighting for 12 years (CZK) 13 910 13 882 -27 
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4 Conclusion 

 As the conclusion, the market available LED lamps are able to compete with 
ordinary sodium lamp fixtures, which are still majority-used. The calculations for 
LED lamps selected from reputable companies and sufficiently tested in practice to 
fully meet the requirements of EN 13201-2 for class S4. The content of originally 
prepared study is also assessing the possibility to use of LED lamps on different road 
classes. As to road classes with lower illuminance requirements than the S4 the LED 
lamps can compete in total cost parameter to ordinary sodium lamps. It should be 
noted that the price of LED lights is related to a larger volume of lamps purchased 
(the price of individual items can vary a lot). For classes with higher road 
requirements for illuminance than the S4 class, it means especially ME, LED lights 
are still in development and especially the cost of such lamps is significantly higher 
and return in 12 years is not possible. The current LED lamps can therefore be 
recommended for road class S4 and lower. 
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Department of Electrical Power Engineering, FEECS,
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Abstract. This article strives towards and summarizes issues of new standard 
for calculation of heat loss. There are shown results by old and new standard for 
calculation heat loss and heat demand. Next part describes existing trends and 
options for accumulation of the heat. It provides explanations for reasons and 
advantages of accumulation not only for heat pumps, but also describes deals 
with concepts of heat pumps of smart grid area type and utilisation of accumu-
lation for improvement of effectiveness in running of air/water heat pump. 

Key words: heat pump, heating, heat loss, heat accumulation  

1   Differences in the calculation of heat loss 

For calculation of heat loss was used standard CSN 06 0210 calculation of heat loss 
for central heating. This one was replaced by Czech version of European standard EN 
12831 heating systems in buildings – Method for calculation of the design heat load. 

1.1   Comparing calculation of both methods 

The comparison of both methods was made at chosen house, which is situated in town 
Bruntál. Total build up area of this house is 239m2 and external designed temperature 
is -18 °C. This house will be also used for research work in the future. 

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2011, pp. 71–76.
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Fig. 1. 3D image of the chosen house showed in software Techcon IVAR CS. 

1.1.1   Result of standard CSN 06 0210 

Result of old Czech standard norm for chosen house is 5733 kW. 
 

1.1.2   Result of standard and latest news in CSN EN 12831 

The major news in European standard EN 12 831 is definition of heat bridge. Heat 
bridge can be described as place of crossing two different constructions e.g. isolation 
and brick wall. 
There are two types of results. First result includes heat bridges 7159 kW and second 
result 6185 kW without them. 

1.2   Summary of standards 

Next figure shows obtained result by calculation software for heat loss named Tech-
con IVAR CS. 

 



Heat Pumps, Improvement of Utilisability . . . 73

 

Fig. 2. Calculation heat loss results of chosen house. 

1.3   Comparison of thermal demand 

We have to design heating very precisely as is shown on table 1, because differences 
in result of heat loss and also thermal demands are very large, nearly 20%. 

Table 1. Differences of thermal needs of the chosen house by standards listed above. 

 
ČSN 060210 ČSN EN 12831 

ČSN EN 12831 
(without heat bridge) 

Thermal demands 
(GJ/year) 

39,53 49,36 42,64 

2   Heat pumps, accumulation of the heat and improvement of 

efficiency 

In correct layouts, the heat pumps possess fairly stable parameters throughout the 
entire heating season. There is an exception represented by the air/air heat pumps and 
especially the air/water type pump. Their output is very variable depending on the 
ambient air temperature and its humidity. 

2.1   Heat pump vs. electric boiler  

Investment returns to heat pump in comparison with electric hot water boilers is about 
13 years. There is no consideration with electricity price change. 
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Fig. 3. Investment and operation cost of comparing systems. 

 
Calculation of operation cost is very accurate as shows table 2. Heat pump with 

nominal heat power 6 kW supplied heat and domestic hot water for house during 
whole year and it was not necessary to use an additional source of heat.  

 
Table 2. Differences of electricity consumption by heat pumps in a real and calcu-

lated operation. 
 
 
 

Data from real operation of heat pump were obtained from house owner. 

2.2   Heat accumulation 

Accumulation of heat energy obtained either from the Sun or even a boiler can be 
conducted by either of the two essential processes described below: 
• Into structures 
• Into accumulation media (mostly water) 
Accumulation into structures is of great significance especially in case of houses built 
in accordance with low-energy. 
Accumulation of heat into water finds massive range of applications at heat pumps, 
biomass boilers with output control, solar collectors and other sources for the follow-
ing reasons: 
• Transmission of generated heat over time for the maximum utilization  
• Enhancement of efficiency and life of the heat source  
Transmission of heat over time enables utilization of irregular gains (e.g. from solar 
sources) with the greatest efficiency possible over time, exactly in periods associated 

Consumption of real operation ( kWh/per year) 6013 
Consumption of calculated operation (kWh/per year) 5931 
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with the need for heating. This accumulation can be defined as short-term (several 
days, but the accumulation of heat gains can be also accumulated in a long-term, espe-
cially during the summer season, to be utilized during the heating season 

2.3   Improvement of heat pump efficiency by means of accumulation 

Accumulation with heat pumps provides for continuous operation, i.e. reduction of the 
frequent switching. However, as far as the air/water is concerned, its greatest disad-
vantage (decreasing output depending on the ambient temperature) can be utilized 
upon implementation of suitable accumulation features. The Fig. 4 shows the perfor-
mance diagram of the air/water heat pump and substantial decrease in output after the 
0°C mark. The purpose of this idea deals with suitable design of heat accumulation 
system to operate the heat pump within such area, where the same amount of electric 
power yields more heat energy to be accumulated for further use during frosty days. 

Diagram of heat pump air/water (Viessmann)
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Fig. 4. Output diagram of the air/water heat pump with the nominal output of 9kW at A2/W35. 

Accumulation of heat allows improvement efficiency and also quickest return of in-
vestment cost into heat pumps in comparison with others methods of heating. Next 
step of this research will determine sufficient capacity of accumulation tank and pos-
sibility of the prediction of outside temperature for optimal operation of air/water heat 
pumps. 

Conclusion 

Result by different standard for calculation of heat loss gives us different numbers. 
Therefore it is necessary precise design and calculation heat demand by as much as 
possible relevant data. 
To enhance the competitive strength of heat pumps in comparison with other heating 
sources, it is necessary to seek method towards improvement of their effectiveness. 

Optimal operation area 
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Such opportunity is granted by the methods of accumulation, which can reduce the 
variable availability of low-potential energy contained in the air. 
Other parameters to be considered include the method of output of the air/water heat 
pump to enable its optimal operation as depicted in the Fig. 4 to produce sufficient 
energy for further days. The ideal layout will require correct selection of the accumu-
lation tank. However, all these steps need to be taken with reference to the financial 
exigency in order to ensure that the effect required, i.e. reduction of the return on 
investment, is not the contrary. 
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Abstract. The article deals with the evaluation of the possibilities of 
cooperation of wind and solar power plant connected through a shared 
transformer to the network 22kV. Evaluation of the cooperation is based on 
measured data for wind power plant with installed capacity of 2 MW and solar 
power plant with installed capacity of 1.1 MWp. In other parts of the article is 
an analysis of variations in active power of resources in comparison with the 
system of WPP + PV In the last part is evaluating the effects  after connecting 
of WPP + PV  to the network 22 kV. 

 

Keywords: wind power plant, photovoltaic power plant, utilization coefficient, 
fluctuations of active power  

1 Introduction 

Wind and solar power stations have a great advantage against ordinary sources of 
electricity, because energy production requires no fuel and don’t produce hazardous 
waste and fouling, especially CO2. Conversion efficiency of wind energy and solar 
radiation into electrical energy is however very small. Effectiveness of wind power 
stations vary from round about 50% and solar power plants from 15% to 20%, 
depending on the type of photovoltaic panel. Significant disadvantage of wind and 
solar power stations is unstable and stochastic supply of electricity, which is 
influenced by a large number of factors such as seasons, day-time, wind speed, solar 
Significant disadvantage of wind and solar power stations is unstable and stochastic 
supply of electricity, which is influenced by a large number of factors such as 
seasons, day-time, wind speed, solar radiation intensity, etc. 
In the article is reviewed cooperation of wind and solar power stations, connected via 
a common transformer to 22kV network. Evaluation is done in July and October. The 
data are obtained from measurements of wind power installed capacity of 2 MW and 
solar power installed capacity of 1.1 MWp installed in the Moravian-Silesian region. 

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2011, pp. 77–82.
VŠB – Technical University of Ostrava, FEECS, 2011, ISBN 978-80-248-2449-9.
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2 Evaluation of cooperation WPP + PV 

Supplies of electrical energy from wind power plants aren't dependent on day-time, as 
is the case with solar power, but only on wind speed. In cooperation WPP + PV, wind 
power plants are able to deliver electricity at night, while the solar power plant is out 
of operation. 
In graph 1 there are presented courses of instantaneous power at hourly intervals for 
the month of July. Utilization coefficient of wind power station was in July at average 
14% and utilization coefficient of solar power station was at average 18%. 
 

 
 

Graph. 1. The course of instantaneous power of WPP, PV and WPP + PV - July 
 
Graph 2 shows the courses of instantaneous power in selected days. From the graph 
we can see that 8.7., at 19:00, solar power plant stopped to supply electricity to the 
grid and the delivery was covered only from wind power station. On the 10.7., 
between 13:00 and 14:00, there came to accentuated growth of supplied output, on 
wind power station, from value 1215 kW to 2050 kW. 
  

 
 

Graph. 2. The course of instantaneous power of WPP, PV and WPP + PV – from 8.7. 
to 10.7. 
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Utilization coefficient of WPP + PV would range around 15% in July. The system 
would supply 355 MWh, 209 MWh from wind power station and 145 MWh from 
solar power station. 
 
In graph 3 there are presented courses of instantaneous power in October. Utilization 
coefficient of solar power station in this month was average 9% and the coefficient of 
wind power station in this month was significantly higher than in July and its average 
value was 25%. From the waveform is evident that the electricity supply was mainly 
from wind power station. 
 

 
 

Graph. 3. The course of instantaneous power of WPP, PV and WPP + PV - October 
 
Graph 4 presents waveforms of instantaneous power at selected days. From the 
waveform is evident that the output supplies from solar power plants are about 4 
hours shorter than in July. 
 

 
 

Graph. 4. The course of instantaneous power of WPP, PV and WPP + PV – from 
8.10. to 15.10. 

 
Value of WPP + PV utilization coefficient would be around 19% in October. The 
system would supply 440 MWh, 366 MWh from wind power station and 73 MWh 
from solar power station. 
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3 Evaluation performance fluctuations 

Variation of active power in wind power station is caused by wind speed change. 
Wind power station works at intervals of wind speed from 3 m/s to 25 m/s. Wind 
speed is dependent on terrain segmentation (meadows, forests, cities). Variation of 
active power in solar power station is caused by change intensity of solar radiation. 
The intensity of solar radiation varies during the day and during the seasons. An 
important factor that affects the power of solar power station, is rotation of solar cells, 
the influence of cloudiness, panels pollution by dust or shading caused by snow. 
Difference frequency of active power between individual clocks is shown on the 
graph 5 and graph 6. Fluctuation size of active power is most frequently below 480 
kW, during July and below 320 kW in October. 
 

 
Graph. 5. Histogram ∆P - July 

 

 
Graph. 6. Histogram ∆P - October 

 
The graphs show that power variation is lower than compared with individual sources. 
It is important to aware that installed power of system would be 3.1 MW, 2 MW from 
WPP and 1.1 MWp from PV. 
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4 Influence of connection system to the 22kV network 

Connection of sources was evaluated on a real network in the Moravian-Silesian 
region. There were chosen maximum voltage peaks for evaluation of influence on the 
network and for ratios in switchgear. In table 1 is set percentage change of voltage  
after connecting to the PV, WPP or WPP + PV system. At wind power plant was 
calculated with cos ϕ = 0.98 inductive and at solar power station was cos ϕ = 1. In 
July, there was exceeded the value of allowed voltage change ∆U= ±2 % at the 
connection point, which is in contradiction of the operation rules of distribution 
system.  
 
Tab. 1. 

  

dU [%] – 10th of July dU [%] – 4th of October 

PV WPP WPP + PV PV WPP WPP + PV 

Connection point 0.50 1.78 2.25 0.57 1.12 1.67 

Bus bar 110 kV 0.09 0.46 0.54 0.10 0.30 0.38 

Bus bar 22 kV 0.04 0.17 0.21 0.05 0.11 0.16 

 

5 Conclusion 

 
WPP + PV system, so-called the hybrid system, would be suitable to operate in 
conjunction with appropriate accumulation. Change of power fluctuations is not so 
frequent and expressive in this system, in regard to installed power, than it is known 
at separately workung sources. The big advantage of this system is the supply 
possibility of electricity at night hours, in which is the solar power plant out of 
operation.  
WPP + PV system during operation violates operation rules of distribution system due 
to increase of tension in the connection point where it is allowed voltage change 
∆U= ±2 %. In the case that acumulation would be connected to the system, first part 
of energy could be applied to battery charging and the other part would cover power 
supplies to the network.  
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Reference 

1. Hradílek Z; Šumbera T. Reliability of electrical power supplies from renewable 
sources. Electric power engineering 2010. Brno 2010.   

2. Prokop L.; Hradílek Z.; Šumbera T. Application of WPP Power Flows 
Measurement Methodology. Prognozawanie w elektroenergetyce PE 2010. 
Polsko, Wisla 2010.   

3. Hradílek Z.; Šumbera T. Simulator of power forecasting gained from wind power 
plants. Prognozawanie w elektroenergetyce PE 2010. Polsko, Wisla 2010.  

4. Mišák S.; Šumbera T. Folvarčný A.; Holčáková R. Assessment usage energetic 
potential from renewable sources. Prognozawanie w elektroenergetyce PE 2010. 
Polsko, Wisla 2010.  

5. Hradílek Z; Šumbera T. Reliability of electricity supply from renewable sources 
and possibilities predicting power. Konference WOFEX. VŠB-TU Ostrava, 2010.   

6. Rusek S.; Střída F.; Šumbera T. The Issue of Voltage Changes in Electricity 
Network in Relation to Operation of Wind Power Plants. Konference ELNET, 
Ostrava 2010.  

7. Hradílek Z; Šumbera T. Reliability and Predictions of Power Supplied by Wind 
Power Plants. International Conference on Renewable Energies and Power 
Quality 2011. Las Palmas de Gran Canaria, Španělsko.  

8. Hradílek Z; Šumbera T. Simulator for Prediction of Energy Obtained from Wind 
Power Plants. Electric power engineering 2011. Kouty nad Desnou 2011. 



Determination of Daylight Illuminance under
Uniformly Overcast Sky in order to Reduce

Energy Consumption in Buildings

Jan Šumpich, Zbyněk Carbol, and Karel Sokanský
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Abstract. This paper describes modeling of possible savings in lighting systems of ar-
tificial lighting, working in combination with daylight. The proposed model works with 
overcast sky daylight (CIE). Based on knowledge of geographical position, day and time, 
the calculations are done in the conditions of unshadowed outdoor illuminance levels. 
From this figure (when daylight factor is known) illuminance caused by daylight can be 
gain in the differents parts of the room. By controlling the artificial lighting (dimming) to 
constant  cumulative value (daylight plus artificial light) in the areas of visual tasks, then it 
is possible to determine potential of savings in areas with controlled lighting system and 
without it. According to this model (calculation), we can consider a suitability of the dim-
mable lighting systems in the specific work areas and make recommendations to reduce 
energy requirements of buildings in energy audits. 

1   Introduction 

The current economic requirements lead to the reduction of energy consumption in 
the buildings. In the field of interior lighting these requirements lead to greater usage 
of daylight in combination with artificial light. The technical level of the current 
lighting systems enables the regulation of the flux in the lighting control systems at a 
constant level of illumination due to artificial lighting dimming systems. This can put 
into practice a reduction of electricity consumption. 

1.1   Daylight factor 

Contribution of daylight in buildings in areas of visual tasks, is the share of inter-
nal illuminance (direct and reflected light) and the illuminance of an outdoor unshad-

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2011, pp. 83–88.
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owed flatland in condition of uniformly overcast sky. The contributions of direct 
sunlight are excluded from the both illuminances. The value of daylight factor in-
cludes the glazing effects, pollution, indoor and outdoor shading, etc. On the con-
trary, due to using uniformly overcast sky is eliminated the influence of windows 
position in various points of the compass. Daylight factor D is expressed as a percent-
age and is calculated according to equation: 

[ ]%100.
VE

ED =  

E - is the illuminance of the point of internal comparison flatland in lx; 
EV - a comparison illuminance in the point of  outdoor unshadowed  flatland  in lx.[1] 

1.2   Uniformly overcast sky 

Uniformly overcast sky is a condition, that in reality occurs only a few times a 
year. However, this situation enables to create a model of the sky which we can work 
with. This model sets clearly how sky luminances behave from horizon to zenith. Our 
model uses uniformly overcast sky on a dark area considering the sky with brighte-
ness gradation from horizon to zenith 1:3 (according to CIE). Sky brightness of any 
point is then given by: 

2]-[cd.m  )2.sin  + (1 3. / L = L Z γγ  

 Lγ - the brightness of the sky at an angle above the horizon  
         γ 
LZ - the brightness of the sky at the zenith [1] 

2.   Analytical calculations of Sun coordinates 

The calculation of the apparent position of the sun in the sky is determined by the 
geographic location of the specific site on the planet, Earth's rotation and mutual 
position of the sun and the Earth in space. For calculations of the daylight and insola-
tion of buildings there is a sufficient substitution the irregular shape of globe. A posi-
tion of any point on Earth's surface is usually determined by latitude φ and longitude 
λz,  see Figure 1. 

 
 

Fig.1 - Coordinates of the point on the Earth's surface. [1] 
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During the motion of Earth around the sun in slightly elliptical orbit the Earth's 

equator plane is  inclined to the ecliptic plane tipping by 23.45 · See Figure 2. 

 

Fig. 2 - Declination for four typical days in a year. [1] 

 2.1   Solar Declination 

For our purposes the declination is determined by mathematical expressions. We 
consider that the zero declination occurs at midnight before the day of spring equinox 
on the 21st March. We consider the equation. 
 

⎥
⎦

⎤
⎢
⎣

⎡
−
°

°=
)81.(365

360sin45,23
J

δ [rad]  

J - is the ordinal day of the year [2] 

2.2   Time and the hour angle of the sun 

Central European Time CET is the same as  the central solar time on λZ = 15 ° east 
longitude, and as a zone watch  time is used in the range of longitudes 7.5 ° ≤ λZ ≤ 
22.5 °. The CET determines the genuine solar time according to the relation (3). 

ETCETGST Z +
°
°−

+=
15

15λ [hrs] 

λZ -the longitude in degrees 
GST -genuine solar time in hours 
CET -Central European Time in hours 
ET  - the time difference between GST - CET in hours [1,2] 
2.3   Height of the sun 

Height of hte sun γS is the angle formed by the solar ray with a horizontal plane. 
To calculate the height of the sun is used the known relation: 

[ ])15cos(.cos.cossin.sinarcsin GSTS °−= γϕδϕγ  [°][1,2] 
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3. Calculations of the daily illuminance 

Based on the knowledge of the position of the sun and the brightness distribution 
of the uniformly overcast sky it can be proceeded to deal with specific illuminance 
levels of comparison outdoor unshadowed flatland in specific locations and specific 
days and hours. 

3.1 Horizontal illuminance 

Earth's surface.Extraterestrial horizontal illuminance EV will be different every 
day. Therefore, the luminous solar constant EV0 for the equinox must be corrected 
for the daily distances from the sun to the Earth's using agents of excentricity ε. 

( )⎥⎦
⎤

⎢⎣
⎡ °−

°
+= 2.

365
360cos034,01 Jε  [-] 

SVV EE γε sin..0= [lx] 
EV0 - light solar constant of 133 334 lux[1,2] 

3.2 Diffuse illuminance 

Diffuse illuminance Dv, ie illuminance of outdoor unshadowed horizontal plane 
under uniformly overcast sky with knowledge of specific geographical and temporal 
coordinates can be determined based on the following relation. 

SV
V

Vm
V E

E
DD γε sin... 0⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
= [lx] 

DVm / EV-permeability coefficient of the sky light [1] 

4. Calculation of savings of the dimmable lighting system in 
cooperation with daylight 

Based on the knowledge of the diffuse illumination of the unshadowed outdoor 
flatland and the daylight factor of specific point of the visual task, we can calculate 
the internal illuminance at every moment by the relation (1) . As an example of the 
calculation there was chosen one of the offices in the VSB-TU Ostrava. 
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Average daylight factor Dav=4.9 
Minimal daylight factor Dmin=2.1 
Maximal daylight factor Dmax=10.2 

Fig. 3 -  Values of daylight factor in the comparion plane in office at VŠB-TUO 
 

As a requirement to calculate the potential savings for this particular case was 
taken a minimum illuminance 500 lux at any point of the visual task. Illuminance 
caused by the daylight is the value of illuminance, which can dim the installed artifi-
cial lighting system, when the minimum illuminance does not fall below the required 
value in place of the visual task. 

The office is illuminated by a 6-lighting pieces (3 rows of two pieces from win-
dows) mounted linear fluorescent T5 - 3x14W. Total power of the office lighting 
system (including mature ballasts) is 277W. In this case we considered the value 95% 
of lights power at a luminous flux (100%). The usage of the room is every day from 7 
am. to 3 pm. 

There was chosen the worst situation for non-dimmable lighting system. It means 
that all the lamps were connected to the only one electrical circuit and to achieve the 
500 lux illuminance at every point of visual task the lighting system must be switched 
on throughout the whole time of office usage. 

 
Fig. 4 – Consumption comparison of the standard and dimmable LS 

 
Power consumption of lighting systems (see Fig. 4) and the resulting savings (see 

Fig. 5) can always be modeled only for specific situations when in the mode space the 
usage and the required illuminance are set. Then savings can be modeled for different 
types of lighting systems with different levels of their operation system from non-
dimmable lighting system switched at once, to the lighting system, which is able to be 
controlled through each lamp of the lighting system according to the share of the 
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extra daylight with using sensors for the presence of the people and the overall level 
of programming choices lighting according to specific visual activities.. 
 

 
Fig. 5 - Savings which are achievable by the controlled lighting system 

 
According to the above mentioned specific example in the model office would be 

saved 424 kWh of electricity in one year, which is about 50% of the power of the 
original system. 

It can be expected that in the real life will be achieved even greater savings, be-
cause the possibility of the sky modeling and the elimination of the influence of the 
compass can be calculated only in conditions of an uniformly overcast sky, which 
absorbs a substantial portion of light energy, which would fall to comparison unshad-
owed outdoor flatland. [3,4,5] 

5. Conclusion 

The objective of the authors of the article is making SW to determine the potential 
savings in the combined artificial and daylight lighting systems. Its expected usage 
will be in the design and renovation of the lighting systems, energy audits of build-
ings and in recommendations of reduction of their energy consumption.  
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Abstract. Efforts to maximize use of electric power from renewable sources 
necessarily leads to change the current conception of electrical distribution 
networks. This requires knowledge of the behavior of existing distribution 
network. For this purpose, the Department of Electrical Power developed the 
Dynamic Model.    

1   Introduction 

Connecting constantly large quantities of renewable sources into the network is 
damaging the conception main idea which is traffic based on a balance of energy 
consumed and produced from one central source. This fact in the near future will 
necessarily lead to the implementation of smaller units of networks with decentralized 
sources of electricity, because the existing conceptually outdated distribution network 
with this problem do not even. 

In Czech Republic group CEZ deals this problem. Its intention is to create in 
eastern Bohemia first functional Smart Grid, which is self-regulating network, capable 
of island mode that meets the requirements of production and transmission of 
electricity from renewable sources. 

To be implemented this pilot project it was necessary to know the conditions in 
existing networks and response to different operating conditions. Therefore was on the 
Department of Electrical Power developed a simulation program called Dynamic 
Model. This is unique software which simulates the behavior of the distribution 
system in the investigated network. In Department of Electrical Power was for this 
model created a team of workers which this model assembled and is working hard on 
its innovations. 

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2011, pp. 89–94.
VŠB – Technical University of Ostrava, FEECS, 2011, ISBN 978-80-248-2449-9.
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2 Dynamic Model 

2.1   Introduction to Dynamic Model 

The Dynamic Model is a software, which mathematically calculates a behavior of the 
devote distribution network on a level of medium and low voltage under the 
conditions which specifies the user. It is possible to change the network configuration 
as a result of the handling activities in the network or failure conditions, such as short 
circuit. 

The task of the Dynamic Model is therefore to provide a vision of distribution 
network behavior at different operating situations. This is one of the fundamental 
prerequisites for building modern self-regulating networks called smart grids. 

 

2.2 Dynamic Model Structure 

The basic structural element is computational core of the software LabWIEV and to 
the processing operations required by the user using other preprocessors, such as 
preprocessors of software group EMTP-ATP. The main preprocessor is ATP-Draw, 
where is created the basic mathematical model of the whole analyzed network. 

This software has conditionally open structure which means that the user can 
change some parameters from the default elements palette elements on the users 
interface. It is possible to change the cross section of some lines or change some of the 
apparent power transformers etc. The user can also change some critical value such as 
maximum current of line, under-voltage levels etc. If these limits are exceeded the 
user sees the warning triangle which follows relevant warning message on the users 
interface. 

When talking about devoted distribution network in a case of Dynamic Model, we 
refer to the specific existing network of eastern Bohemia, which was this software 
developed for. The examining of the operating states in this area leads to development 
of the first smart grid in the Czech Republic. 

2.3 Dynamic Model Development Phases 

 
In the first phases of development of Dynamic Model the emphasis was placed on 
steady state simulation of the investigated network. This preceded the long-term 
measurement installation of electric energy consumption on the different types of 
donations (flat units while respecting tariffs, houses units, industrial units). The data 
thus obtained was used not only as the default information to simulate the current load 
of line, but also for design of cogeneration units, which are already located in 
examined area. 
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 Fig. 1. Connection diagram of power measurement on the secondary side of transformer 
35/10 kV and connection diagram of the experimental measurement on the secondary side of 
the same transformer. 

To verify the correct functioning of the Dynamic Model was performed some 
experimental measurements. These were mainly the metal ground connecting which 
run on the secondary side of transformers T101 and T102; 110/35 kV, always in the 
different tuning of the compensation coils. 
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Fig. 2. The course of the phase voltage U1f´, U2f´, U3f´ and the network node voltage U0 of the 
ground connection on the secondary side of transformer T 101; 35/10 kV, coil tuned. 
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Fig. 2 shows a progress of the phase voltage and neutral network node voltage. At 
the time of 2.12 s starts a metal ground connection. On this Fig. 2 can be seen that the 
voltage of the neutral network node is triple than the real one because of the 
connection of voltage measuring transformers in open delta.  

Further experimental measurements also consisted of the metal ground connection 
as before but at the 35/10 kV transformer. 

2.4 Cogeneration Unit Model 

As a part of the Dynamic Model innovation is currently processed the synchronous 
machine model as a model of an existing cogeneration unit just situated in studied 
power system. It is the four-pole synchronous machine operating at 230V voltage 
level, output 1.5 MV·A, powered by gas internal combustion engine. 

 
Fig.3. Part of the mathematical model of the distribution network with the cogeneration unit 
model highlighting  
 

The cogeneration unit model is in software ATP-Draw realized by the synchronous 
machine control model. This model, compared to a uncontrolled model, which has 
only 3phase outlet of the stator winding, can be controlled by eight in/out signals 
TACS (Transient Analysis of Control System).  
     In our case it is the synchronous machine model which can regulated output power 
and stabilize output voltage under varying loads. At present runs testing of the correct 
cogeneration unit model function under variable load of different characters 
(capacitive, inductive, resistive) and in a fault conditions as short circuits. 
     The electric machine modeling is one of the most difficult modeling industry in 
general. In this case the problem of cogeneration units modeling is difficult because 
the behavior of the model must exactly match the real one, especially during 
transitional storylines and island mode.  
 

Synchronous machine 
controlled model 
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3 Transients investigating 

 Investigating the cogeneration unit model is very important because in real it is 
possible to operate a whole examined part of the electric system in island mode. 
Therefore it is necessary to know behavior of the machine under the changing load of 
the machine and under varying operating conditions of the network.      
     At present is examining the steady state power system as well as transients such as 
short circuits. The Dynamic Model was extended for this option now by the special 
transient simulation function. Specifically there can be simulated symmetrical and 
asymmetrical failure (3ph short circuit, 3ph ground fault, 2ph short circuit and 2ph 
ground fault). For all this cases the user is informed about both electrical and 
mechanical variables, such as a voltage, current, frequency, machine speed, power 
flow etc.    
 
 

 
 

Fig. 4. Bookmark for settings faults conditions in an environment of Dynamic Model 
 

     The Fig. 5 shows the stator winding current waveform of cogeneration unit at 35 
kV network failure, which is in a respect to cogeneration unit power state near 
symmetrical short circuit. In the time t = 0.1 s there will be a short circuit and in the 
time t = 0.280 s start reconnection occurs and this leads to relief of cogeneration units. 
This simulation used energy workers in eastern Bohemia to settings the protecting 
system in the devoted network.  
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Fig. 5.The stator winding current waveform of the synchronous machine in case of simulation 
short circuit at the 35 kV voltage level 

3 Conclusion 

The Dynamic model development is very important part in building of the pilot 
project called Smart Region, whose realization means the emergence of the first smart 
grid in the Czech Republic. As mentioned above, the Dynamic Model is used by 
energy workers to understanding to the devote distribution network behavior. Based 
on these findings, energy workers can react to events in the devoted network. 

Already now is the Dynamic Model used for the setting of the distribution system 
protect conception on the medium and low voltage level with respect that the whole 
studied network can be operation as an island mode powered by the cogeneration unit, 
or in parallel co-operation with the major electrical system. 

The Dynamic Model development is far from over. The first task as the steady state 
simulations, the possibility of transient simulations were completed, but before us 
there are stages of development as connecting of the whole system of the Dynamic 
Model on the system of smart metering to possibility of monitoring network behavior 
in Online mode. 
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Abstract. Electrical circuits are active in two main voltage systems. The first 

one and from the point of EMC view incident-free one is direct current system   

3 kV. The second one is alternating system 25 kV, 50 Hz, that shows              

unfavourable effects in the field of asymmetry and higher current harmonics. 

Spectrum disturbing frequency components in the reverse traction current are 

dependent on power system, traction power station (TPS) and driving vehicle, 

this means on the type of traction engine and the way of his regulation.  

1   Introduction 

Locomotives which are operated in alternate system shows whole spectrum of odd 

order harmonic currents on collector, starting with order of third harmonics (150 

Hz). Another disadvantage of this system is small value of effect, which is changing 

according the dependence on the ride of locomotives through the powered section. 

This is why the compensation filtering equipments are located in ČD traction substa-

tions. There are graph in this article that displays progresses of odd harmonics in 

distribution point 27 kV. Because this distribution point is powered by the second 

phase, there are also compared odd harmonics of currents and voltages of individual 

phases between themselves. Measuring took place in traction power substation in 

Svitavy. 

2   Influence of harmonics  

Extensive using of semiconductor devices with considerable power implicates    

distortion of voltage and current harmonic progresses in power system and therefore 

distracts the quality of supplied energy.  

 

Harmonic currents and voltages are in electricity system sources of: 

 additional operating losses, 

 malfunction of protection and automations 

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2011, pp. 95–100.
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And causes: 

 deterioration of appliances temperature regime, because their warming increases, 

 speed-up of isolation aging process, which decreases lifespan of appliances, 

 decrease of supplied active power from generator and therefore lower effectiveness 

 

Usually are harmonics spread by electromagnetic way also to appliances, which are 

not related with electromagnetic way directly and therefore they cause          mal-

function e.g. telecommunication appliances.   

3    Suppress of harmonics 

The most common way how to decrease the level of harmonics in electrical net, 

which powers appliances with semiconductor converter, is use of multipulse       

connection. It is possible to reach similar results when are connected two and more       

rectifiers on one distributor.  

Restriction of harmonic influence in the electrical net is possible to reach also by 

its appropriate connection. Usually are appliances, which generate harmonics,    

connected to power transformers or at least to individual section of three-reel     

transformer.  

To appliances, which have compensatory effectiveness also belongs: 

 condensers,, 

 synchronic machines, 

 serial resonant filters. 

3.1   Compensation filtering equipments (CFE) 

Driving vehicles of single-phase system 25 kV, 50 Hz which are kept by ČD until 

now, use on its input circuit diode traction rectifier. This is the reason why         

elementary harmonics shows effectiveness approximately 0,84. Use of diode traction 

rectifier leads to origin of odd harmonics spectrum in supply current starting with 

component 150 Hz. These are the reasons why it was necessary to add compensation 

filtering equipments CFE, which have two functions: 

 adjust effectiveness TPS as a whole unit on the value which is requested by    

supplier of electric energy (0,95), 

 restrict penetration of current harmonics in to the net 110 kV with a goal to   

decrease distortion of voltage course in connection point TPS to the net 110 kV. 

[2] 
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4    Measuring places 

Measuring took place in traction power system in Svitavy from 2.2.2011 to 4.2.2011. 

The secondary voltage, current of transformer and current on charger 1 and 2 in 

terminal to traction lines N101 and N102 direction to Brno were measured on    

distribution point 27 kV.  

For all currents and voltages were taken values until the order 40 of harmonics in 

time intervals 5 second. 

 

 
Fig.1. The connection of the measuring apparatus in TPS Svitavy 

5    Graphs 

Fig.2. Current Harmoninc in traction terminals 
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We can see comparsion of individual harmonics between themselves and comparsion 

of every single harmonics in different measuring places on the previous graph. From 

this comparsion are evident higher values of current on supply lateral.  

 There are displayed average values of current harmonics in distribution point 27 

kV on the first graph. Based on this graph we can say, that the smallest values of 

currents were in charger 1, where 3rd harmonics gained average value 2,63 A. Con-

trariwise the highest values were measured on transformer in supply lateral, where 

3rd harmonics gained average value 4,76 A. This current harmonics were definitely 

the highest. Other odd harmonics significantly decreased and fluctuated in interval 

0,7 – 2 A. From 21st harmonics was current moving under 0,4 A. 

 

 
Fig.3. Avarage values of voltages 

 

 
Fig.4. Avarage values of currents 

 



Higher Current Harmonics on the Level 27 kV Caused by Traction Transport 99

 
Fig.5. 3rd harmonics  

 
Fig.6. 5th harmonics  

 
Fig.7. 7th harmonics  

6    Conclusion 

There is significant decrease of all harmonics in minimum limit on all progresses, 

particularly during night hours, when there was not any driving vehicle operating on 
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railways. There are regular increases and decreases of harmonics voltages and cur-

rents during night and day. The issue is about regularity of traction traffic particular-

ly the passenger one. Minor deflection from this regularity can be caused by freight 

transport, which is not operated with 24-hours intervals. 

 Voltages of 3rd, 5th and partly 7th harmonics are successfully suppressed with 

CFE, which decreased it’s value in distribution point 27 kV. We can see high values 

of 15th and 17th harmonics in graph.  

 Regarding currents any harmonics did not exceed percentage orientational limit of 

Amplitude law (In = 100/n).  

 In bar charts are average values of harmonics during the whole measuring period. 
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Abstract. This paper presents a systematic approach to estimate effect of 
harmonic in AC electric railways, which incorporates a novel directional track 
shift method to deal with the train. On the basis of the united model, the 
transfer characteristics of harmonic currents and voltages are simulated and 
harmonic distortion is calculated while the locomotive is situated at different 
positions. The railway simulation is performed in the ATP version of the 
Electromagnetic Transient Program (EMTP) and the results of the harmonic 
simulation are compared for different positions of locomotive on a railway 
system.  

Keywords: Power quality, Total harmonic distortion (THD), Electric railway, 
Traction network. 

1   Introduction 

The electric railway is in a competition with other possibilities of transportation. The 
locomotives became faster and faster and in consequence their power is growing as 
well. The high power locomotives and transmission pollute the supply system with 
harmonics. In order to ensure the power quality of the whole energy system, it is 
necessary to reduce this pollution. Strict requirements were established on the power 
quality of the electric supply network in the past. One of these requirements is in 
connection with the harmonic distortion of the voltage. The voltage distortion is 
caused by the non-linear loads connected to the network on different voltage levels. It 
can also due to effect of overvoltage and overcurrent consequences of transmission 
mode. 

More kind of simulation models has been investigated calculating the harmonic 
effect of AC electric railway traction. In a former paper a detailed model of the 
traction system was discussed in the ATP version of the Electromagnetic Transient 
Program (EMTP). 

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2011, pp. 101–106.
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2   Theory 

2.1   Harmonics 

Harmonics are steady-state components of the voltage or current which have a 
frequency. They should not be confused with inter-harmonics or transients. The 
magnitudes of individual harmonics are often expressed as a percentage of the 
fundamental component, or as a percentage of the Root Mean Squared (RMS) 
magnitude of the overall voltage or current. Harmonic distortion in the power supply 
is an increasingly important concern for power utilities because of the negative 
consequences that it produces. These consequences include decreased efficiency of 
the power system, increased neutral currents, resonant overvoltage, and the 
accelerated aging or malfunction of sensitive equipment. The increasing sensitivity of 
many appliances to harmonics is further complicated by the increased use of harmonic 
producing power electric. As harmonics propagate deeper into the distribution and 
transmission systems, they affect a larger number of customers over a wider area. 
Therefore, power utilities are keen to limit the propagation of harmonics as much as 
possible. 

Total Harmonic Distortion (THD) is often used as an overall measure of the 
harmonic distortion. The equation to calculate the THD is indicated below: 

1

1
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X

X
THD

k

k
k

X

∑
>=  

 

Where Xk is the RMS of kth harmonic component of the current or voltage. 

2.2   Electric railway traction system 

Traction systems supply electricity to trains as they move along the track. Electric 
circuit that feeds electric traction consists of: 

- The locomotive. 
- The contact line system.  
- The feeding transformer. 
- The high voltage supply network.  

The locomotives are running under the contact line system, dividing it into two 
parts. At the contact point the locomotives could be represented by a base frequency 
consumer and harmonic generator. 

The contact line system should be considered as a multiconductor system with earth 
return that is composed of the contact wire(s), suspension wire(s), and the return rails. 
It can be reduced to a two-wire-system that leads the current.  

 
Diagram of the electric railway system is shown in Figure. 1 
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3   Models 

The computer simulation model of traction system is given on Fig. 2.  
 

 
 
 
 
 
 
 
 
 
 
 
 

 
The following models are applied for the calculations: 
The locomotive model: It could be considered by Rectifier Bridge, the rectifier 

units are single phase double-way diode bridges. The traction motor has got series 
excitation. It could be represented with a simple R-L. The values of R, L as: 

R = 365 Ω; L = 0,6 H. 

110 kV 

traction 
transformer 
substation traction power line 

27 kV 

Fig.1.  Simplified circuit for calculation of electric railway traction 

  engine 

Filter compensation 

L3 

R3 

C3 

L5 
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L0 

Fig. 2.  Electric traction system model 
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The traction power line system has given by π parameter mode. The length of the 
system is an average of 20 km, where the feeding transformer is contacted to one of 
the ends. Parameters of contact line could be determined as:  

Rk = 0,2 Ω/km; Lk = 1,43 mH/km; Ck = 20,5 nF/km. 
High voltage power is represented by AC source 1 phase voltage 110kV. 
Transformer traction model: In the ATP modeling software it could be represented 

by one BCTRAN 1 phase 110/27 kV. 
Filter-compensation unit parameters:  

R3 = 0,98 Ω; L3 = 111 mH; C3 = 10,5 µF;  
R5 = 0,91 Ω; L5 = 116 mH; C5 = 3,5µF;  
L0 = 533 mH. 

4   Simulation results 

The simulation model of traction system in the ATP-EMTP is given on Fig. 2, the 
result presents calculation of harmonic of voltage and current along the 27 kV supply 
line for three locomotive positions, that locomotive at substation, 20 km and 40 km 
distance from the substation. 

Voltages at substation. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Voltages at locomotive positions in the traction network. 
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Fig. 3. Comparison of harmonic voltages at substation when locomotive at different 
positions in the traction network 
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Currents on the contact line system in the traction network. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Using the harmonic components of the currents and voltages, the THD values can 

be calculated along the supply line. The Table 1 shows the value of the voltages at the 
substation and currents by the substation on the contact line. 
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Fig. 4. Comparison of harmonic voltages at substation when locomotive at different 
positions in the traction network 
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Fig. 5. Comparison of harmonic currents on the contact line system in the traction network 
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Table 1.  Comparison of total harmonic distortions when locomotive at different positions 
 

Positions 
Harmonic 

 Substation 20 km 40 km 

Voltages at substaion 
Without filter 0.9329% 1.821% 2.2904% 

Filter 0.55805% 0.77757% 1.0171% 
Voltages at 

locomotive position 
Without filter  3.5562% 6.9182% 

Filter  1.8021% 4.2838% 

Currents at 27kV side 
Without filter 7.1504% 10.154% 11.179% 

Filter 8.6492% 10.79% 11.192% 
Currents at 110kV 

side 
Without filter 6.6351% 9.3761% 10.314% 

Filter 8.1593% 10.155% 10.499% 
 

From results in the table, we can see that the harmonic values varied significantly 
when the train was at different locations along the traction system. The longer distance 
between locomotive and traction substation, the bigger harmonic distortion value of 
voltage and current.  

5   Conclusion 

This paper has used the Electromagnetic Transient Program (EMTP) to establish the 
general united simulation model of the traction network. Base on modeling the 
simulations through harmonic transmission characteristic of traction network are 
simulated and analyzed. The harmonic distortions are also calculated while the 
locomotive is situated at different positions. When in the same condition of traction 
network, the vary position of the locomotive may cause the different harmonic 
distortions. The longer distance between locomotive and traction substation, the 
bigger harmonic distortion value of voltage and current. The system impendence, the 
distributed parameter of traction network, the location of locomotive, etc may cause 
harmonic distortion. However, the transmission characteristic and resonance on the 
traction network of the injected harmonic currents from the locomotive are mainly 
under the influence of the length of traction network. 
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Abstrakt. The article deals with assessment of the heating season 2010/2011 

using heat pumps at the Assembly Hall of VŠB – Technical University of 

Ostrava. Heating within the newly built Assembly Hall building involves 10 

heat pumps manufactured by the IVT company from Sweden with the total 

output of 700 kW. The source of low-potential heat is ensured with the system 

of 110 boreholes down to the depth of 140 m. The bivalent, i.e. auxiliary, 

source is represented by the interchanger station within the central heating 

supply. The heat loss of this Assembly Hall – the heating output required to 

maintain the Assembly Hall with the necessary environmental temperature, 

with the ambient air temperature of -15 °C, is equal to approximately 1.200 kW.     

Keywords: Heat pumps, geothermal energy, heating season. 

1 Introduction 

This article deals with assessment of heating in the Assembly Hall of VŠB-Technical 

University Ostrava. The heating in Assembly Hall is provided using heat pumps of 

ground-water type. The section of primary heat source is of essential importance to 

the design and characteristics of a heat pump. The ground-water heat pump draws 

heat from the depth of ground´s surface using interchangers, the so called 

“collectors”. The primary circuit of the heat pump is closed. The heat transfer fluid 

used must be anti-freeze and environmentally friendly material. The heat collected is 

then transferred into the heating water. Geothermal heat is accumulated within the 

ground´s mass. Its collection causes gradual and uneven drop of temperature within 

the layer around the collector with subsequent broadening of the layer. That depends 

mainly on the specific output of the collector, the method of collector installation, the 

ground´s mass material and the heat collection transit time during heating season.  

2 Description of the assembly hall 

The building that hosts the Assembly Hall and the Information Technologies Centre is 

heated using the ground-water heat pumps. The source of low-potential heat is 

represented by boreholes. Heat pumps provide approximately 82 – 85 % of the total 

heat supply to the building during the year. The bivalent, i.e. auxiliary, source is 

represented by the interchanger station within the central heating supply. The building 

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2011, pp. 107–112.
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comprises of the ceremonial Assembly Hall, lecture rooms, the multipurpose hall, the 

Information Technologies Centre with computer classrooms, development 

laboratories and office premises. The Assembly Hall building comprises four floors 

with basement, featuring a reinforced concrete monolithic structure and lightweight 

glass-metal shell. The total built-up area equals to 3.917 m
2
. The basement of the 

building is dedicated for underground parking with the capacity for 40 vehicles. This 

area also contains the building´s utilities: the transformer station, the heating and air 

conditioning generator room, the power distribution centre and storage premises. 

3 Technical data 

The system of heat pumps installed within is the largest one to have been established 

in Czech Republic and the whole of Central Europe. The source of heat comprises 10 

heat pumps made by the IVT company from Sweden with the total output of 700 kW 

using the system of 110 boreholes drilled to the depth of 140 m (the total aggregate 

length of boreholes is 15.400 m). There boreholes are located within the parking 

space area of the Assembly Hall of VŠB – TUO and the parking adjacent to the 

library of VŠB – TUO. The fittings on these boreholes include four-pipe arrangement 

with two loops of PE piping DN 32 mm with special joint mount. The total length of 

PE piping installed within the boreholes is approximately 70.000 m. The boreholes 

are injected with cement-concrete mixture. The primary circuit is filled with the total 

amount of 18.000 litres of anti-free heat transfer fluid. The system of 110 boreholes is 

run into five collection shafts, which means there are 22 boreholes per 1 shaft. Every 

shaft is then connection to a separate pipe with an independent circulation pump. The 

heat loss of this Assembly Hall – the heating output required, to be determined in 

order to ensure the necessary envi-ronmental temperature within the Assembly Hall, 

with the ambient air temperature of -15 °C, is approximately 1.200 kW. The heating 

system is formed by the under floor heating, heating bodies and air conditioning. 

Particular heating systems have been designed for low-temperature descent. The 

preparation of domestic hot water is ensured by means of plate exchanger within 

accumulation magazines of hot water. 

 

Tab. 1. Performance parameters of heat pump in accordance with EN255: 

 

Temperature 

(°C) 

Heating  output 

(kW) 

Electric power 

input (kW) 

Performance 

factor (-) 

0/35 °C 67.8 16.7 4.06 

0/50 °C 69.8 22.3 3.13 
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Fig. 1. Heat pumps, 10 units 

Fig. 2. Circulation pump in the primary circuit, 5 units 

4 Database 

The heat pumps are controlled using the ProCop Monitor programme. The programme 

runs automatic scans within 10-minute intervals to monitor all the values and performs 

continuous saving of the data into the database. The ProCop monitoring and 

visualisation system is distributed by the Siemens company under the trade name 

Visonik Alfa in the Czech Republic. The data used for assessment was collected during 

the heating season 2010/2011. 

5 Heating season assessment 

The heating season 2010/2011 subject to assessment started on 1 October 2010 and 

ended on 30 April 2011. The amount of energy supplied by heat pumps over the said 

season was 1524.20 GJ, out of which the amount of energy supplied to the air 

conditioning system  – hot air heating – is  291.65 GJ and the amount supplied to the 

central heating system – under floor heating + radiators – is equal to 1232.55 GJ. 

Throughout the entire heating season, the heat pumps consumed 150239.75 kWh. 

These values provide for the final performance factor for the heating seasons at the 

level of 2.82. The performance factor is the basic parameter showing the efficiency of 

heat pumps, it is calculated as the ratio of the heat produced and the electric power 

consumed. During the heating season, the average outdoor temperature of nearly all 

months of the values higher than the previous year. The coldest day was 16 December 

2010, when average daily temperature reached -9.79 °C. 
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Graph. 1. Behaviour of output and input of heat pumps 

 

 
Graph. 2. Behaviour of energy produced and consumed by heat pumps 

 

 
Graph. 3. Behaviour of temperature within particular borehole circuit   
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6 Assessment of graphs 

The Graph 1 shows behaviour of the following values: the immediate input, the 

output supplied into the air conditioning system, the output supplied into the central 

heating, the total output, which is the sum of output of air conditioning and central 

heating. This graph helps us determine the dependency of the total output on the 

ambient temperature as the decrease in ambient temperature will increase the heat loss 

of the building. When the ambient temperature is low, the output of heat pumps must 

be raised to keep the desired environment temperature within the building. The 

graphic depiction of output also shows the drops caused by decreasing ambient 

temperature on weekends, public holidays and those days, when no classes take place 

in this building. The graphic image of behaviour also shows that the supply of heat is 

ensured using rather the central heating than the air conditioning system. The latter is 

owing to the fact that the lower temperature of water from heat pumps is sufficient for 

the under floor heating system. If the output temperature is lower, then the heat 

pumps have a higher performance factor. 

The Graph 2 shows behaviour of the following values: the energy consumed, the 

energy supplied into the air conditioning, the energy supplied into the central heating. 

This graph can help us determine the total amount of energy consumed and produced 

by heat pumps during particular months of the heating season. 

The Graph 3 shows the behaviour of the following values: the ambient temperature, 

temperature in particular borehole circuits from 1 to 5, the temperature of output from         

heat pumps and reverse temperature from the heating system. This graph can be used 

to determine the dependency of the output temperature on the ambient      

temperature, as the decrease of ambient temperature invokes an increase in 

temperature of water supplied by the heat pumps. Further delineation represents 

particular behaviour of temper-ature around the boreholes. The low-potential source 

of heat comprises 110 boreholes connected to form 5 circuits, i.e. there are 22 

boreholes per 1 circuit. Collection of heat from a particular circuit causes the drop in 

internal borehole temperature over certain period of time. He fully exploited circuit 

will be disconnected, the boreholes within shall be subject to regeneration and the 

system will use another unexpended circuit in the meantime. The period of 

exploitation of each circuit is equal to 7 days. If technically possible and cost 

efficient, the external exchangers shall be slightly oversized. The use of more 

boreholes is more expensive, yet that will allow the heat pumps draw more energy 

from the ground and there would be to threat of depletion of the low-potential energy. 

 

 



112 Petr Zach

7 Conclusion 

The heating season 2010/2011 subject to assessment started on 1 October 2010 and 

ended on 30 April 2011. The amount of energy supplied by heat pumps over the said 

season was 1524.20 GJ, out of which the amount of energy supplied to the air 

conditioning system  – hot air heating – is  291.65 GJ and the amount supplied to the 

central heating system – under floor heating + radiators – is equal to 1232.55 GJ. 

Throughout the entire heating season, the heat pumps consumed 150239.75 kWh. 

These values provide for the final performance factor for the heating seasons at the 

level of 2.82. In this heating season, enough to heat the hall only heat pumps, even 

when outdoor temperatures were below -9.79 °C and did not have to use supplemental 

heat source. 

 

 

Acknowledgment: 

 
This work was supported by the Ministry of Education, Youth and Sports of the 

Czech Republic (No. SP2011/193). 

Reference 

1. Hradílek, Z., Zach, P.: Heat pumps, renewable source of energy for Aulum at 

VŠB - TU Ostrava. EPE 2010. Brno, 2010. ISBN 978-80-214-4094-4. 

2. Hradílek, Z., Zach, P.: Heat pumps, renewable source of energy for Aulum at 

VŠB - TU Ostrava - Analysis of histograms of heating factor. ELEN 2010. Praha, 

2010. ISBN 978-80-254-8089-2. 

3. Hradílek, Z., Zach, P.: Heat pumps, renewable source of energy for Aulum at 

VŠB - TU Ostrava - Evaluation of the heating factor. ELNET 2010. Ostrava, 

2010. ISBN 978-80-248-2349-2. 

4. Hradílek, Z., Zach, P.: Heat pumps, renewable source of energy for Aulum at 

VŠB - TU Ostrava - Evaluation of the heating season. EPE 2011. Dlouhé Stráně, 

2011. ISBN 978-80-248-2393-5. 

5. Zach, P.: Heat pumps, renewable source of energy for Aulum at VŠB - TU 

Ostrava - Evaluation of the heating factor. WOFEX 2010. Ostrava, 2010. ISBN 

978-80-248-2276-1. 

6. Zach, P.: Heat pumps, renewable source of energy for Aulum at VŠB - TU 

Ostrava - Evaluation of the heating season. 11.WORKSHOP 2011. Ostrava, 2011. 

ISBN 978-80-248-2378-2. 



Optimalisation Shape of the Air Gap of Mantle
Electromagnet for Industry Application
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Abstract: The article deals with finding an optimal shape of the air gap 
of the mantle cylindrical electromagnet. To find it finite element 
method was used, which is used by COMSOL program. This program 
is used to find the optimal solution. 

 

Keywords: Electromagnet, skew keeper, skew pole shoe, air gap, 
maximum tensile force 

 
 
1   Introduction 
 

This article reassumes the previous publication presented at the conference called 
EPE 2010, during which we dealt with finding an optimal shape of electromagnet on the 
conditions of maximum tensile force and skew pole shoe of the electromagnet. Optimal 
values with skew keeper of the electromagnet were 45° and with skew pole shoe they 
were 0°. One of the solutions is shown in Fig. 1. 

 
As in the previous publication this is the direct spin mantle electromagnet, the layout 

solution of which is shown in Fig. 2. We decided to come out of the previous shape for 
maximum tensile force and further explore what effect on the tensile characteristics the 
change of the air gap in the mantle of the electromagnet will have. 
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 Fig. 1: Previous solution to the electromagnet 

 
 
 
 
 
 
 
 

 
 
 
 
 
                 1 - mantle of the electromagnet, 2 - coil, 3 - keeper, 4 - yoke, 5 - air gap 

 

    Fig. 2: Layout solution to the electromagnet 
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2   Defining the parameters 
 
The shape of the tensile characteristics is affected, among other things, by the 

mutual proportions of the electromagnet. In this particular case we are interested in 
changing the shape of the air gap in the mantle of the electromagnet. Therefore, we 
will examine the dependence of the tensile force of the electromagnet on the air gap 
scaling, which can be written as 

 
  

    F  = f (d)     N; m                                       (1) 
 
F  is a tensile force,  
d  is a size of the air gap in the mantle of the electromagnet. 
 
 
In terms of optimization [3], we determined the parameters as follows: As an 

observable, we set the maximum tensile force of the electromagnet and as variable we 
determined the size of the air gap. (Fig. 3) 

  
 
 
 
 
 
 
 
 
 

Fig. 3: The size of the air gap d in the mantle of the electro-magnet 
 
 
The size of the air gap was changed from the size of d = 2 mm to the distance of    

d = 0,036 m with step of 0,002 m. This step was sufficient for our purposes, a more 
accurate value could be found, if we conducted a finer step around the extreme of the 
tension characteristics. The values, however, differed only minimally. We missed the 
case of d = 0,0 m, because the calculated values of the tensile force were mini-mal. 
Similarly, we limited the maximum size of the air gap value to d = 0,036 m. There 
were two reasons that lead us to the decision. The first one was the fact that values in 
this area had changed only minimally, and the second reason was technical 
parameters of the electromagnet. With further increase of the air gap the magnet 
would not work. 

d
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3   Solution 
 

For solution COMSOL program is used here which al-lows to solve physical 
problems described by partial differential equations using the finite element method. 
The program can model multiphysical processes in engineering practice and in many 
developmental areas of scientific and technical disciplines.  

    COMSOL [2], as other similar programs, is divided into several parts. In the first 
part a geometric model is prepared, further material properties are defined and 
solution conditions are entered. Then covering the model with a mesh wiring 
(meshing), actual model solution and displaying results follows. 

    In this case it has been sufficient to create only half of the model (Fig. 2) because it 
is an axially symmetrical model. Material properties have been typed as such: for the 
mantle, the keeper and the pole shoe we defined B-H, H-B characteristics and 
dependence of relative permeability on magnetic induction, just as it was required by 
COMSOL program. For the air gaps we have defined only relative permeability 
which equals one and for coil, in addition, the value of current density equal to 8,426· 
106A·m-2. After entering the boundary conditions we covered the model with mesh 
wiring and let it calculate. One of many results of the electromagnetic field lay-out is 
shown in Fig. 4. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

        Fig. 4: Final field lay-out a) electromagnetic induction (in T ),  
 b) electromagnetic field intensity (in A/m)

a) b) 
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   We get a tensile force so that first we mark an area in the pulling force of which we 
are interested, it means the air gap. In COMSOL [2] program this force is calculated 
using Maxwell tension tensor which is entered by unTz_qa+dnTz_qa. Similarly, it is 
carried out for each shift of the air gap. All results obtained are summarized in Fig. 5 
which expresses the dependence of tensile force F on the distance of air gap d for ten 
distances of keeper from yoke of the electromagnet. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 5: Results of tensile force depending on air gap 
 

4   Conclusion 
 
   As shown in Fig. 5, the maximum values of tensile force for most of the displayed 
dependences are almost constant with distance of 0,02 m from the beginning. 
Furthermore, it is evident that as the keeper gets too close to the yoke of the 
electromagnet (EM 845, EM945) the tensile force is almost constant throughout the 
changes in the air gap, so it does not depend too much on the measurement. What is 
atypical is the characteristics of EM 745, where there is a large increase of tensile force 
comparing to other characteristics. At distance of  0,01 m tensile force starts decreasing. 
This may be caused by super saturation of iron in the places where there are very small 
distances among different parts of the electromagnet. 
 
   The optimal solution, while maintaining maximum tensile force, is therefore an 
electromagnet, which will have an air gap of  0,02 m between the electromagnet mantle. 
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Abstract. In this paper, there is a description of programming Vector Control 
for AC Induction Motor used Digital Signal Controller TMS320F28335. It is a 
description of Vector Control and its result used motor with test stand. Here is a 
description of used hardware, drive and procedure for conceiving software for 
Vector Control.  

Keywords. Vector Control, Alternating Current Induction Motor, Digital Signal Controller 

1. Introduction 

Vector Control provides management engine in optimum condition at steady 
over time and transient. It is characterized by linear behaviour and minimal delay.  

1.1 Vector Control for Alternating Current Induction Mo tor 

Vector Control for AC Induction Motor means the spatial distribution of 
stator current vector into two perpendicular components in the rotating coordinate 
system. Dimensional vector can be oriented to the resultant magnetic flux vector 
(oriented system of coordinates x, y) or the spatial vector of the excitation 
magnetic flux (rotor system of coordinates d, q). Control circuits are separated for 
the torque and magnetic flux of engine, so as not to affect to each other. More 
information are in [1]. 
 
The calculation is done in several steps :  

� measure motor quantities (phase currents i1a, i1b and voltage) 
� transform them into the 2-phase system (i1α, i1β) using Transformation 3/2 
� calculate the magnetic flux vector i1x, and i1y represented the torque of the 

machine 
� calculate angle ε of rotor position, and their components sin ε and cos ε 
� calculate oriented values sin γ and cos γ and magnetizing current iim 

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2011, pp. 119–123.
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� speed (Rω) and magnetizing current controller (Rim) controlled their 
components 

� the stator current flux (xi1 ) and torque ( yi1 ) producing components are 

separately controlled 
� stator voltage space vector is rotated by a Vector Rotation 1 from x,y 

reference frame into  2-phase system α, β. 
� Transforming from 2-phase system to 3-phase system by Transformation 

2/3 and using Pulse Wide Modulation 

1.2 Block schematic for Vector Control with Alternating Current Induction 
Motor 

Block diagram of Vector Control for AC Induction Motor is shown in Figure 
1. There are designated places of software and hardware. The circuit is powered 
by power supply, there is also connected to a voltage-link, IGBT transistors with 
the respective drivers are used in the inverter. 

 
Speed Reference input is selected command speed. Inputs to a Digital Signal 

Controller are measured currents ia, ib  and incremental position sensor situated at 
shaft of asynchronous motor.  

 

 Fig 1. Block schematic for Vector control with AC Induction Motor 
 

 



Programming Vector Control for AC Induction Motor . . . 121Programming Vector Control for AC Induction Motor w ith DSC TMS320F28335      3 

2. Practical realization 

To program the Vector Control is not necessary to write a program in 
assembler or C language. 

2.1 Presentation of test stand 

In fig. 2 is a photo stand with AC Induction Motor, which was the vector 
control programmed. This is a combined induction AC and PMSM (load) motors 
connected with clutch. On fig. 3 shows the DSC control system TMS320F28335 
with support board. 

 
 
 
 
 
 
 
 
 
 
 
 

Fig 2. SMPM used in this programming Vector Control 
 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig 3. Kit with DSC TMS320F28335 with support board 
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2.2 Result 

There are the results measured on the test stand. It was used induction motor: 
power P = 2.9 kW, p = 1 pole pare, nominal speed n = 2825 rpm. In first two 
graphs: command speed was n* = -600 rpm and It was reverse to n* = 600 rpm. 
Command Magnetizing current i*1x was i* 1x= 3,5 A and i*1y represented the 
torque of the machine was i* 1y = 2A. In the middle graphs there are command 
speed n* = -500 rpm and reverse to n*= 500 rpm, and i* 1x= 3,5 A, i* 1y = 2A. In 
the last graphs, there are command speed n* = 300 rpm and reverse to n*= -300 
rpm, and i* 1x= 3,5 A, i* 1y = 3A. 

 
 

 
Fig 4. Results measured on test stand 
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3. Conclusion 

In this article describes the basics of vector control AC Induction Motor and 
its implementation on the  DSC TMS320F28335. 
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Abstract. This paper attempts to describe an experimental workplace for de-
signing of new control algorithms for electric regulated drives with induction 
motors. Laid out in few chapters, a reader is gradually introduced to the hard-
ware to design these algorithms. First two chapters deals about a description of 
a microprocessor and starter kit from Texas Instruments. In other chapters there 
are description of indirect frequency converter, an incremental position sensor 
and support board for starter kit.  In conclusion, there are final designs of the 
laboratory workplace. 

1   Introduction 

Experimental workplace need necessary hardware for creation of modern algorithms 
controlled AC drives, so these algorithms can be tested in practice. This experimental 
workplace should include next things: 

 
- Indirect frequency converter with voltage fed  
- Starter kit with microprocessor 
- Electric motor with incremental sensor to evaluate the position of the rotor 
- Support board for starter kit  
- Modern current and voltage sensors  
- Personal computers with necessary software for teaching 

 

2   Processor TMS320F28335 

The microprocessor from Texas instruments has been selected to realize an experi-
mental workplace for teaching modern algorithms. This microprocessor was supplied 
like starter kit. There is TMS 320F2833x series. It is powerful processor with a wide 

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2011, pp. 124–129.
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range of input/output peripherals, great computing power and good reliability. It work 
with floating point, which It simplifies the mathematics operation. 
 
Microprocessor that contains: 

 
- 256KB 3.3V on-chip flash (16-bit word) 
- 34 KB Single-access RAM (16-bit word) 
- 32-bit CPU Timers 
- Floating-point Unit 
- 12-bit ADC 
- PWM output 
- 8 external interrupts 
- WDT (Watchdog Timer) 
- SPI, SCI, CAN, I2C 
- 88 General Purpose I/O pins 

 

3   Starter Kit eZdspTM F28335 

Starter kit eZdsp is a complete software development platform for the 
TMS320F2833x series of floating-point Digital Signal Controller. The eZdsp kit in-
cludes an F28335 target board with integrated JTAG emulation, 128kx16 asynchron-
ous SRAM, clam-shell socket for the F28335 DSC, RS232 and CAN 2.0 interface 
with on-board transceiver and 9-pin DSUB connector and expansion headers that 
provide access to all I/O signals. One LED is added for user analysis, typical for ac-
tual program state. This LED is controlled by GPIOF output. DIP switches on the 
board select the boot mode and the processor configuration. Also included in the kit is 
the Code Composter StudioTM Integrated Development Environment, USB interface to 
the host PC and a universal power supply. 

4   Indirect frequency converter with voltage fed 

 

 
 

Figure. 1 Block diagram of the Indirect frequency converter 
 
It needed Indirect frequency converter to control of Induction Motor. The block dia-
gram of the Indirect frequency converter is in the Figure 1. This converter was made 
in the Department of Electronics. Parameters of converter are: 
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- Dimensions 330 x 240 x 240 mm 
- Input supply voltage 400VAC 
- Maximum voltage on DC link 600V 
- Maximum output current 60A 

 
The current and voltage sensors, switch to blocking function of converter, inputs con-
nector for PWM modulation (canon 9) and output connector from sensors (canon 9) 
are implemented in converter. There are connector for supplying auxiliary source and 
power switch. In Figure 2, there is final version of the converter 
 

 
 

Figure. 2 Final version of converter 

5   Asynchronous motor with incremental sensor implemented 

Motor to the experimental workplace was chosen asynchronous motor with encoder 
implemented on shaft.  The parameters of this motor are: 
 

- Power P = 2,2 kW 
- Nominal speed n = 1425 ot/min 
- Power factor cosφ = 0.80 
- Efficiency η = 80 ℅ 

 
For measurement of the rotor position was used incremental encoder ERN 420. This 
encoder is mounted directly on the back of the motor shaft with screws and spacers. 
The encoder is equipped with cover against external or accidental damage. The para-
metrs of this encoder are: 
 

- Power supply   5V ±10℅ 
- Incremental signals   TTL 
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- Line counts   2048 
- Electrical connection  Cable 
- Mech. permissible speed n ≤ 6000 min-1 

6   Support board to connect starter kit and peripherals 

The support board was made to connect and communication between starter kit and 
next peripherals. The block scheme of support board is in the Fig 3. 
 

 
 

Figure 3: Block diagram for interface board 
 

The PWM control is done with bus driver (7407) and then it is applied to 15-pins 
connector. The outputs from current and voltage sensors are applied to input connec-
tor of support board. Signals from incremental encoder are connect to support board 
with 9-pins connector. The supply of support board is done with external power 
supply (the value of voltage are ±15V and 5V). 

7   Laboratory model 

There is picture with all parts of laboratory model asynchronous motor drive. In Fig. 4 
you can see indirect frequency converter, Texas Instruments signal processor system 
TMS320F28335, and asynchronous motor (produced by Cantoni) and incremental 
sensor. 
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Figure 4: Laboratory model with asynchronous motor drive 

7   Conclusion 

This article describes the main hardware of experimental workplace for teaching mod-
ern algorithm controlled AC drives. This experimental workplace focuses mainly on 
asynchronous motor. Each chapter deals briefly with some hardware necessary for 
development of new control algorithms. 
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Abstract. This work deals with simulation of sensorless vector control of 

induction motor using HIL method in Matlab-Simulink. The text in the first part 

deals with the description of vector control with the structure MRAS. The 

second part describes HIL method and then multifunction card MF 624. In the 

last section of this document are shown simulation results for changes engine 

speed from 0 to 500 rpm, respectively, from 500 to -500 rpm. 

Keywords: Vector control, induction motor magnetizing flux, torque. 

1 Observers using systems with reference model 

MRAS observer structure is shown in Figure 1. In this system, induction motor state 

variables evaluated in the reference model based on the measured variables (stator 

voltages, stator currents). The reference model is independent of the speed and uses 

the voltage machine model. Adaptive model uses the current model of the machine 

and the mechanical angular speed of the machine is one of the input variables of this 

model. The difference between state variables are adaptive signal (AS) Φ (e), which is 

evaluated and minimized most often by the PI regulator in the block adaptation 

mechanism, which performs the estimate value of the mechanical angular velocity ωm  

and adapts adaptive model until the desired behavior. With feedback, the observer is 

able to limit the impact of changes in machine parameters on the accuracy of the 

calculation. 

 

 
Fig. 1. MRAS - basic scheme for the estimation of mechanical angular velocity. 
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1.1 Reference Frame MRAS 

Reference frame MRAS (RF-MRAS) is the simplest variant of observers working on 

the principle of MRAS. For the estimation are used equations, which determining the 

rotor flux of machine. 

1.2 Mathematical description RF-MRAS 

The reference model of MRAS method is based on the application of voltage model 

rotor flux, which is in the stator coordinate system described by the following 

equation: 
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This model requires, that equation (1) expand the component shape: 
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Adaptive model of MRAS method is based on the application of voltage model rotor 

flux, which is in the stator coordinate system described by the following equation (4), 

depending on the mechanical angular velocity. 
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Equation (4) can be written in component form: 
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The error signal entering the controller corresponding to the deviation of rotor fluxs 

and is described by equation (7), after processing by PI controller, we get an estimate 

angular speed m  on output adaptation algorithm - equation (8). 
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Equation (7) corresponds to the opening angle of both vectors. The sign of the error 

signal Φ (e) then determines the type of request to change speed. Positive error Φ 

(e)> 0 requires an increase in the estimated speed and negative error Φ (e) <0 requires 

a reduction.  

2 Description of method HIL 

Hardware in the Loop (HIL) simulation is a technique that is used in the development 

and testing of complex real-time systems. It is a tool that connects the hardware 

(controller) with a mathematical model (managed system) in a closed feedback loop. 

To simulate this method a real control system and a mathematical model is required. 

The mathematical model is used to configure the control system. The control system 

generates an actuator variable dependent on the control deviation, which is the 

difference between desired and actual quantity. The Control variable enters the model, 

then output variable (actual value) gets off from the mathematical model, and than 

gets back in to the control system. This simulation works in real time. Results of this 

simulation approaches to reality, because the control system with sensors and 

actuators is implemented as close as it would be in real. To the fact that the results 

would match the reality, we need a sufficiently accurate mathematical model, on 

which simulation accuracy dependents most. As soon as the control system is set up 

according to the requirements, a mathematical model can be replaced by the real 

system and the results can be compared. 

 

Figure 2 is a general diagram of the simulation using  method hardware in the loop. 

The meaning of values in this picture: y (t) ... process value, w (t) ... desired quantity, 

e (t) the..control. error, u (t) ... control variable v (t) ... fault value, reg ... regulator. 

 

 
Fig. 2. Diagram of Hardware in the Loop Simulation. 

3 Description of multi-card MF 624 

MF 624 multifunction I/O card is designed for the needs of connection a PC 

compatible computer to the real signals from outside the world. MF 624 contains a 
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fast 8-channel 14-bit A/D converter with simultaneous sampling of multiple channels 

and function of storage  measured values from the A/D conversion, 8 independent 14-

bit D/A converter, 8-bit digital inputs, 8 bit digital outputs and quintuple 

timer/counter. The card is designed for standard data acquisition and control 

applications and is optimized for use with the Real Time Toolbox for Simulink. MF 

624 offers full 32-bit architecture for fast data processing.Multifunction I/O Card MF 

624 has no switches or jumpers, and can be installed in any available PCI slot. Figure 

3 shows the Multifunctional I/O card MF 624.  

 
Fig. 3. Multifunction I/O Card MF 624. 

4 Results of simulation sensorless vector control of AM using 

HIL method 

This section shows simulation results of vector control, which were recorded by 

program for setting control variables in LabVIEW environment. Control variable 

magnetizing current is set to 4A and the desired speed, first at 500 rpm and then 

changed to -500 rpm. 

 
Fig. 4. AM in the simulated diagram, Matlab-Simulink. 
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Fig.5.  Change the engine speed [rpm] from 0rpm  500rpm  -500rpm, the actual rpm (black 

points), estimate rpm (red points). 

 

 
 

Fig.6.  Sin [-]. 

 

 
 

Fig.7.  Magnetization current      . 
 

 
 

Fig.8.  Stator current      . 
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Fig.9.  Magnetizing component of stator current      . 
 

 
 

Fig.10.  Torque component of stator current      . 
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Abstract: The paper presents the results of independent experimental 
analysis aimed at determining the magnetic properties of the selected type 
of toroidal transformer cores made from thin silicone alloyed sheets with  a 
low loss number used in our case in the manufacture of toroidal 
transformers for higher class audio power amplifiers. Another part of the 
paper deals with the results of the experimental analysis aimed at 
determining the effect of temperature on size and type parameters of the 
current loading of small toroidal and conventional transformers. The aim of 
this measure was to assess the effect of temperature and voltage values at 
no load current of the selected type of toroidal and conventional 
transformers put in a climatic chamber. Furthermore, our attention was 
drawn to the observations of the effect of temperature and magnetic 
saturation on voltage transformer cores and to approximate formulation of 
magnetic properties of metal core type transformers in the form of BH 
hysteresis characteristics. 
The samples were analysed and the waveforms U10, I10, U20 were measured 
and recorded. The measured values were then used for calculation of 
additional quantities of toroidal transformers (magnetic flux density, 
magnetic field intensity) that specify the magnetic properties of the 
measured samples. Finally, the measured results of both the toroidal and 
conventional transformers were compared.  
The temporal analyses of saturation of cores are the outcome of extensive 
and time-consuming measurements and registration of  signals in no-load 
state for various levels of supply voltage. The measurements were based on 
common knowledge of the properties of soft ferromagnetic materials. 

 

Keywords: Toroid transformer, idly current, BH characteristics, climatic 
chamber, temperature. 
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1 Introduction 

The aim of this exploratory analysis was to assess the effect of temperature and 
voltage values of the selected type of toroidal and conventional transformers 
under no load condition, i.e. for no-load current. The influences of temperature 
and voltage values of magnetic toroidal transformers were then described and 
theoretical findings were verified. 
The samples were analysed and waveforms U10, I10, U20 were measured and 
recorded. The measured values were then calculated for other quantities of the 
toroidal transformer characterizing the magnetic properties of measured samples 
(magnetic flux density, magnetic field intensity). 
The final part deals with the implementation of the comparison of the measured 
results for the toroidal and current transformers. 
During actual measurements, the knowledge of  ferromagnetic properties of soft 
magnetic materials used for production of transformer cores was employed. 

2 General and brief notes to the given issue 

An idle transformer is characterized best by its idle current. The size and shape of 
the current describes substantially the resulting properties of design, structural 
and magnetic characteristics of the transformer core material. In the known 
geometric dimensions and parameters of the transformer windings, the timing of 
this current together with the induced voltage signal can then be used for the 
analysis of magnetic parameters and ratios of magnetic core transformer. Such an 
analysis can then be used both for determination of the magnetic properties of the 
metal core and for the control analysis of the resulting saturation and losses as a 
result of the design and construction of the transformer. 

3   Experimental part 

In all, 4 toroid transformer samples supplied by Talema s.r.o. were used for 
measurements. 
These transformers were intended for power audio-amplifiers in higher classes. 
These transformers were placed in climatic chamber Vötsch 4018 for 
measurement. 
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Following samples were used for measurement: 
 

• 92 902   -   P1S4 CD 5x, supply voltage 230V (small transformer) 
• 92 166 - P2 S6 DGR 1053/3, supply voltage 230V (middle-size 

transformer). 
 

 
 
 
 
 
 
 
 
 
 
 

                                             a)                                           b) 
a) TR1A/B small, b) TR2A/B middle-size. 

 
Fig. 1. Example of individual samples 

 
The cores were made of the same material and with the same production 
technology. But they had different final technological finish. 
The core transformer 1A was subject to a thermal finish and varnished, the other 
cores are not treated for  final production. 
 

 
                                                 

 
Fig. 2. Example of  measured core samples 1A/1B 

 
Both of these cores were winding of electrical sheet made by ORB Steel Cogent, 
type M111 with a thickness of 0.30 mm, max. loss of 1.11 W/kg. 
 
The following samples were used for further measurement: 
 
 
 
 
 
 
 

   

 
Fig. 3. Example of individual samples 

 
a) TR1-230/24V;160VA, b) TR2-230/24V;22VA, c) TR3-230/18V;10VA, d) TR4-230/15V;3VA 

a) b) c) d) 
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This is the standard employment of transformers for various applications. The 
objective of these measurements on the transformers is, in particular, from the 
current value of nothing. Subsequently, these values are compared with the results 
measured on toroidal transformers designed for power audio amplifiers of a 
higher class. 
 
Design and preparation of the workplace 
 
To analyse the effect of temperature on the idle current of selected transformer 
types, the measuring workplace has been prepared; refer to the block diagram in 
Fig.4 
The transformers put in climatic chamber had primary and secondary windings 
brought out to the terminal placed outside the climatic chamber. The individual 
windings are successively connected to the measuring site, where the required 
quantities were registered.   
 

 
           

                                     

 
Fig. 4. Example of workplace 

 
-  Measuring resistor had a value of 1Ω. 
 
The power for analysed samples was supplied by an autotransformer and the 
value of voltage for each type of transformer was adjusted in the range from 50 to 
250 V. The individual toroidal transformers were put into the Vötsch VC 4018 
climatic chamber. 
The climatic chamber was always set to the required temperature before start of 
each measurement. The temperature set points for the climatic chamber: -40˚C,  
-35˚C, -30˚C, -20˚C, -10˚C, 0˚C, 10˚C, 20˚C, 30˚C, 40˚C, 50˚C, 60˚C, 70˚C, 
80˚C, 90˚C, 100˚C and 120˚C.  
After reaching the desired temperature in the chamber, the measured transformers 
were left at standstill for half an hour so as to reach the temperature stability of 
the measured transformers and all of their volumes.   
The records of the idle current signal and the induced primary voltage were 
performed using a Tektronix digital oscilloscope with GPIB communication 
interface and PC. 
WaweStar v.2.4 was used to convert the readings into a text format and these were 
then imported into Microsoft Excel to be processed further. 
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4 Measurement results 

Table 1. Samples of resulting U10, I10, U20   

 
Table 2. Samples of resulting U10, I10, U20 

 
  

 
  

Samples of  resulting U10, I10, U20 waveforms for 
measurements on conventional transformer at-40ºC, 
TR1 

Samples of  resulting U10, I10, U20 waveforms for 
measurements on conventional transformer at 100ºC, 
TR1 

 
Table 3. Samples of resulting U10, I10, U20   

 
  

Unvarnished toroid core at 120ºC,TR1A Varnished toroid core at 120ºC, TR1B 

 

 

Samples of resulting U10, I10, U20 waveforms for 
measurements on toroid transformer, load -40ºC, 
TR1A 

Samples of resulting waveforms U10, I10, U20 for 
measurements on toroid transformer at 120ºC, TR1A 
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5     Conclusion 

From the measured results of the analysed samples results  that the current load 
value in the range of set temperature range -40ºC to 120ºC is lower temperature in 
growing, whilst  this effect on conventional transformers was almost 
imperceptible. 
     The measured results of the analysed samples indicate that the value of idle 
current of toroidal transformers in the range of set temperatures -40ºC to 120ºC 
decreased  whereas this effect was almost imperceptible in conventional 
transformers. 
The magnetization of toroidal transformers made from very thin metal sheets with 
a high maximum permeability value decreased with increasing temperature, the 
hysteresis loop narrowed down proportionally along with   the losses ensuing rom 
it. This phenomenon can only be explained by a more profound description of the  
magnetization processes and magnetostrictive effects which was omitted for the 
need of this paper. 
Besides, it is evident from the measured results that the toroidal transformer 
denoted as Tr1A showed much smaller value than the sample 1B whereas both of 
them were made from the same material and with the same dimensions. The 
resulting difference in behaviour of otherwise identical transformers is given by 
intentionally different surface finish of the transformer cores. The magnetic core 
of sample 1A was unvarnished and thermally unhardened while the transformer 
core 1B was varnished and thermally hardened. The varnishing and hardening 
processes result in introduction of stress within the core and in enlargement of the 
transversal air gaps among individual layers of the transformer-core laminations 
and in deterioration of magnetic properties of all cores, making the idle current to 
rise. 
Change of the transformer winding resistance by changing temperature has no 
effect on the resulting transformer idling current, because of insignificant value of 
the winding resistance with regard to high value of the inductive reactance. 
As next it is obvious that the effect of temperature on the magnetic properties of 
the core is negligible with the normal quality of metal sheets. For very thin sheets 
of toroidal cores is the temperature effect significant due to their high 
permeability. At low temperatures magnetic properties of sheets turn to 
deteriorative, the current idling is increasing and at the same time the vibration 
and noise go up. 
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Abstract. There are situations when technological process needs to work at low 
or almost zero speed. This causes problems with regulation because the 
measured signal changes very slowly. Because of this effect the demands on 
e.g. speed controller accuracy are more highly. Many different methods, how to 
solve this problem have been analyzed with various results. Heretofore little 
notice was taken of fractional calculus application. It was caused, among others, 
by problems with practical realization because the approximation processes 
brings considerable computing demands. The main aim of this paper is to 
compare and in time and frequency domain analyze possible models and 
approximations of fractional order controllers. From large number of different 
approaches only selected integer order continuous approximations were 
discussed.  

1 Introduction 

Standard elements of industrial control applications are proportional-integral-
derivative (PID) controllers. The main benefit of using those types of controllers is 
the simplicity of design, because there are lots of suitable and very easy methods of 
design. The accuracy of this way controlled process is for major applications 
sufficient, however there are situations demanding better settling time respectively 
percentage overshot. As an example it can be used a technological process working at 
low or almost zero speed. 

It was mathematically shown, that generalization and extending of the integer order 
PID to the plane is possible. To this purpose it is used the so-called theory of fraction-
order calculus. The process of fractional integration and differentiation can be 
mathematical described in several manners. But mostly used is besides the Grünwald-
Letnikov definition the so-called Riemann-Liouville definition. It is given as (1) 

( ) ( ) ( ) ( ) τττ
α

αα dfttfD
t

∫ −− −
Γ

=
0

11
 (1) 

and for engineering praxis useable Laplace transform is shown in (2) as it is 
described e.g. in [3], [4].  
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( ){ } ( )sFstfDL αα −− =  (2) 

In the similar way it is possible to obtain a definition of fraction-order derivative, 
expression in Laplace domain represents (3) [3]. 

( ){ } ( ) ( ) 0
1 ][ =
−−= ttfDsFstfDL ααα  (3) 

If we go back to controllers, application of the mentioned theory causes following 
change of PID frequency response. Equation (4) represents the standard PID and 
equation (5) the fractional-order PID which is graphically expressed in fig.1. 

( ) sTsTKsG dip ++= −1  (4) 

( ) δλ sTsTKsG dip ++= −  (5) 

It is obvious from the frequency responses that the integer order PID requires 
designing of three parameters and fractional order PID five parameters. This 
expansion enables more flexibility to controller design, as it was desired.  

On the one hand there are the mentioned benefits, but on the other hand it is 
necessary to mention, that this may also cause some problems. Firstly, standard 
design methods cannot solve this easily. Therefore it is necessary to use another one, 
e.g. particle swarm optimization technique. The next problem is selection of suitable 
FO operator approximation.  

 

 
Fig. 1. Generalization of PID controller, where γ is the derivation order and δ is the integration 
order. 

1.1. Integer-Order Continuous Models 

The problem, how to obtain a realizable continuous model can be simplified to a 
problem of transforming the irrational transfer function which models the fractional 
order controller to a rational approximation. There are several possible methods 

λ
1

0
1

PD

PIDPI

δ
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however from control point of view two of them are suitable: the continued fraction 
expansion method and the rational approximation method used in interpolation of 
functions. 
 

General CFE method  
This method of approximation is based on fact that a rational approximation of 

fractional function G(s) = s-α, where 0< α <1, can be obtained using the CFE method 
of functions in following form: 

( )
( )αsT

sGh +
=

1
1

 (6) 

( )
α







 +=

s
sGl

11  (7) 

Where Gh(s) is the approximation for high frequencies (ωT >> 1), and 
approximation for low frequencies (ωT << 1) represents Gl(s) [1]. 

 
Carlson’s method  
This method described in [2], is based on standard Newton process of iterative 

approximation. Using this method, it is necessary to specify the starting point of. 
Usually it is used following equations (8) 

( )( ) ( )( ) 0/1 =− sGsH α ;  ( ) ( )( )αsGsH =  (8) 

If in each iteration is α = 1/q, m = q/2, and the initial value H0(s) = 1, it is possible 
to obtain following approximation (9): 
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Matsuda’s method  
This method solves the approximation problem using mentioned CFE process and 

fits the original function in a set of logarithmically spaced points. Supposing that the 
selected points are sk (where k = 0, 1, 2,… ), we obtain a function which takes on the 
following form (10):  
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where 
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3 Simulation results 

To compare above mentioned methods of approximations a fractional order integrator 
of order 0.5 was simulated.   

 
General CFE method 
Performing the CFE process of the equations (6) and (7) we obtain following 

transfer functions: 
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Fig. 2. Bode plot of H1(s). 

Carlson’s method 
After, for simplicity, two iterations we obtain following transfer function: 
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Fig. 3. Bode plot of H2(s). 

 
Fig. 4. Bode plot of H3(s). 

 
Matsuda’s method 
If G(s) = s-0.5, finitial = 1 and ffinal = 100, we obtain the approximated transfer 

function H4(s) 
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Fig. 5. Bode plot of H4(s). 

Conclusions 

The aim of this research was to prepare conditions for implementation fractional-
order controllers in a structure of vector controlled induction motor. Simulation 
results fig. 2 – fig. 5 show that continuous approximations described above can be 
used for control process and bring in it very interesting parameters.   
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Abstract. This paper describes an efficient axial flux arrangement of the four 
quadrant rotary converter for hybrid electric vehicles. Further design of the ax-
ial flux stator and double rotor machine appears from the radial air gap induc-
tion motor and permanent magnet synchronous motor, utilizing the method of 
constant magnetic circuit volume for dimensions conversion. 

1   Introduction 

The maximal efficiency of the internal combustion engine (ICE) used in conventional 
vehicles is due to Carnot’s cycle approximately bounded above to 40%. Such effi-
ciency can only be reached in a very small torque-speed area, which leads to the idea 
of full torque and speed control in hybrid electric vehicle (HEV) conceptions aimed at 
considerable power savings. Many of today’s used HEV conceptions are based on the 
series-parallel hybrid arrangement, combining together the advantages of both essen-
tial arrangements [1]. 

The main task of here presented four quadrant axial flux rotary converter (AFRC) 
is to keep the ICE working in the area of its maximal efficiency during all possible 
driving conditions to satisfy minimal fuel consumption. In other words, the AFRC 
have to convert the optimal torque-speed operation point of the ICE on the input shaft 
to the required variable torque and speed on the output shaft, which is through the axle 
gearbox (AG) connected to the wheels. 

The AFRC is supplied by the 3 phase voltage inverter (INV) from the DC power 
source (DCPS), which can be realized as a combination of two autonomous power 
sources – LiFePO4 battery pack delivering nominal current and ultracapacitor pack for 
peak power supplying.  

Whole system is controlled by the DSP TMS320F28335 with implemented direct 
torque control algorithm to satisfy sufficient computing power and dynamics of the 
four quadrant rotary converter (4QRC) drive system – see Fig.1. [2]. 

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2011, pp. 148–153.
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2   Axial Flux Rotary Converter 

The proposed solution combines together two known principles of electric rotary 
machines in one unit, which is composed from synchronous and asynchronous ma-
chine having two rotors affixed to input and output shaft, one wound stator and two 
axial air gaps δ1 and δ2. Due to selected double rotor arrangement it is possible to vary 
both the speed and the torque between the input and output shaft, hence the transferred 
power. The input and output power difference is possible to supply or consume by the 
stator winding, so only a part of the total vehicle drive energy is transferred across the 
electromagnetic transfer. 
 

 

Fig. 1. Integration of the axial flux rotary converter into the HEV drive unit 

The unneeded part of mechanical energy produced by the ICE or the vehicle braking 
energy can be transferred through the electromagnetic coupling between the outer 
rotor and stator and then stored into the rechargeable batteries or ultracapacitor pack. 
On the other hand, during the fluent change of the input and output shaft speed ratio it 
is possible to simultaneously compensate the peak power consumption needed for 
dynamic states during speed variation or vehicle loading [3]. 

Constructional simplicity of presented axial flux rotary converter is ensured by the 
disc conception with two axial air gaps and double squirrel cage inner rotor. The inner 
rotor can simultaneously interact with electromagnetic fields from permanent magnet 
outer rotor and wound stator to create two different asynchronous machines with them 
– see Fig. 2. 

Another advantage of axial flux conception is in the possibility of air gap width ad-
justment, which allows the optimization of magnetic field depth penetration into the 
squirrel cage inner rotor. It also comes through that the AFRC can be run in pure me-
chanical or electrical mode when only the ICE or DCPS are producing the driving 
power. 



150 Aleš Havel

 

Fig. 2. The AFRC machine in axial cross section 

3   Stator and Cage Rotor Design 

The design of the axial flux stator and rotor is based on the design of standard world-
wide used cylindrical conception of induction or synchronous motors. The resulting 
parameters are then recounted to the axial conception, more precisely to the inner and 
outer diameters and thicknesses of the axial stator and rotor utilizing the method of 
constant magnetic circuit volume. 

The proportioning of the standard cylindrical motor usually starts with the determi-
nation of the machine diameters like outer stator diameter De, inner stator diameter D 
and the ideal air gap length li. The diameters D and li depend on the output motor 
power Pi, angular speed ωS and electromagnetic loads A and Bδ. In the first stage of 
calculation, all the variables from (1) are unknown, except the synchronous angular 
speed, which is given by the optimal torque-speed operation point of the ICE, so the 
calculation is coming out from the recommended electromagnetic loads, coefficients 
αδ, kB, kV and approximately determined electromagnetic power [4]. 

2 2i S

i B V

D l

P k k ABδ δ

ω
πα

=  (1) 

While the induction motor diameters are inversely proportional on the product of 
linear current density A and electromagnetic induction Bδ as mentioned before in (1), 
electromagnetic properties are affected by their mutual ratio. To calculate the ideal air 
gap length li, the electromagnetic induction in the air gap (Fig. 3) and the linear cur-
rent density (Fig. 4) have to be empirically predetermined from the graphs below. 
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Fig. 3. The areas of optimal electromagnetic induction in the air gap of induction motor in 
dependency of the outer stator diameter for various pole numbers 
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Fig. 4. The areas of optimal linear current densities in dependency of the outer stator diameter 
for various pole numbers 

Last very important parameter, which is necessary for the ideal air gap length calcula-
tion is the inner motor power Pi. The coefficient kE from (2) is the induced/rated volt-
age ratio. The optimal efficiency and power factor areas are possible to determine 
empirically from [4]. 

2 cos
E

i

k
P P

η ϕ
=  (2) 
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Since all the main electromechanical parameters are calculated or empirically prede-
termined, the ideal air gap length li can be simply expressed from (1). 

2
1

i
i

B s v

P
l

k D k ABδω
=  (3) 

4   Conversion to the Axial Conception 

As mentioned above, the cylindrical stator and rotor dimensions including the ideal air 
gap length have to be converted into the axial flux conception using the method of the 
constant magnetic circuit volume. It also appears clearly that the inner and outer disc 
diameters should be the same for disc stator and disc rotor. The stator and rotor vol-
ume equations (4) and (5) are presented below. 

2 2 2 2

4 4
i S

e OUT IN

l h
D D D D

π π
   − = −   

 (4) 

2 2 2 2
24 4

i R
h OUT IN

l h
D D D D

π π
   − = −   

 (5) 

Where are: hS and hR the disc stator/rotor thicknesses; 
DIN and DOUT inner /outer disc diameters; 

By the comparison of the equations (4) and (5) is possible to express the stator/rotor 
disc thicknesses ratio (6) and the outer disc diameter dependency (7), which finally 
leads to all main dimensions of the axial flux stator and rotor. 
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The right choice of the air gap thicknesses δ1 and δ2 has crucial influence on the en-
ergetic parameters of the AFRC drive unit. If the size of the air gap is reduced, also 
the magnetizing current reduces, which leads to better power factor and lower stator 
losses. However, making the air gap too thin may cause increasing of the amplitude of 
magnetic induction pulses in the air gap, hence increasing the surface and pulse losses 
[4].  

Therefore the optimal air gap thickness has to be evaluated as a result of the 3D fi-
nite element method simulations. 

5   Conclusion 

The four quadrant AFRC drive unit may become a key component in hybrid and elec-
tric vehicles due to constructional simplicity and efficient realization of continuously 
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variable electromagnetic and mechanic transmission. To utilize this technology in 
practical applications, the 3D finite element analysis will be crucial for better under-
standing of electromagnetic conditions such as electromagnetic flux and field behav-
iours in drive structures involving the axial flux based machines. 
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VŠB – Technical University of Ostrava, 17. listopadu 15, 708 33 Ostrava – Poruba

regina.holcakova@vsb.cz, martin.marek@vsb.cz

2D simulation of electromagnetic field distribution in the 
type electron microscope 

Regina Holčáková, Martin Marek 

VŠB-Technical University of Ostrava, 
Faculty of Electrical Engineering and Computer Science, Department of Electrical Power 

Engineering 
Ostrava-Poruba 708 33, Czech Republic 

regina.holcakova@vsb.cz, martin.marek@vsb.cz 

Abstract. The paper deals with 2D computer simulation of electromagnetic 
field distribution in the real type electron microscope with respect to real 
magnetic properties of steel and other ferromagnetic materials obtained from 
measurements. The computations were solved by finite element method using 
ANSYS software. This project and paper were created by financial support 
of state budget through the Ministry of Industry and Trade MPO-CR, 
project n. FR-TI1/334. 

Keywords: electromagnetic field, lens, objective, electron microscope 

1 Introduction 

The electron microscopes rank among the versatile instruments used in many fields, 
such as biology, virology, electron tomography, in area of material science: 
metallography, materials qualification, materials preparation, nanometrology, in the 
area of electrical engineering: semiconductor device fabrication (chips), circuit edit, 
defect analysis and more other applications. In accordance with the purpose has been 
developed various types of electron microscopes. At present, the electron microscopes 
can be divided into basic types: TEM - Transmission Electron Microscope, SEM - 
Scanning Electron Microscope, and other special types.  

The basic principle is similar to optical focusing. The electron beam is focused by 
a system of magnetic lenses - objectives.  There are many types and versions of such 
lenses and objectives. These elements shape the electron beam and focus it in the 
appropriate position of the observed sample or specimen. The required position of the 
electron beam is given by accurately setting electromagnetic field in electron path. 
The accurate determination of distribution of electrostatic or magnetic fields in the 
objective lens area using a mere analytical computation is very complicated and 
sometimes practically impossible. However, with good knowledge of the actual 
magnetic field distribution of the lens many potential problems and possible defects in 
the lenses can be discovered. An available method how to determine the actual 
magnetic field distribution of the lens exactly with realistic consideration of magnetic 
properties of the used steel is presented in this paper. 
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2 2D simulation of electromagnetic field distribution in the type 
electron microscope - solution 

The knowledge of actual magnetic properties of ferromagnetic materials and the 
ability of FEM solvers using iterative methods to achieve convergence of the final 
solution is the basic element for the precise solution and determination of magnetic 
field distribution. In general terms, it is one of the most challenging computational 
procedures, the nonlinear electromagnetic analysis, based on the development of the 
Biot-Savart law and subsequent convergence of magnetic flux according to Maxwell's 
equations.. These advanced methods incorporated in FEM software along with high-
quality hardware in the form of high-performance computing work stations make it 
possible to solve large and geometrically complicated 2D and 3D models.. The cross 
section of the solved electron microscope is shown in Fig.1. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Cross section of the solved electron microscope 

The electromagnetic field distribution in the electron microscope was computed 
for 2 lenses: condenser lens and objective lens, for excitation currents of the coil 
corresponding to the magnetomotive force in the range NI=50-1000 Ampere-turns 
(condenser lens) and 100-2000 Ampere-turns (objective lens) . The magnetic 
properties of the used ferromagnetic materials were represented by the BH 
magnetization characteristics that were measured on toroidal samples. 
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The following Fig.2 illustrates the prepared FEM - 2D model of the electron 
microscope for computing of electromagnetic field distribution for various values of 
excitation current. 
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Fig. 2. 2D model of the electron microscope (ANSYS) 
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3 2D simulation of electromagnetic field distribution in the type 
electron microscope - results 

Results of computer simulations describe the actual electromagnetic field distribution 
in the type electron microscope with high accuracy. Another objective of these 
simulations is to find the critical points in the geometry, which could cause a defects 
of the lens. 

Tab.1, Tab.2 and Tab.3 illustrate the results of computed electromagnetic field 
distribution in the type electron microscope for one step of the excitation current 
corresponding to NI=1000 Ampere-turns (condenser lens) and NI=2000 Ampere-
turns (objective lens). The results are indicated in various views of the solved 2D 
model of the electron microscope for.  

Tab. 1. Condenser lens  

 Magnetic intensity Hsum [A/m] and Flux density Bsum [T] for NI= 1000 Az 

H [A/m] - for NI=1000Az B [T] - for NI=1000Az 
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Tab. 2. Objective lens  

 Magnetic intensity Hsum [A/m] and Flux density Bsum [T] for NI= 2000 Az 

H [A/m] - for NI=2000Az B [T] - for NI=2000Az 

  

  

 

Tab. 3. Objective lens - comparison between model with and without magnetic chamber 

 Magnetic intensity Hsum [A/m] and Flux density Bsum [T] for NI= 2000 Az 

H [A/m] - for NI=2000Az B [T] - for NI=2000Az 
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4 Conclusion 

This paper presents the employment of results of magnetic measurements for 
simulation of electromagnetic field distribution of the type electron microscope . 

This way, you can  very accurately determine the electromagnetic field 
distribution in the magnetic circuit and in the active vacuum space of the lens and also 
find critical points in the geometry which could cause a defects of the lenses.  The 
results achieved in this way can be used for optimization of the geometry of lenses, 
objectives or magnetic shielding and for other analysis. Further, there are being 
prepared other points of solution. Firstly, measuring of electromagnetic field in the 
lens and the comparison with computed simulation of magnetic field distribution and 
secondly, electron trajectory computing from results of simulation of electromagnetic 
field distribution in the lens. 
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Abstract. This paper describes the basic principle of parallel active power filter 
and gives a basic description of its control unit based on kit eZdspTM F28335. 
For this application was necessary to develop Interface-board, which provides 
correct adaptations of input and output signals for eZdspTM F28335. The 
following is a brief description of Code Composer Studio v4 which is an 
integrated development environment for Texas Instruments DSP and MCU 
devices. 

Keywords: Active power filter, DSP, eZdspF28335 

1   Introduction 

Currently, there is a great use of appliances that are nonlinear or unbalanced draw of 
electricity and non-linear power network burden. They are mainly a variety of 
applications of semiconductor converters, controlled and uncontrolled rectifiers, 
switching power supplies, UPS, modern electronic lamps, etc. Application of these 
appliances cause distorted voltage and current, power supply network and also the 
power factor is worse. Harmonic current pollution of electrical power systems is most 
evident in overheating of transformers, electrical motors, capacitors for power factor 
correction, voltage waveform distortion, voltage flicker, interference with control and 
communication systems. The adverse effects on the electrical network can be limited 
by passive power filters. However, passive filters have many disadvantages such as 
large size, load dependent, their detuning associated with the aging of components, 
resonance problems, etc. These problems can be solved by using of active power 
filters. Although their basic compensation principles were described around 1970, 
their development and implementation is closely associated with the development of 
modern power switching devices (IGBT, GTO), and together with the availability of 
Digital Signal Processors (DSP). 

The active filters can be classified by topology to parallel active power filter 
(PAPF), series active power filter (SAPF) and their combination known as unified 
power quality conditioner (UPQC). PAPF is most widely used to eliminate current 
harmonics, SAPF is preferable to eliminate voltage harmonics and UPQC allows a 
simultaneous compensation of the load currents and the supply voltages. There are 
also combinations of active power filter and passive filter called hybrid filters. 

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2011, pp. 160–165.
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2   Basic principle of Parallel Active Power Filter 

PAPF is connected in parallel with the nonlinear load. The filter is capable of 
removing the harmonic current contained in the load current iL by injecting 
compensation current iC into the ac power system. The final result of this means that 
the current drawn from the source iS has a sinusoidal character, i.e. it doesn’t contain 
higher harmonics. The basic configuration and compensating principle PAPF is 
shown on the next figure. 

 

 

Fig. 1. Basic configuration of PAPF 

PAPF consists primarily of a power PWM converter and active filter controller. 
The PWM converter is responsible for power processing in synthesizing the 
compensating current that should be drawn from the power system. The active filter 
controller is responsible for signal processing in determining real time instantaneous 
compensating current references, which are continuously passed to the PWM 
converter.  It consists of a voltage-fed converter with a PWM current controller and 
an active filter controller that realizes almost instantaneous control algorithm. The 
parallel active filter controller works in a closed-loop manner, continuously sensing 
the load current iL, and calculating the instantaneous values of the compensating 
current reference i*C for the PWM converter. [1] 

APFs can be further divided by the type of converter for voltage source converter 
(VSC) or current source converter (CSC). Today most of the APFs are based on the 
VSC due to e.g. high efficiency, low cost, smaller size. 

Figure 2. shows PAPF with VSC for three-wire supply system. This topology is 
considered for our purposes. The voltage source for the VSC is capacitor C. The 
current flowing through the capacitors can have both polarities, the voltage UDC can 
only have the indicated polarity. The picture shows a marked polarity of the current 
iDC at which energy flows from the compensated network to the inverter and the 
capacitor voltage increases. In the opposite direction of current flow, the energy flows 
from the capacitor to the compensated system. 
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Fig. 2. Basic configuration of PAPF 

3   Control unit 

The control unit of PAPF is based on kit eZdspTM F28335 by Spectrum Digital Inc., 
which is intended for motor control development. The kit includes TMS320F28335 
device which is a member of the C28xTM family of Floating-point Microcontrollers 
from Texas Instruments and has strong management ability and embedded control 
functions. The floating-point device performs most of the math operations faster than 
fixed-point. The 32-bit Digital signal controller is clocked at 150 MHz and has an 
instruction cycle time 6,67 ns and can perform as many as 300 million floating-point 
operations per second (MFLOPS). Figure 3. shows features of the TMS320F28335 
device. 

 

 

Fig. 3. Block diagram of TMS320F28335 DSC architecture 
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4   Development of Interface-board for eZdsp™ F28335 

In our Department of electronics was developed interface for TMS320F28335. This 
interface provides basic functions which are necessary for controlling a PAPF. 
Figure 4. shows structure of this Interface-board. 
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Fig. 4. Block diagram of Interface-board 

The Interface-board is supplied from external source which contains ±15V and 5V. 
The sub-circuit ±15V supply the circuits for adaptations input signals of A/D 
converter (ADC). On the board are situated voltage references 3,3V for reference 
signal of DAC and 1,5V for offset factor of input circuits ADC. 

The inputs of ADC must be properly limited because the range of input signals is 
only 0V to 3V. Therefore the Interface-board contains input circuits. These circuits 
are created by op-amps in the differential amplifier configuration, which provides 
possibility to connect input signals in voltage range -10V to +10V. All inputs are also 
secured against over-voltage above 3V. 
 

 

Fig. 5. Control unit consisting of Interface-board and kit eZdspTM F28335 
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On the board is placed 12-bit D/A converter DAC7718 with 8 channels. The 
outputs of DAC are connected as a bipolar with range -10V to +10V. The 
communication between DAC and eZdsp™ F28335 is realized by SPI. All 12 PWM 
channels are boosted and isolated by two 74LS07 circuits with open-collector outputs. 

The Interface-board also allows connecting signals from incremental speed sensor 
(motor control). The speed sensor can be supplied from external source or direct from 
Interface-board. These signals are electrical-isolated from the Enhanced Quadrature 
Encoder Pulse Module (eQEP). There is also SCI included on the Interface-board for 
communication with superior system or other systems. 

5   Code Composer™ Studio v4 

Code Composer Studio v4 (CCS4) is the development environment for family of 
Texas Instruments DSP and microcontrollers. The version 4 and higher is based on 
the Eclipse open source software framework. CCS4 has a lot of features which simply 
allow to develop many applications. It contains for example source code editor, 
compiler, project build environment, debugger, simulator, etc. The user can easy 
modify his workbench and switch between multiple perspectives. The perspective 
defines layout of views in the workbench. There are two default perspectives:  
C/C++, Debug. The example of Debug perspective can be seen on the next picture. 

 

 

Fig. 6. Code Composer Studio v4 Workbench 
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CCS4 allows writing the code in C language. For time-consuming processes we 
can use writing in Assembler. It is possible to use combined writing too.  The 
debugging process can work with a connected device in Real-Time Mode. Very 
useful are supported libraries, header files and peripheral examples for new users. The 
code can be used as a basis for development platform and new user can quickly 
experiment with different peripherals. Well-arranged bit field and register-file 
oriented structure approach is used for accessing to registers. 

6   Conclusion 

This paper shows basic information about parallel active power filter and its 
application range. The following is a description of basic properties of TMS28335, 
Interface-board and CCSv4. In the next stage of development it is necessary to realize 
experimental prototype of converter for PAPF and choose a suitable control algorithm 
based on the selected compensation strategy. The selected control algorithm will be 
implemented for TMS320F28335 and tested in real conditions. 
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Abstract. This article shows one of many ways how to identify the parameters 

of the IM in real time. There is used the theory of genetic algorithms for IM pa-

rameters identification. The introduction describes why the problem is dis-

cussed. Next chapters show induction motors dynamic model and the principle 

and way how to implement the IM parameters identification. Theory of used 

genetic algorithm and experimental results are demonstrated in the end of this 

article. The conclusion describes the potential use of this method and discusses 

further developments in the real time estimation of induction motors parame-

ters. 

1   Introduction 

The Induction Motors (IM) thanks to its well known advantages of simple construc-

tion, reliability, ruggedness and low cost, has found very wide industrial applications. 

The IMs are often supplied by frequency converters for better performance. Fre-

quency converters commonly use complex control strategies like FOC (Field Oriented 

Control) or DTC (Direct Torque Control). Both of these control techniques are highly 

dependant on correct estimation of flux linkage of motor. It’s particularly well known 

that FOC is very sensitive to variation of rotor time constant TR while DTC is likewise 

sensitive to variation of stator resistance RS during the estimation of flux linkage of 

IM. However in both of this control strategies any inaccuracy in  evaluation of one 

parameter caused a wrong value of magnetic flux (both in amplitude and in angle) and 

of electromagnetic torque and it is not therefore possible to achieve a correct field 

orientation [1], the torque capability of drive deteriorates and instability phenomena 

can even occur. 

The Genetic Algorithms (GA) is a search technique used in many fields, like computer 

science, to find accurate solutions to large optimization and search problems. The 

basic concept of GAs is to emulate evolution processes in natural system following the 

principles first laid down by Charles Darwin of survival of the fittest. The advantage 

of GAs is that it is a very flexible and intuitive approach to optimization and presents 

a higher probability of not converging to local optima solutions compared to tradi-

tional gradient based methods. More recently, research work has appeared in the sci-

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2011, pp. 166–171.
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entific literature about the use of GAs for control design in power Electronics and 

drives and general structure identification. This paper describes an automatic real-time 

estimation procedure of IM parameters based on the genetic algorithms. 

2   Induction motors dynamic model 

For the purpose of the present investigation the IM is assumed to be described in the 

stator reference frame by [2] 
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���� SSR iu ,,  - are alpha components of rotor flux, stator voltage and current. 

���� SSR iu ,,  - are beta components of rotor flux, stator voltage and current. 

hRS LLL ,,  - is stator, rotor and main inductance. 

pm ,,��  - is mechanical angular speed, leakage factor and number of pole pairs. 

MTJ RC ,,  - total moment of inertia, the mechanical time constant, moment of IM. 

RS RR ,  - is stator and rotor resistance (rotor resistance is oriented to stator). 
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3   Principle of parameter identification 

The method of IM parameter estimation in real time presented here is a method when 

thanks to modification of previous equations (1) to (7) we get the new relations: 
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4   Implement of parameter identification 

Required values of uSα, uSβ, iSα, iSβ we can obtain in SW part from a vector control 

structure, which is shown on Fig.1.  

Fig. 1. Block diagram of the vector control used. 

On Fig.1. the Indirect frequency converter supplies an induction motor (M). Phase 

currents are measured by current sensors. Position of the rotor is measured at the In-

cremental encoder (IE). True value of mechanical speed ωm and the rotor angle ε are 

than evaluated in the Position and speed estimator block. The values in the three-

phase stator coordinate system [a, b, c] are transformed into two-axis stator coordinate 

system [α, β] in the T3/2 block. In the block α,β to x,y, vector components are trans-

formed to the oriented two-axis rotating coordinate system [x, y]. For vector rotation 
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of components of stator current isα, isβ to the oriented coordinate system [x, y] is used 

the variables γ, which is calculated in the Magnetizing current estimator block. The 

components isx, isy serve as feedback variables for the current PI controllers Risx, Risy. 

Control of magnetizing current (or magnetic flux) is realized by a PI controller Rim. 

The block processes a deviation between the desired magnetizing current im* and 

value im calculated in the magnetizing current estimator block. Angular speed control 

provides PI regulator Rω, which handles difference between a speed command ωm*

and speed ωm, which is evaluated as derivation of rotor angle epsilon. The control 

voltages usa, usb, usc for PWM generator block are obtained from the components 

usx*, usy* by means of the x,y to α, β block and subsequent transformation block T2/3. 

The PWM modulation generates pulses for IGBT power transistors in the indirect 

frequency converter. 

4   Genetic algorithm 

To describe how the GA actually works is used the relation (8). Consider the follow-

ing simplistic rule. We know that IM parameters vary only in a certain range of values 

such as: 

�HLHHLHRR hSRS 11.0,11.0,101,101 ������������

Ranges of course can also expand or use other parameters, if needed. Substituting the 

upper and lower limit in relations (9) we find the boundaries. Between these bounda-

ries the K unknown could fluctuate. The next procedure can be summarized in four 

points. 

Fig. 2. Flowchart of the genetic algorithm used. 

1) Initialize the population - Creates a zero population which is composed from 

randomly generated individuals. Specifically, an individual is composed of five 

unknowns K1 to K5 randomly generated within the range specified above. 
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2) Calculate the Fitness of New Individuals - Is calculated the fitness of new indi-

viduals. Than is selected a few individuals with high fitness from a population. In 

this case, the best marked individual is the individual whose unknowns K have the 

difference between right and left side of the equation (8) as much as possible close 

to zero. 

3) Termination Criteria – If the stop condition isn’t fulfilled, continue from point 4 

again. Stopping condition may be a number of passes through the loop. This condi-

tion affects the speed and accuracy of determination unknown K. Individual with 

highest fitness is the main algorithm output and represents the best founded 

solution. 

4) Creating the Next Generation - To create the next generation are used two basic 

genetic operators. The mutation and the crossing. In some cases it may be useful to 

keep copies of the parents for the next generation unchanged. Specifically new 

population we generates as follows: 

���� crossing - swap parts (unknown K) of a few individuals among them. It is 

necessary to ensure that unknown through the swapping must have the same 

index (not for example K1with K5). 

���� mutation – is a random change of parts of a few individuals or individual. 

Again, it is necessary to ensure that mutations for example in the K1

individual were in appropriate range. 

���� reproduction - the remaining individuals are copied unchanged. 

5. Experiments and results 

In all simulations was used model of real three-phase IM type CANTONI Sg100L-4A 

which has the value of stator resistance RS = 2.78Ω and value of rotor resistance RR = 

2.84Ω. The IM was supplied by a model of indirect frequency converter in connection 

consisting of a DC source voltage at the input and the voltage inverter with IGBT 

transistors on the output. DC-link voltage was set to Ud = 300V. Control of output 

voltage was made by comparing PWM. The frequency and amplitude of the saw tooth 

signal was fp = 5kHz, Upmax = ± 1V. The incremental encoder model is based on the 

real encoder type ERN 420/TTL with 2048 pulses/rev. The total moment of inertia 

was set at JC = 0.043kgm
2
.

From fig.3 is evident that the value of RS and RR has the true values. Identification is 

not accurate in area of excitation of IM (time 0 to 0.2s) and during the start of IM 

(time 0.2 to 0.8s). This behavior is caused by neglecting of d��dt member during the 

modification of equations (1) to (7). This phenomenon can be mitigated. The solution 

can be found in the literature [3]. 
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Fig. 3. Transients of RS and RR estimation using genetic algorithms 

6. Conclusion 

Here described method can be used in modern high performance electric drives. This 

is evident from fig.3 and chapter 5. Reasons why it is necessary to estimate IM 

parameters in real time are described in the introduction. Furthermore for identifying 

unknowns with GA, it is possible to detect unknown with using other methods such is 

least squares methods (Total Least Squares, Ordinary Least Squares, Recursive Least 

Squares) or by using theory of neural networks (see literature [2, 3]). 
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Department of Electronics, FEECS,
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Abstract. This work deals with simulation of sensor control switched 

reluctance motor using a HIL metod. Area of this method  is very wide. Using 

this method is in aviation, military, automotive etc., ie wherever is a complex 

control systems. HIL simulation method extends the classical simulation to 

simulation, where control is represented by the real control system and the 

simulation is close to the real world. Controlled system is a simulation model of 

SRM, which was created in Matlab-Simulink and therefore we can simulate 

error conditions, which we could not test on a real machine. HIL test method in 

this work is performed by the multifunction card MF 624, which connects the 

electronic device and the simulation model of the controlled system. 

Keywords: SRM, HIL, magnetic flux, torque. 

1 Introduction 

 Switched reluctance motor is very similar to stepper electric motor with variable 

reluctance and this similarity is topological and electromagnetical. The main 

difference between these two engines is based on design, control methods, the 

performance and application character. Switched reluctance motor is usually 

controlled by feedback with shaft position to synchronize occurred commutation 

phases currents with rotor position. Stepper motor usually operates in open loop 

control, ie without feedback from the shaft position. Switched reluctance motor has 

several advantages: 

 

 Simply wound stator. 

 A simple rotor, that requires little manufacturing steps. Moment of inertia is 

usually small. 

 Good efficiency over a wide speed range and torque. 

 It works at very high speeds (up to 100 000 min
-1

). 

 

The main disadvantages are: 

 Output torque is fairly curled, and it may contribute to the acoustic noise.  

 Very non-linear magnetizing characteristics of engine. 

 Larger number of wires than induction motor. 

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2011, pp. 172–177.
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1.1 Mathematical model of SRM 

The basic voltage equation: 
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The equation for the moment of the machine: 
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Magnetic flux: 
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1.2 The simulation model of SRM 

 Switched reluctance motor was designed according to the mathematical model of 

engine with its parameters close to the real engine SRM90 from company Magna 

Physics. Block diagram of one phase of SRM is shown in Figure 1. 
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Fig. 1 Block diagram one phase of SRM 

 

Simulated model uses a simplified function coupled magnetic flux. Torque equation is 

replaced with graphical function. 

2 Current control of SRM using the method HIL 

 

HIL simulation technique is used for testing and development of complex 

simulation models with real control system in real time. This method generally 

facilitates the transition to the real controlled system, the real control system is used 

for control. The simulation results are very close to reality, if  the simulation model of 

the controlled system is realized properly. For current control of SRM is important a 

hysteresis current regulator, which compares the actual current value of the phase 

current with reference current. This regulator is implemented in the control processor 

and evaluates the actual current phase in real time. The communication cannel 

between controll and controlled system is created  by using the A/D converter. Real 

control system is the signal processor from Freescale MC53F8037. General block 

diagram of HIL test method is shown in Figure 2. Individual variables are: y (t) ... 

process value, w (t) ... reference value, e (t) ... the error, u (t) ... action variable, v (t) ... 

fault value, reg ... regulator. 
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Fig. 2. Diagram of Hardware in the Loop Simulation. 

 

3 Simulation results of sensor control SRM by method HIL 

Simulation diagram for control of SRM is shown in Figure 3 and it was created 

in program Matlab-Simulink. The following waveforms show the behavior of a 

simulation model for reversing rotation. 

 

 
 

 
Fig. 3. Simulation structure of the SRM in Matlab 
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Fig. 4.  Change the engine speed 0/500/-500 [rpm].                       Fig. 5.  Theta [ ]. 

 

 
 

 

                  

 

 

 

 

 

 

 

 

 

 

                  Fig. 6.  Detail of theta [ ].               Fig. 7. Magnetic flux of phase a [Wb]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
            Fig. 8.  Current of phase a [A].                                Fig. 9.  Total torque  [Nm]. 
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4 Conclusion  

 This work was created by the structure of HIL test methods for control simulation 

model of SRM. Applied Card MF 624 was used for communication and signal 

processor MC56F8037 and mathematical model of motor was created in Matlab-

Simulink. Control took place in real time. Measurements of currents were performed 

using the A/D converters, implemented in the control processor. The data for the 

display of the measured waveform was sent to  PC and processed in Labview. 
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Abstract. Active filters are very important to mitigate harmonic pollution due 

to the widely used nonlinear loads both in home appliances and in industry, 

therefore are mentioned in Introduction. However, main focus is devoted to se-

ries active power filter (SAPF), with a focus on the control methods. Finally, 

simulation of SAPF is shown to understand its function. 

1   Introduction 

The proliferation of nonlinear loads caused by more and more modern electronic 

equipments results in deterioration of power quality in power transmission or distribu-

tion systems. Harmonic, reactive, negative sequence and flickers are the reasons of 

various undesirable phenomenon in the operation of power system. In order to solve 

these problems, the concept of Active power filters (APF) was presented. APF’s, 

which compensate harmonic and reactive current component for the power supplies, 

can improve the power qualities and enhance the reliabilities and stabilities on power 

utility. 

APF’s can be classified based on the topology used as series or shunt filters, and 

unified power quality conditioners use a combination of both. Combinations of active 

series and passive shunt filtering are known as hybrid filters. 

Active shunt filter is most widely used to eliminate current harmonics, reactive 

power compensation, and balancing unbalanced currents. It is mainly used at the load 

end, because current harmonics are injected by nonlinear loads. It injects equal com-

pensating currents, opposite in phase, to cancel harmonics and/or reactive components 

of the nonlinear load current at the point of connection. It can also be used as a static 

var generator in the power system network for stabilizing and improving the voltage 

profile. 

Active series filter is connected before the load in series with the mains, using a 

matching transformer, to eliminate voltage harmonics, and to balance and regulate the 

terminal voltage of the load or line. It has been used to reduce negative-sequence 

voltage and regulate the voltage on three-phase systems. It can be installed by electric 

utilities to compensate voltage harmonics and to damp out harmonic propagation 

caused by resonance with line impedances and passive shunt compensators. 

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2011, pp. 178–183.
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Unified power quality conditioner (also known as a universal APF) is a combina-

tion of active shunt and active series filters. The dc-link storage element (either induc-

tor or dc-bus capacitor) is shared between two current-source or voltage-source bridg-

es operating as active series and active shunt compensators. It is used in single-phase 

as well as three-phase configurations. It is considered an ideal APF which eliminates 

voltage and current harmonics and is capable of giving clean power to critical and 

harmonic-prone loads, such as computers, medical equipment, etc. It can balance and 

regulate terminal voltage and eliminate negative-sequence currents. Its main draw-

backs are its large cost and control complexity because of the large number of solid-

state devices involved [2], [5]. 

Hybrid filter, which is a combination of an active series filter and passive shunt fil-

ter is quite popular because the solid-state devices used in the active series part can be 

of reduced size and cost (about 5% of the load size) and a major part of the hybrid 

filter is made of the passive shunt L–C filter used to eliminate lower order harmonics. 

It has the capability of reducing voltage and current harmonics at a reasonable cost. 

2   Basic Series Active Filter 

Fig. 1 shows an example of a basic series active filter in three-phase, three-wire sys-

tems. The series active filter consists of either a three-phase voltage-source PWM 

inverter (VSI) or three single-phase VSI, and it is connected in series with the power 

lines through either a three-phase transformer or three single-phase transformers. Un-

like the shunt active filter, the series active filter acts as a controllable voltage source 

and, therefore, the VSI has no current minor loop. This makes the series active filter 

suitable for compensation of a harmonic voltage source such as a three-phase diode 

rectifier with a capacitive load. 

 

Fig. 1. Basic series active filter 
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For simplicity in Fig. 1, system “A” represents the source side, which has been rep-

resented by balanced sinusoidal current sources, and system “B” represents the load 

side with its voltage sources containing harmonic components. Moreover, it is as-

sumed that there is no zero-sequence current. The voltages on the current sources are 

given by VSa, VSb, and VSc. The basic series active filter voltages are synthesized by 

three single-phase inverters with a common dc-bus capacitor. The reference voltage 

for these inverters is calculated by the “active filter controller” shown in Fig. 1. 

 

 

Fig. 2. Single-phase detailed circuit of the voltage source PWM inverter (VSI) 

In Fig. 2, the inductance Lr and capacitance Cr in this circuit form a small-rated 

passive filter to suppress switching ripples generated by PWM [1]. 

3   Control Methods 

Control strategy is the heart of the APF and is implemented in three stages. In the first 

stage, the essential voltage and current signals are sensed using power transformers, 

Hall-effect sensors, and isolation amplifiers to gather accurate system information. In 

the second stage, compensating commands in terms of current or voltage levels are 

derived based on control methods and APF configurations. In the third stage of con-

trol, the gating signals for the solid-state devices of the APF are generated using 

PWM, hysteresis, sliding-mode, or fuzzy-logic-based control techniques. The control 

of the APF’s is realized using discrete analog and digital devices or advanced microe-

lectronic devices, such as single-chip microcomputers, DSP’s, etc. [5]. 

3.1   Filter-Based Method 

Filter-based method is a control method of the APF’s in the time domain. Several 

control methods in the time domain have been developed. One of them is a synchro-

nous d-q reference frame method. Its algorithm relies on the Park transformations to 

transform the three-phase system from a stationary reference frame into synchronously 

rotating direct, quadrature and zero-sequence components. These can easily be ana-

lysed since the fundamental-frequency component is transformed into DC quantities. 

The active and reactive components of the system are represented by the direct (d-

axis) and quadrature (q-axis) components, respectively. The high-order harmonics still 

remain in the signal; however they are modulated at different frequencies. 
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These are the undesired components to be eliminated from the system and they repre-

sent the reference harmonic current. The system is very stable since the controller 

deals mainly with DC quantities. The computation is instantaneous but incurs time 

delays in filtering the DC quantities. This method is applicable only to three-phase 

systems [3], [4]. 
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Fig. 3. Synchronous d-q reference frame method with low-pass filter 

3.2   Frequency-Domain Method 

Frequency-domain approaches are suitable for both single- and three-phase systems. 

They are mainly derived from the conventional Fourier analysis. Using fast Fourier 

transforms (FFT), the harmonic current can be reconstructed by eliminating the fun-

damental component from the transformed current signal and then the inverse trans-

form is applied to obtain a time-domain signal. The main disadvantage of this system 

is the accompanying time delay. This technique needs to take samples of one complete 

cycle to generate the Fourier coefficients and it is therefore suitable for slowly varying 

load conditions [3], [4]. 
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Fig. 4. FFT method 

3.3   Comparative Method 

The principle of this method is quite simple. An ideal sine wave is generated by DSP 

and synchronized with the source side. The desired sine wave voltage is then com-

pared with the measured source voltage. Compensating commands are therefore de-

rived [4]. 
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Fig. 5. Comparative method 

4   Simulation 

Series active power filter (SAPF) has been simulated using MATLAB/Simulink soft-

ware. In this simulation, the source voltage VSa contains the following harmonics: 

fundamental 230V/50Hz, 20% of 3rd harmonic, 10% of 5th harmonic, 5% of 7th 

harmonic, 2% of 11th harmonic. 

 

 

Fig. 6. Waveforms of voltages in Fig. 1 

 

Fig. 7. Application of unipolar PWM 
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Fig. 6 depicts voltage waveforms of the deformed source voltage VSa, the load volt-

age Va and the compensating voltage VCa in the a-phase. Fig. 7 shows the application 

of unipolar PWM to generate compensating voltage VCa. Small-rated passive LC filter 

have to be included in every phase to suppress switching ripples generated by PWM. 

This matter is related to Fig. 2. 

5   Conclusion 

The above mentioned control methods have been presented in [4]. The experimental 

and simulated results have proved that the comparative method is more convenient for 

controlling SAPF than filter-based or frequency-domain method. Comparative algo-

rithm ensures low time delay as well as low total harmonic distortion (THD). 

Essential task for correct operation of SAPF is the design of the small-rated LC fil-

ter eliminating switching ripples generated by PWM. Hence, LC filter determines 

switching PWM frequency. 
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Abstract. This paper deals with an implementation of control units in the pure 
Electric vehicle, which has two independent voltage inverters and induction 
motors. The unit is equipped with Freescale DSC 56F8037. Each control unit 
drive own inverter and motor with using vector control algorithm with 
conception of current model. Computing structures from Freescale’s motor 
control library are used in this algorithm with combination of fractional 
numbers implementation. Important part of whole system is data interchange 
between units, which is solved by CAN bus. 

1   Conception of Electric Vehicle 

Electric vehicle (EV) has two electric motors, where each has own inverter and 
control unit (CU). Each motor is 6 poles induction motor with rated power of 5,5 kW 
and maximum power of 16,5 kW. Rated torque is 55 Nm at speed of 950 rpm. The 
battery pack is created by LiFePo batteries which total voltage amount is 336 V. 
Arrangement of this EV can be seen on Fig. 1. 

1.1 The control unit 

DSC 56F8037 has been chosen due to its price, performances, quality and intuitive 
software supplied by manufacturer. Hybrid core of this DSC combines the 
Microcontroller unit (MCU) and the Digital signal processing unit (DSP) both based 
on 16 bits architecture. The DSC has internal relaxation oscillator, which makes 
possible to use frequency of 32 MHz. With one 1x instructions it has computing. The 
signals from DSC are converted and adapted, because the 56F8037 work only with 
3,3V voltage. Unit’s has implemented following blocks: 

� Adaptation for A/D, 
� Adaptation for D/A, 
� Block of communication, 
� Adaptation of PWM, 
� Block of supply. 

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2011, pp. 184–189.
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Fig. 1. Electric vehicle arrangement 

1.2   Voltage Inverter 

There is classic voltage inverter used. IGBT modules with ratings of 600V/200A have 
been chosen as main parts. Current transducers on each phase are integrated for using 
in various control algorithms. 
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1.3   Vector control algorithm 

Conception, where the vector of stator current is decomposed into two perpendicular 
components in oriented coordinates, has been selected. The method of the current 
model is used to evaluate oriented values. 

 

 

Fig. 2. Vector of stator current decomposition in oriented coordinates. 

Stator system coordinates [α,β] and [x, y] are oriented system coordinates which real 
component is toward the rotor vector flux linkage ψ2 can be seen on Fig. 2. Oriented 
system rotates with radial speed ωim. Component i1x represents magnetization of IM 
and i1y represents torque of the machine [1].   
Calculation of system coordinates [x, y] is represented by following relations [1]: 

yx jii 11 +=
O

1
i  (1) 

mmxm ii ==
O

i  (2) 

yx juu 11 +=
O
1u

  (3) 

Block scheme of whole vector control algorithm can be seen on Fig. 4. Method of the 
current model is used in evaluation of oriented value block (EOVB). This solution can 
be seen on Fig. 3. 

 

 

Fig. 3.  Current model used in EOVB. 
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Fig. 4. Vector control of the IM in oriented system coordinates. 

All structures have been created with help of Motor Control Library supplied by 
Freescale. This library is well debugged library with standard functions used in motor 
control area. In addition, fractional arithmetic is implemented. Signed 16 bits 
fractional numbers have range from -1 to 0,99997. Where number is represented as: 

32768
16

16
S

F

X
X =  (11) 

Where XF16 is signed 16 bits fractional number representation and XS16 is signed 16 
bits integer number. 

2   Unit’s communication  

Very important part of whole system is communication between CUs. This 
communication can serve, for example, for exchange following data: 

� Speed of rotor shaft, 
� Torque current component of IM, 
� Error state of IM, 
� Error state of inverter. 
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2.1   Can BUS 

CAN Bus serves for communication between unit’s. This bus is widely used in 
vehicles, where all control parts of the vehicle are connected to this bus. DSC 
56F8037 has implemented MSCAN, which offers [2]: 

� CAN protocol–Version 2.0 A/B, 
� Programmable bit rate up to 1 Mbps, 
� Standard and extended data frames, 
� 0-to-8 bytes data length. 

Communication with CAN bus is realized with using various type of communication 
frames of programmable length [3]. It is multimaster bus type with arbitration, so 
when is bus free any unit can start transmitting. It supports error detecting too. 

2.2   Data interchange process 

Master-Slave configuration is very advantageous in this application, because offer 
simplicity of data interchange. One unit is selected as Master and second as Slave. 
Master will do main computations and decisions in coherence with control algorithm 
computations. Slave will only send the data to master and do control algorithm 
computations. Data interchange is in following of Fig. 5. 

 

Fig. 5. Data interchange between units in Master-Slave configuration 

3   Conclusion 

Presented configuration can be used in electric vehicle with two independent IM and 
inverters with their control units. Used communication can lead to research in 
electronic differential. One disadvantage of Master-Slave configuration we see in the 
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data processing and evaluate commands by only Master, but only two CUs are needed 
in comparison with alone master unit configuration. 
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Abstract: This paper shows identification procedure selected 
parameters of synchronous machines with permanent magnet for 
optimization purposes. There is shown the steps of identification by 
analytical calculation, measurement, and also using the finite element 
method. There is also analysis of the magnetic induction in the air 
gap using FEM.

Keywords: synchronous machine, measurement, calculation, FEM, 
analysis, permanent, magnet, identification, parameters.

1 Introduction

Electrical machinery belongs to a group demanding disciplines of electrical 
engineering and  are known are more than 100 years. Their theory was first written 
sometime around 1910 and so far the only rare exceptions, has not changed. 
Calculation methods are more precise, as well as calculations of cooling, ventilation 
calculations, mechanical calculations, and even machine parts. Using quality 
materials (particularly insulation), the performance of machines increase.

Not only at home but also abroad with both universities and private companies 
engaged in the improvement of various electric machines, especially the modern ones. 
In modern electric machine can be regarded as a synchronous machine with 
permanent magnet. Its use in practice gradually expanded and applied to the various 
electrical drives (trams, electric locomotives, etc.), among others, has a significant 
role in wind power as a synchronous generator with permanent magnet.

Before you start any engine optimization, you first need to understand its 
behavior in various configurations, and then find a possible way of optimizing. Can 
not only optimize the efficiency, which is very popular, but also as torque ripple or 
induced voltage. Very useful tool for optimization of electrical machines are used 
principally programs based on finite element method (FEM). Used as the 2D version, 
and the 3D version.
The actual work is concerned with optimization of synchronous machine with PM. In 
the first year of study I did identify the parameters of the replacement scheme 
(calculations, measurements, FEM) and also used the magnetostatic analysis in 
programming environments Ansys Workbench for the analysis of 3D magnetic 
circuit.

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2011, pp. 190–195.
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2 Analysis of Synchronous machine with PM

Analysis of electrical machines means to perform an analysis of its properties, 
ranging from analysis of parameters replacement scheme (Fig. 1). The analysis using 
analytical calculations, measurements, simulations and simulation programming 
languages, and more recently finite element method (FEM). Investigated engine is 
analyzed in the axis d and also in the axis q, because it has either expressed poles, or a 
magnet placed in the iron rotor (IPMS - Interior Permanent Magnet Synchronous 
Motor). Label real machines, including additional analysis of data in the following
table (Tab. 1), while for obtaining the remaining data on the label usually are not 
trying to dismantle the machine thoroughly and measure the dimensions of magnetic 
circuit, including the size of the groove, count the number of wires in the groove etc.

Fig. 1 - Equivalent circuit IPMS with fully internally stored magnets on the axis d and q

Tab. 1 - The label machines, including additional analysis of data identified

Un 400 V Rated voltage
In 8,3 A Rated current

Y involvement
fn 36 Hz nominal frequency
nn 360 1/min Rated speed
Qs 48 The total number of slots

Q 45
The total number 
of slots containing windings

q 1,25 Number of slots per pole and phase for Q
2p 12 number of poles
Ns 420 Number of turns of stator windings
li 0,14 m Active length of iron
δ 0,8 mm Air gap length
d 0,146 m Outer rotor diameter
D 0,22 m Outer diameter of stator
hM 4,4 mm magnet height
wM 32,5 mm Width of magnet
lM 0,135 mm Length of magnet
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2.1 Analytical calculation

The analytical calculations can determine the following parameters: stator 
resistence Rs, leakage inductance Lσs, magnetizing inductance Lμd and Lμq, and while 
here I present only the final calculations. In fact, the analytical calculation is much 
more extensive. Were used known relations of the theory and construction of electric 
machines:
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2.2 Identification of the parameters measured

For the stator winding resistance measurement is appropriate to use the VA 
method. Each phase was measured separately. Measurements took place at a 
temperature t = 28°C. The median value of stator resistance Rs converted to 20°C is 
Rs20 = 3,93 Ω and at 75°C is converted to a value Rs75 = 4,78 Ω.

Leakage reactance of stator winding Xσs (inductance Lσs) can be measured using a 
method based on the general theory of electrical machines. Based on this theory it is 
possible to deduce that the non-rotating reactance X0 = Xσs  (Fig. 2).

Fig. 2 - Circuit diagram for measuring non-rotating reactance IPMS
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During the measurement of the rotor was braked, for power supply was used single-
phase autotransformer. From the measured data of voltage U0 and current I0 can then 
calculate the leakage inductance by the relation

f

R
I

U

L
s

s 












 2

3 2
2

0

0

                (6)

The following table (Tab. 2) shows the measured and calculated values, where has the 
motor measured  stator leakage inductance Lσs = 0,02897 H.

Tab. 2 - Measured and calculated values from measurement Lσs

When measuring the magnetizing inductance following the procedure, which is 
proved in [1]. In primarily on instead of AC in Figure 3a join DC source. Rotor 
synchronous machine is, aligns "with the axis. In this position, the rotor is braked 
SMPM (locks) to stayed be throughout this measurement in this particular position. 
Then perform the measurement in figure 3a.

Fig. 3a, b - Schematic diagram for measuring Lμd and Lμd

When investigating magnetizing inductance on the axis q is needed to implement 
according to diagram in fig. 3b. For measured parameters are needed oscilloscope, 
which displays the voltage and current and measuring instruments - ammeter, 
voltmeter. In the first phase corresponded to the measurement diagram in fig. 3a. The 
measured phase A was Ua = 142 V and current to phase A was Ia = 6,8 A . The 
oscilloscope was then determined by the phase shift between voltage and current, 
which was Δt = 3,88 ms, at a frequency 50 Hz which means voltage phase φ = 70°. 
Lμd then will
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The following connection shown in Fig. 3b. Voltage phase B was Ub = 127,1 V
and current was Ib = 3,95 A. Oscilloscope todetermine the shift between voltage and 
current that was Δt = 4,5 ms. This shift corresponds to the angle φ = 81°. Lμq then will
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2.3 Analysis of machine parameters using FEM

Magnetizing inductance Lμd and Lμq can be easily analyzed using FEM. The 
following figures show the cross section of a synchronous machine with permanent 
magnets and on the axis d and q (Fig. 4a, b). Fig. 5a, b show the spatial distribution of 
magnetic induction Bδ in the air gap SMPM. The analysis was carried out in the 
FEMM 2D.

Fig. 4a, b - cross-section of synchronous machines with PM on the axis d and q

Fig. 5a, b - Spatial distribution of magnetic induction in the middle of the air gap on the axis d 
and q

Subsequently, on the program Ansys Workbench was constructed 3D model and 
solved in idle state for the purpose of analysis of a magnetic circuit.
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Fig. 6 - Status idle (3D model)

3    Conclusion

Parameters of the measurements obtained will be used in simulations to detect 
transient and steady states during operation SMPM. It will also serve as a reference to 
compare values when creating the different topology SMPM. From 3D model is also 
evident that the magnetic circuit could be better utilized.
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Abstract. This paper describes the simulation procedure of sensorless control 
of induction machine using injection of high-frequency voltage signal. In sever-
al chapters, the description and design simulation control method is gradually 
introduced to a reader. The first two chapters deal with 
formation and classification of injection methods. Remaining chapters describe 
sensorless control with high-frequency signal injection method. 

1   Introduction 

Induction motor without speed sensor on the shaft does not cost much and ensures 
high reliableness. We have gained information of speed induction motor from meas-
ured stator voltage and currents in motor terminals. Injection methods have been de-
veloped not only for synchronous motor, but also for asynchronous motor. There exist 
two methods for injection of signals with asynchronous motors: 

 
→ injection of auxiliary high-frequency signals 
→ voltage testing impulses injection 

 
Both methods follow specific motor anisotropy either to estimate the saturation 

magnetic flux or asymmetry of the folding rotor. 

2   Distribution of injection method 

As it is known, there are phenomena in the induction motor (asymmetry caused by 
saturation of magnetic cores, motor asymmetry caused by grooves, etc.) that are di-
rectly related to the position of the magnetic flux or rotor position. The main differ-
ence is the way of obtaining variable from the motor, so that we can use them for the 
estimation. All methods use some form of voltage or current signal injection. Accord-
ing to the type of injection, the methods can be divided into: 

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2011, pp. 196–200.
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→ periodic signal injection 
- synchronous pulsating signal injection  
- high-frequency signal injection 
- injection of synchronously pulsating high-frequency signal 

 
→ discrete voltage pulses injection 

- INFORM 
- pulse injection test, so-called zero-sequence voltage 
- pulse injection test, so-called zero-sequence current 

 
The injection of discrete voltage pulses includes the use of switching inverter; we do 
not add any additional injected signal.  

3  Voltage signal injection method 

In figure 1 we can see the principle of injection of voltage signals. When injecting, 
symmetrical three-phase auxiliary voltage signal is used. The signal is modulated to 
the basic power supply. Frequency and amplitude of voltage signal must be chosen so 
that the problem with removing of the fundamental frequency in derivation of higher 
frequency current will not occur. Amplitude must be chosen so as not to influence the 
motor activity itself. 
 

_
s
s iu

_
s
s refi

_
s
s ii

_
s
s refu _ _

s
s i refu

_
s
s Fi s

si

 
 

Figure 1: Voltage signal injection 

4   Model of induction motor  

The model of induction motor at higher frequencies can be derived from the motor 
voltage equations in the stator reference frame [α, β]: 
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Total stator and rotor inductances LS, LR are defined as follows: 
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Decrease in stator and rotor resistance RS, RR at higher frequencies can be neglected. 
For a constant angle frequency of the injected signal ωi, we can write the following 
equation: 
 

 ( )( )0 i iS S
i m h S R Rj L Lω ω≅ − +  (4) 

 ( ) ( )0 0i iS S
i m h S R R      L Lω ω− ≠ ⇒ + =  (5) 

 i iS Sh
R S

R

L

L
≅ u iS S

S i S Sj L σω≅  (6) 

 
If there is a magnetic asymmetry in induction motor depended on the position of the 
rotor, stator leakage inductance is not constant and it can be defined as a functional 
dependence on the position of the rotor. In the stator reference system [α, β] it can be 
expressed by the equation: 
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5   High-frequency signal injection 

The voltage signal with a higher angular frequency ωi and constant amplitude Ui can 
be defined as follow: 
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If the induction motor is of asymmetrical leakage inductance, it will be excited with 
injected voltage signal, the injected current will be through motor stator, and this in-
jected current can be defined as follows:  
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High-frequency injected current contains two basic components. Ii_p (positive compo-
nent which does not contain information of rotor position) and Ii_n (negative compo-
nent which includes information of motor position).  

6   Implementation of the injection method 
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Figure 2: Implementation of the injection method to control structure. 
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Figure 2 shows the implementation of the injection method to control structure. Aux-
iliary voltage (injection) is added to the base voltage. The frequency inverter must be 
able to produce the injected signal with higher frequencies, which results in increased 
losses in the inverter and also in the induction motor. If we use the injection method to 
control the entire speed range, there is a reduction in motor speed. Therefore, this 
method can be used to control low motor speed. To determine the current with higher 
frequency and to obtain information of rotor position, so-called “synchronous filter” 
was used. Its activity is based on equation (9) and (11).  

7   Conclusion 

Main purpose of the article was to present high-frequency injection method for induc-
tion motor and its implementation in the control structure. In each chapter I try to 
describe the basic parts (blocks) that are associated with this proceeding. 
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Abstract. This article deals with the PROFIBUS communication and its 
possibilities of connection to the DSC TMS320F28335. At first is presented the 
ISO/OSI model, subsequently is analyzed the basic properties of the 
PROFIBUS including the most often used applications. Then is explained the 
principle and communication settings for DSC TMS320F28335 through the 
SCI interface. At the end of this article is outlined possible hardware 
implementation. It consists mainly in adapting the appropriate voltage levels for 
connection to the PROFIBUS fieldbus. In practice is most often used for this 
purpose as a transmitter integrated circuit from one of a number of 
manufactures. 

Keywords: PROFIBUS, ISO/OSI model, DSC, SCI. 

1 Introduction 

The tendency toward decentralized automation is strongly influencing the technical 
development of the 90s. Modern microelectronics offers developers of technical 
information systems nearly unlimited possibilities in the realization of innovative 
products. The availability of higher performance at relatively low costs enables 
automation functions to be realized beyond the domain of the central processing unit, 
for example in machines, converters, aggregates, sensors and actuators. 

 

1.1 The ISO/OSI model 

Modern communication systems are designed according to the International 
Organization for Standardization (ISO)/OSI reference model (ISO 7498) which 
structures the communication functionality into 7 layers (Figure 1). Each layer 
extends over the whole communication system and determines a layer-specific 
protocol that is agreed upon by the systems devices. Services are provided at the 
interface to the next higher level. With these services the user has a transparent 
communication system. Which allow simple and efficient data transfer between 
stations. A transparent communication system means, that the message transmitted 
over this system are neither disorted or otherwise modified. 
 The entire communications process is partitioned into a hierarchy of 7 layers to be 
traversed one by one the message either top down or vice versa during the 
communication. Every layer provides services to the next higher layer and in turn 

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2011, pp. 201–206.
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uses services of the next lower layer to execute its tasks. Thus, within one station, 
each layer exchanges information only with adjacent layers. 
 
 
 
 
 
 
 
 
 

 

 

 

 

 

 

 

 

 

 

 

Figure 1 The ISO/OSI basic reference model 

2 PROFIBUS 

Industrial Profibus (Process Field Bus) is designed for the automation of production 
lines (automotive, filling lines, storage systems), for home automation (air 
conditioning, heating), for process automation (chemical and petrochemical industry, 
paper industry, sewage treatment plants), production management and energy 
distribution. The history of using this successful bus for industrial began in fact in 
1987 when the company Bosch, Klöckner & Möller, Siemens submit a project 
Profibus of German government. This concept for automation of discrete and 
continuous production supported the project and member organizations of the Central 
Association of German Electrical Industry (Zentralverband Elektrotechnik und 
Elektronikindustrie - ZVEI). Actual association of persons interested in the bus 
(Profibus Nutzerorganisation) was founded in November 1989 and has since grown 
into the largest association (Profibus International) in the fieldbus. 
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2.1 Architecture of PROFIBUS 

PROFIBUS standard, as was already mentioned in the introduction, based on the 
ISO/OSI model. Because of the time optimization of this model defines only the 
physical layer, line, and application (see Figure 1). Currently there are three variants 
of industrial Profibus, each of which is designed for specific use. 
 
PROFIBUS DP (Decentralized Periphery) 

This is the simplest and most common variant of PROFIBUS. It is used as a sensor 
bus. It is designed for quick communication master-slave. It is particularly suitable for 
rapid transmission of signals from the process with decentralized peripherals and 
remote I/O units. Communication medium is either twisted pair (standard RS-485), or 
optical fiber at speeds up to 12 Mbits / s. 

 
PROFIBUS FMS (Fieldbus Massage System)  

It belongs to a group of fieldbus. It offers a communication standard for 
communication in a heterogeneous environment with a large set of services for 
working with data, programs, and alarms. Communication medium is similar to the 
DP variant Profubus either twisted pair (standard RS-485), or optical fiber, but the 
speed is already lower. 

 
PROFIBUS PA (Process Automation)  

It belongs to a group of Fieldbus. It uses an extended standard PROFIBUS DP is 
used to control slow process especially in hazardous environments, is responsible for 
intrinsic safety. In order to use the network in this environment, it is also used for 
special physical layer - the current loop according to the standard IEC 1158-2 
communicating a constant speed of 31,25 kbit/s. 

2.2 Transmission technology 

RS-485 (high speed – H2)  
As physical media is used shielded twisted pair cable. In this variant is used 

encoding type NRZ (Non Return to Zero). To transfer the character encoding used 11 
b-bit type UART (Universal Asynchronous Receiver Transmitter) with one start bit, 
one stop bit, 8 information bits and one parity bit (even parity) according to DIN 
19244. Total 32 stations can be connected in one segment, but a total of 127 stations 
all together. Maximum length PROFIBUS ranges from 100 m (at a transmission 
speed of 12 Mbit/s) up to 1200 m (at a transmission speed of 9,6 kbit/s) depending on 
the choice of transmission speed. Using repeaters can this length extended be up to 10 
km. 

 
Transmission 
rate[kbit/s] 

9,6  19,2 45,45 93,75 187,5 500 1500 3000,6000,12000 

Length[m] 1200 1200 1200 1200 1000 400 200 100 
 

Table 1 PROFIBUS transmission rate depending on the length of line 
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Optical fiber - PROFIBUS DP/FMS  

Nowadays, used both glass fiber (up to 2 km), and inexpensive plastic optical fiber 
(length up to 50 m). These optical fibers are now available as special connectors with 
integrated converter RS-485 to the optical interface and vice versa, which makes it 
easy to combine copper and fiber distribution in a network. 

3 SCI interface on DSC TMS320F28335 

Connection between the DSC (Digital Signal Controller) and PROFIBUS is 
implemented by the DSC via SCI Interface. The devices include three Serial 
Communications Interface (SCI) modules. The SCI modules support digital 
communications between the CPU and other asynchronous peripherals that use the 
standard non-return-to-zero (NRZ) format. The SCI receiver and transmitter are 
double-buffered, and each has its own separate enable and interrupt bit. Both can be 
operated independently or simultaneously in the full-duplex mode. To ensure data 
integrity, the SCI checks received data for break detection, parity, overrun, and 
framing errors. The bit rate is programmable to over 65000 different speeds through a 
16-bit baud-select register.  
Features of each SCI module include: 
• Two external pins: 
– SCITXD: SCI transmit-output pin, 
– SCIRXD: SCI receive-input pin. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

Figure 2 Serial Communication Interface (SCI) block diagram 
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4 Communication DSC with PROFIBUS 

To adjust the voltage levels are in practice usually using transmitters in the form of 
integrated circuits, which offers many different manufacturers. One of these circuits 
can be as LTC485. The LTC485 is a low power differential bus/line transceiver 
designed for multipoint data transmission standard RS-485 applications with extended 
common-mode range (12V to - 7V). Typical application wiring of this circuit is 
shown in Figure 3. 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3 Circuit diagram of typical application 

 
 

Figure 4 gives a block diagram of the DSC circuit TLC485. This connection is 
realized by the CPU via the SCI interface UART protocol. TLC485 integrated circuit 
provides voltage adjustment for standard RS-485. 
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Figure 4 Block diagram of communication DSC and PROFIBUS 

5 Conclusion  

This article summarizes the basic information on the PROFIBUS including the 
ISO/OSI basic reference model. As were it provides information on options and 
settings DSC TMS320F28335 for communication through the SCI interface. 
Subsequently, was outlined the possibility of interconnection between DSC and 
PROFIBUS using integrated circuit LTC485. This conception shows possible way of 
technology implementation for the ENET project. ENET will be solved by the 
Department of Electronics. The above mentioned matters will be solved by the author 
of this article. Practical results will be realized and presented later due to timetable of 
the project. 
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Abstract. The purpose of this paper is to generally present possibilities of the 
current conveyor use in the well-known active electronic circuits. Current 
conveyors are able to substitute all known active elements. This claim is 
supported by the fact, that four basic functional block structures can be realized 
by use of current conveyors - voltage-controlled voltage source, voltage-
controlled current source, current-controlled current source and current-
controlled voltage source. The paper presents particular example of use of 
functional block structure with current conveyors in Wien bridge oscillator, 
where it successfully substitutes operational amplifier on the place of active 
element. Both theoretical formulae and design description are given. Finally, 
OrCAD PSpice simulation results are presented.   

Keywords: current conveyor, functional block structure, Wien bridge oscillator 

1 Introduction 

Currently, current conveyor is already well-known active element. The first 
generation current conveyor (CCI) was introduced in 1968 [1]. However, the 
electronic industry did not require wider expansion of more current conveyor 
variations and their wider application in commercially produced electronic circuits 
and devices.  

Second generation current conveyor (CCII) has received the greatest attention of 
the three existing current conveyor generations ever [2], particularly non-inverting 
positive second generation current conveyor (CCII+). It also remains the only 
available current conveyor variation, not counting the universal current conveyor 
(UCC) [3].  

The number of advantages of this active element dominates over disadvantages. 
Positive properties of current conveyor include low voltage supply, wide frequency 
range, improved noise immunity, improved circuit dynamics and especially easy 
integrability of the resulting circuit structures using these elements. The last point 
comes from the fact that the principle and internal structure of current conveyor are 
relatively simple. Therefore the design of many modern active elements is based on 
the current conveyor internal structure and directly or indirectly derived from it. Let 
us mention for example current feedback amplifier (CFA), whose concept is based 
right on the current conveyor structure [4].  

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2011, pp. 207–212.
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The paper tries to theoretically verify the versatility of block structures with 
current conveyors and their application in electronic circuits on place of standard 
applied active elements. 

2 Principle and Variations of Current Conveyors   

General three-port and four-port current conveyor belong to best-known and most 
used current conveyors (especially in theory). Three-port current conveyor can be 
found even in real form. Some circuit structures of sophisticated integrated circuits 
include variation of current conveyor CCII+ as a part of complex circuit. CCII+ input 
and output terminals are terminated in a limited number of these integrated circuits, so 
current conveyor block can be practically used. Four-port current conveyor can be 
currently implemented only using the UCC [3]. However, UCC is still not yet 
commercially available and it is not sure, if ever UCC will be produced commercially 
in the future. Schematic symbol of general three-port current conveyor is shown in 
Fig. 1a, schematic symbol of general four-port current conveyor is shown in Fig. 1b. 

 

 
Fig. 1. Schematic symbol of general a) three-port b) four-port current conveyor 

 
Terminals labeled X represent current inputs, terminals Y are voltage inputs. 

Terminals Z represent current outputs with positive or negative transfer of current 
from terminal X [5]. In a case of general current conveyor, voltage is also conveyed 
from terminal Y to terminal X. Selected current conveyor generations (specifically 
CCI and CCII) moreover convey current from terminal X to terminal Y [4]. These 
relations can be simply expressed by equations: 
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These transfers are referred to the coefficients a, b, c in the technical literature. 

Specifically, aK
YXU = , bK

XYI = , cK
XZI = . The coefficients becomes ideally values 

of a={-1,1}, b={-1,0,1}, c = {-1,1}, but they may differ from these values  in practice. 
The coefficients a, b, c figure in the current conveyor definitional equations. For 
general three-port current conveyor they have the form: 

 
YX uau ⋅=  ,  XY ibi ⋅=  ,  XZ ici ⋅=  . (2a,b,c) 
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Specific values of the coefficients in the equations stated above directly define 
the current conveyor variation according to the following rules [6]. If the coefficient 
a=1, it is a non-inverting current conveyor. However, if coefficient a will take value -
1, it is an inverting current conveyor.  

Coefficient b sets generation of current conveyor. The first generation current 
conveyors take coefficient value b=1. The second generation current conveyor is 
defined by coefficient value b=0. The third generation current conveyors take 
coefficient value b=-1. 

Coefficient c determines, if it will be a positive or a negative current conveyor. If 
the coefficient value c equals 1, it is a positive current conveyor. On the other hand, 
when c=-1, it is a negative current conveyor. Overview of three-port current conveyor 
variations is clearly presented in Tab. 1 [6]. 

 
Table 1. Current conveyor variations depending on the coefficients a, b, c 

 
  COEFFICIENTS 
CONVEYOR TYPE a b c 

CCI+ 1 1 1 
CCI- 1 1 -1 
CCII+ 1 0 1 
CCII- 1 0 -1 
CCIII+ 1 -1 1 
CCIII- 1 -1 -1 
ICCI+ -1 1 1 
ICCI- -1 1 -1 
ICCII+ -1 0 1 
ICCII- -1 0 -1 
ICCIII+ -1 -1 1 
ICCIII- -1 -1 -1 

  
 

3 Functional Block Structures with Current Conveyors 
 
As stated above, current conveyors can be considered as universal elements. This 

claim stems from the fact, that four basic active functional block structures can be 
implemented by using current conveyors, as described in [4]. These four basic 
functional block structures theoretically allow to substitute the basic types of active 
elements in electronic circuits. This fact is supported by the idea, that all existing 
active elements can be basically divided into four main groups, namely: 

• voltage-controlled voltage source,  
• voltage-controlled current source,  
• current-controlled current source, 
• current-controlled voltage source. 

These four groups of active elements are identical with possible functional block 
structures realizable using current conveyors. For this reason, current conveyors can 
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be considered as universal elements and it is possible to implement all of these types 
of active elements by using current conveyors [4]. 

The functional block structure belonging to voltage-controlled voltage source is 
shown in Fig. 2. This functional block structure is able to substitute operational 
amplifier, because this active element is also generally classified as voltage-controlled 
voltage source. 

 
 

Fig. 2. Functional block structure corresponding to voltage-controlled voltage source 
 

Input terminals of structure Y1 and Y2 represent the inverting and non-inverting 
voltage inputs. Terminal Z2 represents output and Z1 have to be grounded [4]. Output 
signal then flows through voltage follower - a voltage amplifier with unit gain. 
Resistor RG defines a total gain of functional block structure. It is evident from 
formula (3). ZT is transimpedance, Ud is input differential voltage between inverting 
and non-inverting terminal and U0 is output voltage of functional block structure [4].  
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The structure is constructed from CCII+, which is the only commercially 

available variation of current conveyor. It offers the possibility of practical realization 
and subsequent application in electronic circuits.  

4 Proposed Wien Bridge Oscillator using Current Conveyors 

There was used well-known circuit of Wien bridge oscillator to verify the theory 
stated above. There was used functional block structure using two CCII+ described in 
the previous chapter as the active element in the circuit structure of the oscillator. The 
structure practically only substitutes an operational amplifier in the circuit. The 
resulting circuit solution is shown in Fig. 3. 

Resistors R and capacitors C shown in schematic diagram make up own circuit of 
Wien bridge. It is known, that Wien bridge has transfer value 1/3. It is possible to 
define the frequency of the output signal by suitable choice of passive element values. 
Circuit connection of resistors R1, R2 with an active element make up the non-
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inverting amplifier. The amplifier has to amplify with gain least 3 to compensate the 
attenuation of Wien bridge [7]. Calculation of passive element values was performed 
according to the basic equations: 
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Fig. 3. Wien bridge oscillator using functional block structure with current conveyors 
 
There was chosen the output signal frequency 1MHz for final solution of Wien 

bridge oscillator using functional block structure with current conveyors. There were 
given the values of passive elements R=3.3kΩ, C=47pF, R1=5kΩ and R2=1kΩ 
according to the equations stated above. 

 

 
Fig. 4. Output response of Wien bridge oscillator with CCII+ 
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OrCAD PSpice simulation was performed to verify the behavior of the resulting 
solution of oscillator. The final oscillator output signal response is shown in Fig. 4. 
There was not added the amplitude stabilizer to the complex circuit solution, therefore 
output signal amplitude is not stable. However, the output signal response clearly 
shows the emergence of oscillations that have the frequency value of 1MHz. 

 
5 Conclusion 

The modest paper tries to describe basic application possibilities of current 
conveyors and to demonstrate their possible universal use. There was chosen one of 
four functional block structures representing the voltage-controlled voltage source as 
an example. The structure was subsequently used in the circuit of Wien bridge 
oscillator on the place of active element, where it successfully substituted the 
operational amplifier. Functional block structures using current conveyors bring many 
advantages. One of the many is the fact, that the resulting circuits can be used at 
higher frequencies. In our case, there was demonstratively chosen frequency value of 
1MHz. Another advantage is the low voltage supply of current conveyors.  

On the other hand, low commercial availability belongs to disadvantages of 
current conveyors. However, there can be realized a number of interesting circuit 
solutions using only CCII+, because four basic active functional block structure can 
be assembled. Therefore, this variation of current conveyor can be considered as 
universal. 
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Abstract. This paper deals with a comparison of digital and analog filters and 
digital filter implementation to DSP. In this paper is also solved design of 
digital filters, their behavior and their applications. Digital filters are 
investigated in simulations as well as implemented in DSP. For DSP there is a 
time of execution studied.  

Key words: digital filter, FIR, IIR, DSP, TMS320f2812, matlab. 

1 Introduction 

Today we are more frequently using digital processing to problems, which were 
solved by analog technology. It is because there is big expansion of digital 
technologies. In these applications, the analog solution is even simple then the digital 
one. However, digitally we can solve this on current device without other additional 
elements.  
In these days of miniaturization the producers more like use current hardware (digital) 
to perform as much as possible functions by one piece of hardware (processor, FPGA 
... ). Digital filter is one of the elementary applications for these systems. 

2 Digital filters 

Digital filter is an algorithm or electronic circuit, which converts the frequency 
spectrum of input. It can be realized by special circuit or by the software. Digital filter 
must be able to calculate the convolution algorithm in between two input samples. 
 
There are the elementary parts of digital filters: 
a)sum, b)gain, c) unit delay. 

 
 

Fig. 1.  Digital filter parts 
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There are high precision, easy simulation and design, possibility of adaptive filtration 
and no drift as advantages of digital filters.  
The disadvantages are high requirements to computing performance and it's 
impossible to use them for high frequencies. 
 
There are two basic digital filters classified by length of the impulse response.  

2.1 Finite impulse response filter (FIR) 

This type of digital filters does not contains feedback. It is nonrecursive filter. Its 
behavior is described by equation followed: 
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The structure of FIR looks like this: 
 

 
 

Fig. 2.  FIR filter structure 
 

2.2 Infinite impulse response filter (IIR) 

This filter needs unless one feedback loop for its function. It is a recursive filter. Filter 
order for IIR is much smaller then for FIR filters and that is the reason for their faster 
response.  
These filters are described by equation followed: 
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The structure of IIR can look like this: 
 

 
 

Fig. 3. IIR filter structure 

3 Digital filter design 

Digital filters are mostly designed by using the computer programs, which are created 
for this purpose. There is described design in matlab software cursorily. 
  
Generally, digital filter design proceeds in the following steps: 

• Filter type choice 
• Filter order choice 
• Requirements checking 

If the proposed filter does not comply, whole procedure is repeated for higher filter 
order. 
 
Basically the filter design is consists of two steps: 

• Definition of required frequency response 
• Calculation of the coefficients (calculating the impulse response from last 

step) it is a calculation of the inverse Fourier transform 
We can use the window functions too, it is used to suppress the oscillations. There are 
many possible window functions (such as Hamming, Hanning, Kaiser and other ).  

3.1 FIR filter design by Matlab 

If we need very quickly calculation of coefficients, we can use Matlab. This software 
contains function to quick design of any type of FIR filter. It is FIR1 command and it 
can calculate the coefficients for all of the most common filters. Such as high-pass, 
low-pass, band-pass a band-stop filters. 
It can also directly multiply coefficients by any window function what we need. 
 
The application of this function is below: 
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bn=fir1(FO,NF,'T',W) (3) 
 
The meaning of variables: 
bn … coefficients array 
FO …  filter order 
NF …  normalized frequency 
T  … type of the filter (high  for high-pass, low for low-pass, stop for band-stop) 
W  … type of the window function, if it is empty then hamming window will be 
used 
 
Example: 
There is an example for using this function for design the 50th. order of band-pass 
FIR filter with 3800Hz low cut frequency and 15400Hz high cut frequency. The 
coefficients are multiply by rectangular window. 
 

bn=fir1(50,[0.1725,0.7],rectwin(51)) 

 
 

Fig. 4.  Designed filter in matlab 

4 FIR filter implementation to TMS320F2812 

There is the digital signal processor TMS320F2812 used for demonstration of 
implementation. It is situated on the Spectrum Digital development kit. 
To this kit there is connected an additional board with DAC and analog signal 
conditioning (voltage adjustments to ±10V ).  
There are practically three possibilities to implement digital filter into the DSP. 

• Using C language for whole software 
• Using assembly language for whole software 
• Combine both 

The C language has one big advantage, and it is the speed how we are able to write 
whole program. But its big disadvantage is that we completely count on compiler. We 
can never know how it compile our program. Software written in C language always 
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run slower than the assembly one. If we want write whole program in assembly 
language, we need to know everything about the processor we used and final program 
will be very difficult to orient in it. The best possibility is to combine C and assembly 
language. The most of the program we can write in C and for time demanding 
function, we can use assembly language. The most advantage of DSPs is that it has 
some instructions designed just for these operations we need. Usually most of 
instructions consume only one cycle. 

4.1 FIR filter realization in C language 

FIR filter realization in C language is very simple. It consists only from one FOR 
cycle. 
 
vystup = 0; 
  for(i=0;i<(rad_filtru-1);i++) 
  { 
    vystup = vystup + (int16)(((int32)vzorky[j] * (int32)h_n[i])>>11); 
    j++; 
 if(j>(rad_filtru-1)) 
    { 
      j = 0; 
    } 

 
Variables meaning: 
vystup  … final result y(n) 
vzorky … array of  input samples  
h_n … array of coefficients 
i,j  …  other variables 
 
We need 1804 cycles to realize one sample of order 50 FIR filter.  

4.2 FIR filter realization in assembler 

FIR filter realization in assembly language looks like this: 
 
MOVW DP,#Xpointer ;   Load DP with page address of Xpointer 
MOVL XAR6,@Xpointer ;  Load XAR6 with current X pointer 
MOVL XAR7,#C ;   Load XAR7 with start address of C array 
MOV @AR1,#N ;   Load AR1 with size of data array N, 
SPM −4 ;    Set product shift mode to “>> 4” 
ZAPA ;     Zero ACC, P, OVC 
RPT #N−1 ;    Repeat next instruction N times 
||QMACL P,*AR6%++,*XAR7++ ; ACC = ACC + P >> 4, 
     ; P = (*AR6%++ * *XAR7++) >> 32 
ADDL ACC,P << PM ;   Final accumulate 
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MOVL @Xpointer,XAR6 ;   Store XAR6 into current X pointer 
MOVL @Sum,ACC ;   Store result into sum 
This is code for FIR filter by Texas Instruments.  
 
For the same filter we need only 61 cycles. This time is achieved by using the MAC 
instruction in software together with parallel processing of instructions. 

5 Conclusion 

As previously been said, each method has pros and cons as we can see, there are big 
differences in time we need to calculate one sample of output. In C code we need 
approximately 35 cycles per multiply one sample of input. Other way in assembly 
language, each instruction (even multiplication) needs only one cycle and that is the 
reason why it is so quick.  
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Fig. 5.  Designed filter in DSP 
 
Figure 5. shows real results for FIR filter implemented to DSP. It is the same filter as 
designed by matlab. The shapes of both characteristics are similar, only one 
difference is in signal attenuation. In real filter we computing with finite resolution 
which is under the resolution of matlab. This has a significant influence to final 
characteristic. 
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Abstract. The article deals with the simulation of indirect frequency converter. 
The frequency converter consists of a rectifier, where is the input current and 
voltage rectified. The voltage is  adjusted to desired values by  the inverter. 
Input and output circuits are isolated dc-link. In the created  simulations are 
used  calculations of effective and mean currents. These currents are load for 
the transistors and diodes three-phase inverter. By applying a special 
mathematical apparatus can be determined the loss in the inverter which are 
caused the current conduct and switching losses. 

Key words: frequency converters, matlab, inverter, power dissipation. 

1 Introduction 

As input power for asynchronous and synchronous motors with permanent magnets 
are most commonly used indirect frequency converters with dc-link voltage. The 
power part is consists of GTO thyristors, or IGBT transistors, which allows the use of 
high frequency switching converters. As a result of this, we can achieve the excellent 
static and dynamic properties.         [3] 
 
 
 
 
 
 
 
 

Fig. 1. Indirect frequency converter with dc-link voltage [4] 
 
 
The aim of this article is: 

• Calculation  mean and effective values of transistors and zero diode currents .  
Subsequently  define the losses caused by the current line (VA-characteristic 
is replaced by the "broken curve") 

• Calculation of switching losses 
• Determination of total losses 
• Simulation of power losses in the Matlab Simulink 

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2011, pp. 219–224.
VŠB – Technical University of Ostrava, FEECS, 2011, ISBN 978-80-248-2449-9.



220 Roman Šprlák

2 Determining power dissipation inverter 

The AC drives with sinusoidal pulse width modulation (PWM sine - Pulse Width 
Modulation) generates three-phase IGBT inverter (Fig. 2) output voltage, which has 
the character of a sequence of pulses with variable width the duty cycle. In the created  
simulation is first necessary to define a mathematical apparatus for calculating the 
individual partial parameters of the system.         [4] 
 

 
Fig. 2. Three-phase inverter – motor [5] 

2.1 Effective value of line voltage inverter 

Calculation of effective voltage is described in  [1]. It this literature is used so called 
modulation factor, which is defined in equation (1): 
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Where UAB is effective line voltage and Ud is dc-link voltage. The effective voltage 
value is calculated from the equation (5 b): 
  

MUdMUU dABef  7979,02
  

(2) 
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2.2 Mean current of the transistor and the diode 

Collector current of transistor and  zero diode has a shape unipolar pulses as shown in 
Fig.2. The general calculation of the mean value of this signal is a follows: 
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The function i(t) specifies the height of the envelope function and s(t) instantaneous 
impulses of duty cycle. In [2]  is shown that the mean currents value of the transistor 
and diode which is in opposite possition can be calculated:       [2] 
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2.3 The effective current value of a transistor and diodes  

For unipolar current pulses can be used general expression: 
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In equation (3) are using only pure sinusoidal functions and the calculation can be 
done by:             [1] 
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2.4 Losses caused by the current conduct 

The calculation of current  losses can be done by the: 
  

2
efdstřpved IRIUP 

 
(7) 

 
Up is the threshold voltage and Rd is dynamic resistance. This formula is the same as 
for the calculation of the transistors and for the calculation of diodes. 
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2.5 Switching losses 

Switching power can be determined from the relation:         [2] 
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In the case, when is the frequency and energy constant equation (8) is adapted to the 
form:  
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IZ is the current to load. Emax, Eon and Eoff are from catalog data, this data indicate the 
energy loss. ICnom is the current of the transistor. We define the current utilization 
factor of the transistor: 
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In equation (8) when is carrier frequency constant, we can modify this equation on 
form: 
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2.6 Total losses in the inverter  

The total loss  PC of the transistor is the sum of losses caused by the leadership of 
current and switching losses. 
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3 Indirect frequency converter   

Simulation of  indirect frequency converter is consists from the three parts. Rectifier, 
which includes a diodes. The diodes are connected to three sinusoidal sources which 
are mutually shifted by 120 degrees and their amplitude are 315 V. The other part of 
model is dc-link which is created by capacitor with value 2.35 mF . To the dc-link 
circuit are connected IGBT modules. 

 
 

Fig. 3. Indirect frequency converters  

4 The simulation results 

The simulation was created in Matlab Simulink. The duration of the simulation was 
set to 2 seconds with the specified step of the 0,0000444. Switching frequency was 8 
kHz.  Asynchronous motor with a value of 15kW with 1000 rpm. Fig.4 shows the 
simulation. In the blocks „Výpočet napětí/proud“, „Ztráty způsobené vedením 
proudu“, „Spínací ztráty“ and „Celkové ztráty“ are implemented from above 
formulas. The value of individual variables are ITstř=27,62A, IDstř=7,412A, 
ITef=56,44A, IDef=27,34A, PTved=52,89W, PDved=13,1W, PPZ=48,06W, PCztr=683,7W. 
These values are the last recorded value after the end of the simulation. Information 
obtained from the simulations are recorded in a text file for further use, for example, 
for the simulation of thermal field. Fig.5 shows the individual loss. 
 

 
Fig. 4. Simulation of a frequency converter with an asynchronous motor 
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Fig. 5. Power dissipation PPZ,PD0,PvedT,PCztř 

5 Conclusion 

In this paper, was used different formulas for calculate the individual partial 
components of the frequency converter. These formulas were applied in Matlab 
Simulink to model three-phase frequency converter with the Intermediate circuit 
employs. To the model is connected asynchronous motor  with power 15 kW. The 
aim was to obtained data loss of performance, because when we realize that the 
experimental measurement of inverter losses is not practically possible because of: 

• Output power can not be measured with sufficient accuracy due to 
interference. 
• Calorimetric measurement losses of inverter is for the common practice 
unusable. 
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Abstract. This article describes possible ways of monitoring the status of 
accumulator batteries not only in their operations. Monitoring device with a 
microprocessor to easily carry out various data collection, processing and 
subsequent use results to inform, monitor or control other devices. 
Communications of the measured data from the battery is galvanic separated 
and sent to the control center. 

Keywords: Monitoring, device, cells, battery 

1 Principle monitoring battery 

In monitoring full battery is necessary to measure each cell separately and detect the 
states of all cells. When measuring the battery voltage on the cells it is necessary to 
measure the battery in service. If the battery is disconnected from the load, we have to 
load or attach the load on each cell separately. Only in this way accurately measure 
the voltage on each cell and we can then evaluate the status on the cells. 
 

 
 

Fig. 1. Block scheme cell monitoring load a) of each cell, b) full battery 
 

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2011, pp. 225–230.
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The best option will be monitoring each cell with a total load of batteries. Using a 
device that will measure the voltage on the cells without load and the load. In another 
variant of monitoring cells there will be used one resistor, which will be switched via 
relay for each battery cell for a short time. Measured data will be galvanic separated 
from the battery and sent to the control center. Supply all device is done externally.

2 Monitoring of cell battery under load 

Measurement of voltage on the cells in the battery during operation, the simplest 
solution. It does not have to connect the load on the battery or for each cell. Just 
measure the voltage on each cell and send measured data to the control part. 

2.1 Monitoring of full battery in one monitoring device 

When monitoring battery full in one device, it must be lead from wire to each cell and 
measuring section, in which it switches the desired cell and measure appropriately. 
The disadvantage is the large number of wires that must be switched either 
electronically or mechanically. 
 

 
 

Fig. 2. Monitoring of full battery in one monitoring device

2.2 Monitoring of one cell in one monitoring device 

If you want to monitor each cell one monitoring device, we must solve power source 
of the whole device with just one cell. We use DC / DC converter, which converts us 
to 2V voltage needed to power the device. We can use the circuit with transistors or 
circuit use LT1073, which has a everything you need and can work from voltage 1V. 
Involvement of the transistors is more complicated but substantially cheaper than the 
LT1073 circuit. 
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Fig. 3. Monitoring of one cell in one monitoring device

2.3 Monitoring of cell eight one monitoring device   

The advantage compared to a single monitoring device is one cell in the number of 
monitoring devices. Power of measuring part is made through all 8 cells at the same 
time. The measurement is performed by electronic switching cables to the measuring 
terminals. 
 

 
 

Fig. 4. Monitoring of cell eight one monitoring device

3 The monitoring device    

In Figure 5 and 6 are two ways of solving the DC / DC converters that are used to 
power the monitoring device. Transistor can be used in connection or involvement 
with the circuit LT1073. The output voltage 5V supply can be powered 
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microprocessor system that will perform measurement cell and subsequent sending of 
data to the control center. 

3.1 DC/DC converter 

After connecting the power supply, current flows through resistor R1 to the base of 
transistor T1 and transistors T1 and T2 are open. On T2 collector voltage is almost 
zero and transistor T2 and the coil currently flows through L1, which is gradually 
increasing. At a certain size the current saturated transistor T2 and the coil currently 
stops increasing. This will increase the voltage at the collector T2 and at a sufficient 
magnitude of the voltage through resistor R2, both transistors are closed. Interruption 
of current in inductor L1 to the collector T2 induces a large positive voltage across the 
diode D1 will charge capacitor C1. Zener diode D2 reduces the voltage on capacitor 
C1 at 5 V. 
 

 
 

Fig. 5. Converter voltage transistor connecting
 

LT1073 is universal DC / DC converter. The device requires only three external 
components to deliver a fixed output of 5V or 12V. The very low minimum supplies 
voltage of 1V. Average current drain of the LT1073 is only 135μA. The circuit shown 
can deliver 5V at 40mA from an input as low as 1.25V and 5V at 10mA from a 1V 
input. 
 

 
 

Fig. 6. Converter circuit with LT1073 
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3.2 Cell eight monitoring one monitoring device 

The measured voltage of the first cell will be directly responsible, a second article 
voltage is calculated from the measured voltage of both cells and subtracting the 
voltage the first cell. Voltage on other cells are calculated similarly. But it decreases 
the accuracy of measurement, for the eighth cell will be lower accurate than for the 
cell first. There is also way to connect up in the monitoring device only four cells, the 
measuring accuracy was better than the first but it would have to use twice as 
monitoring devices. Power is realized through all eight cells (four cells). 
 

 
 

Fig. 7. Cell Eight scheme monitoring one monitoring device
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Conclusion 

The best way to monitor battery cells is one in which the battery is in operation. We 
need not to worry about switching complex when we deal with load of every cells 
separately. During operation, the battery will run a short test to measure the voltage 
on all the cells and evaluate them. 
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Abstract. When working with the remote-controlled device measuring instru-

ment it is beneficial to use the drivers that are created according to the standard 

SCPI and VXI plug and play. These instrument drivers largely simplify and 

speed up the work in developing applications for measuring devices. At the end, 

the work gives a closer look on a simulator that is used for teaching remote con-

trol devices. There are described various devices that a simulator contains, and 

mentioned some of their features. 

1   Introduction 

Communication with measurement systems is used for two reasons. First of all, it is the 

possibility to set instrument parameters without actually being physically present or to 

change the parameters automatically according to the needs during the process.  Sec-

ondly, it is the possibility of complete automation of the whole process and saving data 

to a file that enables next data processing. 

This article aims to define standards that are used for distant communication with 

instruments and also to define a created program that serves as a teaching method with 

instrument drivers and to teaching. 

2   Standard IEEE 488 

2.1   Standard IEEE 488.1  

This standard is defined by standard electrical and mechanical properties for connect-

ors and cables. This norm also defines handshaking, addressing, and general protocol 

for the transfer of bytes from the devices to the computers. This standard does not 

address the importance of individual transferred bytes. 

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2011, pp. 231–236.
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2.2   Standard IEEE 488.2 

This standard is linked to the previous specification, and is processed so that it remains 

compliant with IEEE 488.1. It suggests ways in which devices communicate with each 

other, so that it is completely reliable and highly effective. 

To the IEEE 488.2 standard have been implemented commands. These orders were 

precursors of uniform syntax for communication with devices - SCPI standard. 

3   Standard IEEE 488 

Standard SCPI (Standard Commands for Programmable Instruments) is a standard of 

commands for programmable devices. It is a language based on ASCII commands. 

SCPI commands are based on a hierarchical structure, where the commands are divid-

ed by a common root, creating a tree structure of command. 

Standard SCPI has extended the existing IEEE 488.2 standard by defining complex 

commands for all devices.  

 

SCPI standard defines: 

 Hierarchically ordered set of SCPI commands for control instrumentation 

 A set of general statutory commands  designed to identify the state and setting up 

of the internal registers 

 Data formats 

4   VXI Plug & Play instruments driver 

VXI Plug and Play instrument driver is a set of VI, which is used to control a pro-

grammable device. Each VI corresponds to a particular operation that can be carried 

out with the device, such as configuration, triggering and reading of the measured 

values from the device. The instrument driver is provided for users to facilitate the 

initial work with a programmable device and at the same time serves the users to save 

time in the development and thus leads to a reduction in the cost of the resulting pro-

gram. The big advantage of the instrument drivers is that the user does not need to 

know all the programming options for each unit.  Due to the modular design it is very 

easy to change drivers. 

 

Device drivers include high-level VI with intuitive front panel so that end users can 

quickly test and verify the possibilities of programmable device. End-users therefore do 

not have to know the low level of the control apparatus itself, such as specific instru-

ments and their syntax. Users create applications to control devices using different 

building elements inserted into their block diagrams. These building blocks are in the 

form of instrument driver’s subVI. 
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4.1   The model of instrument driver 

A lot of programmable devices have a large amount of features and modes. Due to this 

complexity it is necessary to provide a simple design of a model that helps both the 

developers of the instrument drivers and the users themselves. The users are using 

these to develop instrument drivers to control the application of programmable devic-

es. 

4.2   The external structure of the instrument drivers 

The instrument control is composed of Vis where the user calls at a higher level. The 

following diagram shows the interaction of the instrument control with the rest of the 

system. 

The outer structure shows the interactive interface and application programming 

interfaces. Interface for programming (APIs) is a set of instrument drivers in a form of 

individual VI that the user can call in their application. An example could be a test 

application that for its function uses the instrument drivers to communicate with a 

multimeter and oscilloscope.  

Virtual instrument software architecture (VISA - Virtual Instrument Software Ar-

chitecture) input-output interface in LabVIEW is a set of functions that are used for 

communication with devices. VISA has established a standard for communication on 

standard communication interfaces (GPIB, USB, serial). 

VISA library functions are able to implement a prescribed exchange of messages 

regardless of the physical interface that will be used to do this exchange. Interface type 

to be used for the communication is a parameter of a function for initialization of the 

communication during which is generated a variable control. Through this control 

operations of writing and reading are carried out in communication with the device. 

4.3   The internal structure of the instrument drivers 

Internal structure of the instrument driver defines the organization of the individual 

instrument drivers in such a way that they are well-organized. For maximum clarity, 

the instrument drivers are arranged according to their functionality. 

 Initialization VI - all files of the instrument drivers should include this VI, which 

creates the connection between software and device.  

 Configuration VIs - is a collection of individual VI that enables to configure devic-

es. Their number depends on the unique capabilities of the device itself.  

 Action / Status VIs – are VI that are used to start or end the test installation and 

measurement.   

 Data VIs – these VI enable the transfer of data to or from the device. They include, 

for example, VI for reading the measured values and curves or for adjusting the 

digital outputs and digital inputs to read. 

 Utility VIs – these VI perform various additional functions such as reset or self-

test. 
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 Closing VI – this VI closes the connection of the instrument and software. Each set 

of instrument drivers should include this VI. 

5   Simulator for teaching remote control 

Because it was financially very expensive and also difficult for spatial layout to equip a 

classroom with just a few measuring devices, it was necessary to create a software 

simulation of several most commonly used devices in the measuring technique. The 

instruments were the following: Power supply; Digital multimeter; Signal generator 

and Oscilloscope. 

5.1   Description of the simulator power supply 

This simulator of power supply simulates basic functions of a real power supply. Using 

commands it can set the output voltage, or turn it off. Also, this resource allows ad-

justing the voltage ramp (sweep mode). The output of the voltage source can be 

brought to the simulator input of digital multimeter the oscilloscope input. 

 

Fig. 1. Front panel of power supply simulator 

5.2   Description of the simulator function generator 

The second of simulated devices is a signal generator. This generator can generate four 

types of signals. Amplitude, frequency and DC offset can be set in there. Also, this genera-

tor allows sweep mod. The output from the generator can be brought to the simulator of 

digital multimeter or an oscilloscope where it can be seen its progress. 
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Fig. 2. Front panel of function generator simulator 

5.3   Description of the simulator digital multimeter  

Next to the last simulated device is a digital multimeter. This multimeter allows to measure 

several parameters of the input signal, which can be brought from the power source or 

function generator. 

 

Fig. 3. Front panel of digital multimeter simulator 

5.4   Description of the simulator oscilloscope 

The last of the simulated device is an oscilloscope. The simulator handles the basic 

functions of an oscilloscope used in current measurement technology. It allows to set 

both the time base and voltage range. The measured waveform is displayed next to the 

device controls. The oscilloscope enables to switch signal source. The first source of 

signal is the simulator of power supply, the second one is the simulator of the function 

generator. 
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Fig. 4. Front panel of oscilloscope simulator 

5.5   Communication between the simulator and control applications 

Communication between the simulator and the application being used for remote con-

trol proceeds thanks to the TCP / IP protocol on a local IP address. On each of the 

devices a port is assigned for communication. Ports that are allocated to individual 

devices are shown in the following table (Table 1). Application Simulator acts as a 

server to which the clients connect (user application). 

Table 1. Communication port  

Device Number of port  Device Number of port 

Power Supply 9999  Digital multimeter 9997 

Function Generator 9998  Oscilloscope 9996 

6   Conclusion 

The described simulator enables to save a considerable amount of money that would oth-

erwise have to be spent on the equipment in the classrooms by these devices.  This applica-

tion of the simulator fully replaces individual devices with regards to the possibility of 

communication with them. 
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Abstract. Phasor Measurement Unit (PMU) is used for the evaluation of syn-
chronous phasor. The IEEEC37.118 standard describes features of the PMU. 
This document is focused on communication description with PMU and PMU 
measurement accuracy in steady state. Detailed description of the implementa-
tion of phasor evaluation in the international standard form doesn’t exist. 
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1   Introduction 

The current state of the electricity network as well as many other industries is result 
of economic development and political changes of recent decades. As a result, the 
separation of generation, transmission and distribution of electricity was performed. 
There are multiple interest groups influencing the planning, development and opera-
tion of the transmission system, which operates on a very wide area. Due to the lim-
ited construction of new facilities the electricity system is on (sometimes beyond) the 
limit of its capacity [1]. 

One of the newly-used means of increasing the reliability of system operation un-
der these circumstances is monitoring and management of large networks (Wide Area 
Monitoring and Control = WAMC). Basic information for this monitoring and man-
agement is provided by a synchronous phasor measurement which allows monitoring 
system management of large networks to achieve greater accuracy and speed. 

Synchronous phasor is described as the angle of measured values in a given time 
t=0. The importance of measuring this parameter starts to set in, when we analyze the 
angle between the synchronous phasors detected at the same time in different places 
of the electricity system and their change over time. 

The number of manufacturers now offers for this measurement and monitoring a 
tool in the form of phasor measurement units (PMU - Phasor Measurement Unit). The 
framework features of the PMU, which regarding of phasors assessment defines 
IEEEC37.118 standard [2]. This paper is mainly focused on the description of 
communication with the PMU and defines the basic accuracy of the PMU in the 
steady state. A detailed description of the implementation of self-assessment phasors 
in the form of international standards doesn’t exist. The accuracy of phasor evaluated 

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2011, pp. 237–242.
VŠB – Technical University of Ostrava, FEECS, 2011, ISBN 978-80-248-2449-9.
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values angle and amplitude depend on many factors resulting from both the measured 
values and the way of evaluating implementation of the PMU. 

This paper deals with the design and development of a test facility for PMU 
properties testing, which is currently developed at the VSB - Technical University of 
Ostrava. 

2   Phasor Measurement Unit Testing 

The need for comparative measurement of PMU is seen abroad, such as the 
Bonneville Power Administration (BPA) in the U.S. has also prepared a plan for such 
tests. The document BPA Phasor Measurement Unit Evaluation Test Plan [3] 
identified a number of performance criteria of these units, which should be verified in 
the upcoming test. 

2.1   PMU Simulation Software  

In the first stage of verification of PMU properties the simulator for the test signal 
simulation has been bought. This simulation software was created by ELCOM, a.s. 
company. The test signals generation for Phasor Measurement Unit testing can be 
simulated by this software. The simulator allows you to superimpose a degradation 
factors on the ideal signal and the different dynamic phenomena. The presence of 
these factors in a power grid could lead to incorrect measurement of phase and 
amplitude phasors by the PMU. 

 
Fig. 1. PMU simulator user interface 

The PMU Simulator allows calculating signal, which represents measured data for 
voltage and current phasor – the user can choose the frequency of this signal (50/60 
Hz) and frequency with which the PMU unit generates at its output the measured data 
and phase in its ideal form. 
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The user can select the basic parameters of the calculated signal (amplitude, fre-
quency, phase). These parameters represent the test signal in its ideal form. 

The PMU simulator allows superimposing any interference on the ideal signal that 
may occur in real networks: the harmonic components, modulation components from 
various phenomena associated with running the real measurement system, etc. 

The next feature of this simulator is possibility to visualize and store the test signal 
in its each stage of processing and also from the PMU output. This option allows the 
user to examine the behavior of the each blocks of simulator structure which process 
the signal in the presence of various artifacts in the measured signal. It is also 
possible verify that the results of measurement given in the PMU's protocol by IEEE 
standard C37.118 for such simulated state of measured system are correct, and errors 
are within limits which defines the requirements of BPA to test these units. 

 
Fig. 2. Basic concept of the PMU test facility 

2.2   Phasor Measurement Unit Testing Facility 

Hardware concept of the tester, see Figure 2, consists of the following parts: 

• GPS receiver SEL2407, 
• NI PXI system (NI 8106 controller, NI 6682 timing and synchronization module, 

NI 6733 high speed analog outputs), 
• NI cRIO 9014 + NI 9225 analog input + NI 9227 analog input, 
• Power amplifier DEXON DP1500, 
• PC equipped with phasor data concentrator software. 
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The heart of the PMU tester is created by a National Instruments PXI system, which 
is used to generate test signals.  

The generation of test signals is performed by NI PXI-6733 high speed analog 
outputs module. This module is equipped with 8 analog to digital converters with 16 
bits resolution. NI PXI-6733 supports simultaneous generation of each channel up to 
1 MS sampling rate. The generated signal from analog output module is further am-
plified by power amplifier. The tester allows generation waveforms of 3 phase elec-
tric system (3 voltages and 3 currents). For the amplification at a higher level (62 
Vrms, 3 Arms) the DEXON DAP1500 amplifiers are used. The basic technical char-
acteristic of the amplifier (output power 2 x 800W (20-20000 Hz, THD = 0.05%, 4 
Ω) RMS, bandwidth 20 – 20000 Hz, 8Ω) [4]. The precise time synchronization of 
generated signal is provided by NI PXI-6682 timing and synchronization module. 

The waveform of test signals is measured and stored with timestamps by cRIO 
platform during the test process. For voltage measurement the NI 9225 analog input 
module is used. This module is equipped with 3 analog inputs which allow direct 
connection of measured voltage up to 300 Vrms. The resolution of analog to digital 
(AD) converters is 24 bits. NI 9925 supports simultaneous sampling of each channel 
up to 50 KS/s. The current measurement is performed by using NI 9227 analog input 
module. This module allows direct current measurement up to 5 Arms. The sampling 
parameters of AD converters are the same like at the NI 9225. 

The accurate timestamps are derived from a common source of clock signal (SEL 
2407), which ensures timing synchronization of all devices participating in the test. 
The measured values are stored in the form of individual waveforms of generated 
current and voltage in the TDMS file format. The sampling frequency of measured 
waveforms is 50 KS/s. Stored data can be used for declaring of test signal accuracy 
which is used for PMUs testing.  

The last part of the test facility is a personal computer (PC) which is equipped with 
software for collecting measurement data (Phasor Data Concentrator) of the tested 
PMU units. Evaluation PC communicates with the individual PMUs via Ethernet 
communication interface. Reading data from the PMUs are stored in a TDMS file 
format [6]. 

 
Fig. 2. Basic concept of the PMU test facility 
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3   Test Signal Accuracy and Results of Basic Tests 

Amplitude characteristic of the amplifier was measured using the AGILENT 34401A 
digital multimeter (6 ½ digit resolution, basic accuracy 0.0035% DC, 0.06% AC, 
bandwidth 3 Hz to 300 kHz). 

Phase characteristic of the amplifier was measured using the NI cDAQ 9188 
equipped with NI 9223 module. This module can measure voltages up to 7 Vrms with 
a sampling rate up to 1 MS/s. The sampling rate used during the phase characteristic 
measuring of the amplifier was 500 KS/s. The phase error using this sampling rate 
corresponds to 0.036 ° for the signal frequency of 50 Hz. Methodology of the phase 
characteristics measurement was performed by measuring the phase shift between the 
generated signal on the amplifier’s output and the PPS signal (Pulse per Second) on 
the output of the SEL 2407. Figure 4 shows the detail of the measured phase between 
PPS and the amplifier’s output signal for the phase shift of 0 °. The sampling rate of 
measured waveforms is 500KS/s. 

  
Fig. 4. A detail of the generated signal measured phase (PPS signal and voltage signal) 

The testing laboratory was used for verification of the behaviour of the two same 
professional PMU and two versions of the PMU developed at the university within a 
diploma thesis written by a student. Due to limited space reserved for this article, only 
the results of one test are mentioned below: a response to the step change of voltage 
from 80% to 120% Vn. The X axis is mentioned in the numbers of fundamental fre-
quency periods. 

 
Fig. 5. Amplitude and frequency deviation of tested PMUs 
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4   Conclusion 

Nowadays the development of a tester for PMU testing was completed. A tester con-
ception on the basis of virtual instrumentation has been selected for construction of 
the testing laboratory. This conception is not limited by the functionality defined by 
the producer, but it brings the openness and flexibility which is so needed in a univer-
sity worksite. The prepared tests allow verification of the compliance of the tested 
PMU units properties with the requirements of the basic standard IEEE C37.118 as 
well as compliance characteristics of the test unit with the other requirements of end 
users of the measurement system and also the characteristics of the tested PMU units 
in the presence of various disturbing factors which may occur in the real network. 
The behavior of PMUs in occurrence the disturbing factors in the measured signal is a 
very important aspect of the usability of the result provided by these units for planned 
and existing systems WAMC, which should increase the reliability of transmission 
systems. 

In the next research, the algorithms for testing of PMU behaviour under more com-
plex conditions in the supply network will be developed. Multiple repetition and 
subsequent statistic evaluation are inseparable parts of the tests. 
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Abstract. Many papers deals with the usage of fuzzy rules to implement PID 
type control. Fuzzy models, especially the Takagi-Sugeno-type, have received 
significant attention from various fields of interest. It is very often very difficult 
to determine all the parameters of the Takagi-Sugeno-type controller. In this 
paper we present optimization of Takagi-Sugeno-type fuzzy regulator parame-
ters by genetic algorithm. Implementation of universal fuzzy P/PS/PD function 
block implemented to the PLC Simatic S7 300/400 is introduced. Mamdani 
model is used as comparative model. Parameters of Takagi-Sugeno-type fuzzy 
regulator are determined by genetic algorithm optimization from comparative 
regulation surface. 

1   Introduction 

The aim of this work is optimization of Takagi Sugeno-type (TS-type) fuzzy regulator 
parameters by genetic algorithm. Implementation of universal fuzzy P/PS/PD function 
block implemented to the PLC Simatic S7 300/400 is introduced. 

Mamdani model is used as comparative model. Parameters of TS-type fuzzy regu-
lator are determined by genetic algorithm optimization from comparative regulation 
surface. 

Many papers deal optimization of TS-type fuzzy regulator parameters. [1, 2, 3] 
The goal of this work is to design own universal fuzzy control function block for 

PLC Simatic S7 300/400 with optimized parameters. 
Chapter 2 introduces basic knowledge of genetic algorithm. 
Chapter 3 contains a description of the implemented fuzzy P/PS/PD function block.  
Optimization and results are given in chapter 4. 

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2011, pp. 243–248.
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2   Genetic Algorithm 

The genetic algorithm is a method for solving both constrained and unconstrained 
optimization problems. The genetic algorithm is based on natural selection, the pro-
cess that drives biological evolution. 

The genetic algorithm repeatedly modifies a population of individual solutions. At 
each step, the genetic algorithm selects individuals at random from the current popu-
lation to be parents and uses them to produce the children for the next generation. 
Over successive generations, the population is going toward an optimal solution. The 
genetic algorithm can be applied to solve a variety of optimization problems that are 
not well suited for standard optimization algorithms. 

The genetic algorithm uses three main types of rules at each step to create the next 
generation from the current population: selection, crossover and mutation. 

Selection rules select the individuals, called parents, that contribute to the popula-
tion at the next generation.  

Crossover rules combine two parents to form children for the next generation. 
Mutation rules apply random changes to individual parents to form children. 
The genetic algorithm can be described in the form (1). 

ܣܩ ൌ ሺ, ,ܫ ܲ, ݂, ,ݏ ܿ,݉, ܶሻ    (1) 
Where 
 ൌ ሺܽଵ

, … , ܽሻ Initial population of chromosomes, 
 ,Coding of chromosomes   ܫ
ܲ ∈ ܰ  Size of population, 
ܮ ∈ ܰ  Length of the chromosome, 
݂: ܫ → ܴ  The fitness function, 
:ݏ ܫ →  ,Selection of chromosome pairs of parents  ܫ
ܿ: ଶܫ →  ,ଶ  Operation of chromosome crossoverܫ
݉: ܫ →  ,Operation of chromosome mutation  ܫ
ܶ: ܫ → ሼ0,1ሽ  The stop criteria of the genetic algorithm. 

3   Fuzzy P/PS/PD regulator 

Function block for Siemens Simatic S7 300/400 has been implemented. 
Fuzzy controller can be except fuzzy P also fuzzy PS or fuzzy PD according to a 

logical value of function block input Sel_PS_PD (Sel_PS_PD in log. 0: PS regulator, 
Sel_PS_PD in log. 1: PD regulator). 

For regulation error ݁ the first difference of regulation error ∆݁ and for and manip-
ulated value ݑ (in the case of fuzzy PS regulator the first difference of manipulated 
value ∆ݑ) are implemented weighting factors (ܭ, ܭௌ, ܭ, ܭ). When selecting the 
type of fuzzy PD regulator the error ݁ is multiplied by ܭ factor and the first differ-
ence of the error ∆݁ by ܭ factor. On the other hand when selecting a fuzzy PS regu-
lator the error ݁ is multiplied by ܭௌ factor and the first difference of the error ∆݁ by 
 . factorܭ

Structure (2) is generally applied for fuzzy PD regulator and structure (3) is gener-
ally applied for fuzzy PS regulator. 
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 ሻ   (2)ܥ	ݏ݅	ݑሺ	ܰܧܪܶ	ሻܤ	ݏ݅	ሺΔ݁	ܽ݊݀	ሻܣ	ݏ݅	ሺ݁ܨܫ

 ሻ   (3)ܥ	ݏ݅	ݑሺΔ	ܰܧܪܶ	ሻܤ	ݏ݅	ሺΔ݁	ܽ݊݀	ሻܣ	ݏ݅	ሺ݁ܨܫ
Manipulated value calculation for the fuzzy PD regulator is in (4) and for the fuzzy 

PS regulator in (5). 

௨ܭ ∙ ሺ݇ሻݑ ൌ ܭ ∙ ݁ሺ݇ሻ  ܭ ∙     (4)	ሺ݇ሻ݁߂

௨ܭ ∙ ሺ݇ሻݑ߂ ൌ ܭ ∙ ሺ݇ሻ݁߂  ௌܭ ∙ ݁ሺ݇ሻ   (5) 
The range of control error ݁ and the first difference of the error ∆݁ is divided up to 

seven fuzzy sets (NB - Negative Big, NM - Negative Medium, NS - Negative Small, 
AZ - Approximately Zero, PS - Positive Small, PM - Positive Medium, PB - Positive 
Big). Takagi-Sugeno method was used for inferring the manipulated values (6). 

u ܰܧܪܶ	ሻܤ	ݏ݅	ሻܽ݊݀ሺΔ݁ܣ	ݏ݅	ሺ݁ܨܫ ൌ fሺ݁, Δ݁ሻ  (6) 
The final output is determined as a weighted mean value over all rules according to 

(7). 

ݑ ൌ
∑ ఈ∙௪∙ሺ௨ା∙ା∙∆ሻ
ೝ
సభ

∑ ఈ∙௪
ೝ
సభ

   (7) 

Where 
,ݑ 	ܽ, 	ܾ Parameters of Takagi Sugeno model, 
   It is given as a minimum degree of membership of members of theߙ

antecedent (corresponding to the logical AND in the antecedent), 
 ,  Weighing factor of the ruleݓ
 .Calculated manipulated variable  ݑ
Fuzzy regulator contains an initialization procedure that will get the coordinates of 

fuzzy sets	݁, ∆݁ and parameters of Takagi Sugeno model from input structures into 
static structures of the fuzzy controller. 

Initialization procedure also checks the coordinates of fuzzy sets so that any bad 
assignment of fuzzy sets and no fatal impact to the regulation function should be 
applied. If errors are detected in the coordinates of fuzzy sets during initialization 
procedure, the control is stopped and indication of wrong parameter is appeared in 
function block output. 

 

Fig. 1. The block scheme of fuzzy PS/PD regulator.  
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Fig. 2. Implemented fuzzy P/PS/PD regulator. 

4   Optimization of parameters by genetic algorithm 

With comparison to Mamdani model, TS fuzzy model brings one significant ad-
vantage but also one significant disadvantage. Final implementation of Takagi Sugeno 
type fuzzy model to some control system is often much more convenient. 

Deffuzification method for TS-type fuzzy model needs less computing time than 
Mamdani CG defuzzification method. But on the other hand it is very difficult and 
even impossible to set all parameters of Takagi Sugeno model correctly without some 
automatic algorithm. Therefore, many optimization methods are used to solve this 
problem. 

Optimization by genetic algorithm is used in this approach. Mamdani model is 
used for comparative purposes. 

Genetic algorithm Toolbox in Matlab is used. 
We have used “ga” function from Matlab: 
[X, FVAL, EXITFLAG, OUTPUT] = GA (FITNESSFCN, NVARS, A, b, Aeq, beq, 

lb, ub, NONLCON, options). 
The genetic algorithm minimizes the fitness function (8). 

௩ݕ ൌ
ଵ

൫∑ ௦൫௬ି௬ಸಲ,൯
ೝ
సభ ൯ାଵ

  (8) 

Where 
 ,௩  Output value from fitness functionݕ
   Value of i-th part of comparative regulation curve or surface (fromݕ

Mamdani model), 
-,  Value of i-th part of regulation curve or surface determined by geீݕ

netic algorithm (TS model). 
Fitness function (8) minimizes the sum of the differences across all TS fuzzy mod-

el parameters in function values between comparative Mamdani model and the TS 
model.  
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4.1   P fuzzy type regulator optimization 

Comparative regulation curve of Mamdani fuzzy model is determined for fuzzy P 
regulator optimization. 

Fig. 3 contains optimized regulation curve of TS fuzzy model. Fuzzy model with 
three fuzzy sets were used. 

Optimized parameters of fuzzy P regulator: 
ଵݑ ൌ െ0,142 ∙ ݁ െ 0,5823 
ଶݑ ൌ െ1,2794 ∙ ݁ െ 0,0005 
ଷݑ ൌ െ0,4268 ∙ ݁  0,3765 

 

Fig. 3. Comparative regulation curve on the left and optimized regulation curve of TS model on 
the right. 

4.2   PS/PD fuzzy type regulator optimization 

Regulation surface of Mamdani fuzzy model is determined for TS fuzzy PS/PD 
regulator. 

Fig. 4 contains optimized regulation surface of TS fuzzy model. Fuzzy models with 
three fuzzy sets are shown. 

Optimized parameters of fuzzy PS regulator: 
ଵݑ݀ ൌ 0,4284 ∙ ݁  0,4673 ∙ ݀݁ െ 0,0914 
ଶݑ݀ ൌ െ0,3780 ∙ ݁  1,1180 ∙ ݀݁ െ 1,0197 
ଷݑ݀ ൌ 0,6289 ∙ ݁  0,5416 ∙ ݀݁ െ 0,3034 
ସݑ݀ ൌ 0,1429 ∙ ݁ െ 0,2764 ∙ ݀݁ െ 0,9857 
ହݑ݀ ൌ 0,5452 ∙ ݁  0,5673 ∙ ݀݁  0,0001 
ݑ݀ ൌ 0,9321 ∙ ݁  0,3144 ∙ ݀݁  0,4729 
ݑ݀ ൌ 0,3666 ∙ ݁  0,4225 ∙ ݀݁  0,1675 
଼ݑ݀ ൌ െ0,0577 ∙ ݁  1,0996 ∙ ݀݁  0,1675 
ଽݑ݀ ൌ 0,4808 ∙ ݁  0,7011 ∙ ݀݁ െ 0,1321 

-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1
-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

e

d
u

-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1
-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

input1

o
ut
pu
t1



248 Jiri Kocian, Jiri Koziorek, Miroslav Pokorny

 

Fig. 4. Comparative regulation surface on the left and optimized regulation surface of TS mod-
el on the right. 

5   Conclusion 

The aim of this work is optimization of Takagi-Sugeno-type fuzzy regulator parame-
ters by genetic algorithm. Implementation of universal fuzzy P/PS/PD function block 
implemented to the PLC Simatic S7 300/400 is introduced. 

Mamdani model is used as comparative model. Parameters of Takagi-Sugeno-type 
fuzzy regulator are determined by genetic algorithm optimization from comparative 
regulation curve or surface. 

The goal of this work is also design own universal fuzzy control function block for 
PLC Simatic S7 300/400 with optimized parameters. 
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Abstract. The need for devices with the ability to detect toxic gases, trapped 

people and to multifunction has increased. Dangerous places and armed 

conflicts have increased the demand for remote and autonomous devices. We 

propose a concept of two such devices with the ability to comfortably and 

remotely control such devices and even with an autonomous control in remote 

areas inside the buildings. The localization by WiFi is used to locate a position 

where the GPS signal is not well presented. The ability to locate a mobile 

device by a wireless network is a well known possibility. The current problem 

is precise indoor localization where WiFi signal from the building infrastructure 

is not strong enough to obtain right position.  

1   Introduction 

Mobile devices usually use global navigation systems like GPS, Glonass etc. for 

orientation in open space [1]. Navigation systems are very helpful in our everyday 

lives. The problem is rising in places with a high density of buildings. The precision 

of computing positions is too low. Inside buildings the normal navigation is usually 

not possible at all [2]. The reason is low signal or total signal absence. Different 

technologies for the navigation of mobile devices have to be used in buildings. For 

example: the human body uses stereovision for environment detection and orientation 

in cooperation with “maps” or other information (info panels, labels and indicators). 

Unfortunately this method is over the computation/power/space possibilities of 

today’s embedded systems in mobile devices. It is also possible to equip rooms of a 

building with a set of transmitters like GPS. But this method is very expensive and 

complicated. The best method would use the current data infrastructure of the 

building – the net of mobile Ethernet access points (WiFi, WiMax,...) [7].This method 

is described in the following paragraphs. A net of access points is not sufficient on its 

own. For obtaining the right position of mobile devices, it is necessary to equip the 

device with other sensors and maps. When needed we can dynamically place 

additional access points to achieve a higher communication range or a higher 

precision of position detection. 

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2011, pp. 249–254.
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1.1   Motivation 

Humans are well equipped with set of sensors for environment detection. However, 

some places are hidden to human vision, are too dangerous or too far away. As a 

result there is a need to equip the user with some devices which increase human 

perspective. This mobile device could search for people who have been trapped by an 

earthquake using infra camera and make audio-visual contact before the rescue come. 

Another example is searching for dangerous chemicals or to find criminals before 

authorities arrived. The simplest usage is to send or bring some item to a given 

position. Remote mobile robots are a common thing now, but this device should fulfill 

the given task using its own artificial intelligence at the end of the development. A 

special set of mobile devices was built at the Technical University of Ostrava for this 

purpose. The set is displayed in Fig. 1.  

 

Fig. 1. The set of devices for increased human perspective.  

2   Localization 

The primary localization is needed to detect a position inside the building. 

Consequently, the map of the detected location is loaded into a mobile device to 

activate other sensors to “open the eyes” of our mobile devices. If the mobile device 

knows the position of the stationary device (transmitter), it also knows its own 

position within a range of this location provider. The typical range varies from 30 to 

100 m where there is WiFi, respectively 50 m where there is BT case or 30 km for 

GSM. Granularity of the location can be improved by triangulation of two or more 

visible APs (Access Points). The mobile client currently supports the application in 

automatically retrieving location information from nearby WiFi, BT and GSM 

location providers, and in interacting with the PDPT server [3,4].  

2.1 Laser scanner measuring 

The current work on more precise position is to use distance sensors. The probe is 

equipped with laser scanner, two pieso-sensors and four corner optical distance 

sensors. Estimation of the position within a room is done using of fingerprinting 

localization. For similarity measurement is used correlation between fingerprint and 

current measurement. Data from laser sensors is array of distances between the sensor 

and closest subject within given angle. The range is 270° and maximum distance is 
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20m. The space around the sensor can be displayed by connecting measurement 

distances/angle. The C# implementation of used formula [1] is shown in Fig. 2.  

 

      

    [1] 

 

Fig. 2. Implementation of similarity measurement. 

The measured data from the laboratory of embedded system are shown on Fig.3. The 

room is approx. 3m x 4m. The open door can be seen as long rectangle in bottom part. 

Right picture shows probe rotated (angle 30.75°). The angle is computed using 

correlation. The correlation curve is displayed on right part of the picture. The 

measured angle is found as global maximum of the curve. 

 

Fig. 3. An angle measurement of the probe.  

The measurement is influenced by the difference between fingerprint and current state 

of the environment. The error in measurement is increasing especially due to placing 

new furniture or due to movement of people. The given method was tested by 

movement of a man in different distance from the sensor. The measurement results 
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are shown on Fig. 4. Left picture represent error when human is 30cm from the sensor 

(minimal due to size of the probe); right picture display situation when human is 1m 

from the sensor. A human stands in the worst part of the area due to masking view 

into the corridor. The corridor has high weight in correlation in the case.  

 

Fig. 4. An angle measurement error of the probe with disturbance 30cm and 1m from 

the sensor.  

As a result we can say that this method is very suitable to obtain more precise 

position within given room. The method could also be used for determine if estimated 

position from WiFi infrastructure is right due to correlation of measured data to 

expected fingerprint. 

3   Remote Control 

The remote control is the first mobile device from the set. The remote control 

provides Human-Machine Interface. The remote control is a medium sized handheld 

device. Remote control provides monitor and control of the probe, display 

information from sensors, setting the task or the desired position in auto mode, 

manual control using a gamepad or joystick, maps insertion and actualization, audio-

visual interface, diagnostic interface with trends and help. The user has full control of 

the second mobile device (the probe) or he can give the task to the probe. The user 

can handle the probe using a color display and touch panel. Manual mode is also 

available. The probe is controlled by a gamepad in manual mode. Programmed 

application provides intuitive user interface with a set of buttons, value displays and 

screens. The remote control uses the iMX31LiteKit embedded controlling board 

based on the ARM architecture. The core of the board is the Freescale iMX31 

microprocessor. The controlling application is stored on external SD card. The remote 

control communicates with the probe using the WiFi module Owspa311 connected 

via serial interface. The remote control uses a touch panel placed on the color display 

with a resolution of 640x480 pixels. It is possible to use a gamepad or joystick in the 

case of manual mode. The architecture is displayed in Fig. 5. 
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Fig. 5. Architecture of the Remote Control – display, mainboard and WiFi communication. 

4   Probe 

The second mobile device – the probe – is based on a massive chassis with a 

distributed control system, motor and high capacity battery. It is approximately 85cm 

meter long and 60cm high without an antenna. The weight is approximately 10kg 

including the DC drive, the battery, the CAN based distributed control system and all 

sensors. 

 

The probe includes a set of sensors for distance measuring, environment 

measurement and position and movement detection. For example, the Laser scanner 

can measure an environment up to 20meters in 270 degrees. The probe includes infra-

camera, pieso and optical distance sensors, pressure, temperature, GAS sensors, 3-

axis accelerometers etc. The audio-visual interface is in the preparation phase. [5,6] 

The main control unit uses the same HW architecture like the remote control. Fig. 6. 

Other control boards are based on industrial microcontrollers Freescale HCS12 with 

the cooperation of the FreeRTOS operating system. These boards are programmed 

using C programming language using the CodeWarrior IDE. The probe communicates 

with the remote control using the WiFi module Owspa311.  

 

Fig. 6. Architecture of the probe: CAN based distributed control system.  
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5   Conclusion 

The proposed set of mobile devices in the article successfully works at the Technical 

University of Ostrava. The main purpose of the project is to give the tool to the user 

which can extend the user perspective. The mobile device is equipped with an 

algorithm for finding the best way from the current to desired position. The outdoor 

precision obtain from GPS is sufficient, but the precision of indoor localization using 

only WiFi is insufficient. The current state of the project due to low precision is to use 

information from distance and other sensor to precise the localization. As a result the 

current work is focused on using data from laser scanner. In the future dynamic 

generation of the map based on information from sensors will be implemented. 
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Abstract. A sleep itself is not just a passive process. Throughout the night a 

specific number of sleep stages take place. Sleeping is a strongly dynamic 

process that is terminated by waking up. A sleep consists of number of stages 

that are repeatedly changing in various periods of time. This specific time inter-

val and specific sleep stage are very important in the wake up event. If we wake 

up during the deep NREM (2-4) stage of a sleep it is far more difficult to wake 

up because the rest of the body is still sleeping. On the other hand if we wake 

up during the mild (REM, NREM1) sleep stage it is much more pleasant for us 

and for our body. This problem led the authors to create this study and as well 

as a Windows Mobile based devices application called wakeNsmile. The wa-

keNsmile application records and monitors the sleep stage for specific amount 

of time before desired alarm time set by users. It uses with a built-in micro-

phone and determines optimal time to wake the user up. Hence, if the user sets 

an alarm in wakeNsmile to 7:00 and wakeNsmile detects that a more appropri-

ate time to wake up (REM stage) is at 6:50, the alarm will start at 6:50. Current 

availability and low price of mobile devices is yet another reason to use and de-

velop such an application that will hopefully help someone to wakeNsmile in 

the morning.  

1   Introduction 

A sleep is a complex process regulated by our brain and as such is driven by a 24 hour 

biological rhythm. 

As we age, our sleeping habits change rapidly. A new-born baby sleeps in short pe-

riods for 18 hours a day. According to studies, [3] hours of sleep is enough for some 

people but others need 8 or even 10 hours of sleep to feel rested. Recent research 1 

shows that differences in biological rhythm of people can explain why some teenagers 

have such difficulty in waking up. It seems that during puberty this rhythm shifts and 

adults tend to go to bed much later and to wake up much later as well.  

This sleep shift is common and during adolescence it disappears. [2] 

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2011, pp. 255–260.
VŠB – Technical University of Ostrava, FEECS, 2011, ISBN 978-80-248-2449-9.
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Our biological clocks are controlled by chemical substances that are mostly known to 

us. One of them is hormone called melatonin which is suspected to make us feel slee-

py. 

This substance is produced in our brain and some scientists believe that it is also 

causes our metabolism to slow down before falling asleep. Melatonin secretion leads 

to a reduction of body temperature, a limitation of blood flow towards brain and a 

slackness of muscles. [3] 

1.1   Sleep Stages 

Approximately two hours after we fall asleep our eyes start to move back and forth 

irregularly. Based on this fact scientists divided sleep stages into two main stages, 

namely REM sleep with (Rapid Eye Movement) and NREM sleep stage (Non Rapid 

Eye Movement). NREM sleep is divided into another four sub-stages in which a sleep 

gets gradually deeper and deeper. [3] 

During a healthy sleep, REM and NREM stages interchange several times. 

 

Table 1. describing and outlining the processes in human body during individual sleep 

stages follows. It shows relations between biological manifestations in different sleep 

stages [3]. 

This table and information therein are taken into account in wakeNsmile detection 

algorithm. 

 

Table 1. Biological manifestations in sleep stages. 
Physiological 

Process 

During NREM During REM 

brain activity decreases from wakefulness increases in motor and sensory 

areas, while other areas are similar 

to NREM 
heart rate slows from wakefulness increases and varies compared 

with NREM 

blood pressure decreases from wakefulness increases (up to 30 percent) and 
varies from NREM 

blood flow to 

brain 

does not change from wakefulness in 

most regions 

increases by 50 to 200 percent 

from NREM, depending on brain 
region 

respiration decreases from wakefulness increases and varies from 

NREM, but may show brief 
stoppages (apnea); coughing 

suppressed 

airway resistance increases from wakefulness increases and varies from 
wakefulness 

body temperature is regulated at lower set point than 

wakefulness; shivering initiated at lower 
temperature than during wakefulness 

is not regulated; no shivering or 

sweating; temperature drifts toward 
that of the local environment 

muscle tension decreasing with increase of NREM increases from NREM 
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2   Sleep Stage Analysis Algorithm 

A detection algorithm is based on an assumption that if a patient is in the REM phase 

and his sleep is not disturbed or pathological in any way, his muscles start to spasm 

which leads into movements that can be recorded and detected by the device micro-

phone. If the patient is in NREM stage 2 or any higher sleep stage, all his muscles are 

relaxed and thus no body movement occurs. [6]. 

The recording itself is triggered 30 minutes (by default) before the wake up time as 

set by the user before going to sleep. If a REM stage movement is detected within this 

interval, the user is awaken at the time when this movement occurs. 

The time interval of 30 minutes was estimated on the basis of the facts mentioned 

in studies [3], [4] and on empirical testing. 

This time window represents the REM stage of sleep, when we are closest to being 

awake. 

If no movement sound is detected during this 30 minutes window, the user is awa-

ken at the set up time. According to [3], at least one REM phase occurs during this 

30min. window. 

2.1   Filterable Pathological Manifestation Sounds – Pathologicals Filter 

From the signal analysis point of view, snoring is a periodical signal with similar 

amplitudes. The snoring sound is periodic with very small deviations and clearly 

distinguishable from other signals. Snoring is detected by the algorithm as a periodi-

cal event with amplitudes with small deviations. 

Snoring filter algorithm is based on the following facts: 

 Time sample value TX is taken from a peak of a signal.  

 Amplitude value AX is a peak value at a time sample stamp. 

 If the last two time sample difference TD is within 15% deviation of the 

total time difference calculated as a moving average of 5 last time samples 

TA, then the time sample stamp is classified as snoring S and taken out 

from further processing. 

 If the signal at a time sample stamp TX is classified as snoring S, ampli-

tude AX is checked for the difference within 50% deviation of the last 

maximum signal AM. 

 

2.2   Environmental Noise and other interferences 

Every area where the patient is sleeping and where is he being recorded is full noise 

and other interfering signals. These signals need to be filtered in order to get a neces-

sary quality of a signal for further REM/NREM stage signal analysis and detection. 

Noise cancelation FIR filter is used in this application. Math.NET Neodym [8] adap-

tive FIR filter library functions are used to filter environmental noises.  
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2.3   Physiological Detectable Sounds 

This chapter describes the algorithm used to detect the user REM stage movement 

during a sleep. Data detected by this algorithm are already filtered and are classified 

to be processed. 

The algorithm itself is based on a time-series recorded data analysis. It uses real 

time sound wave analysis (time, amplitude) that are abnormal and above an isoline. 

The isoline is computed by a linear moving average algorithm as in noisy areas and 

thanks to the input devices different noise level the isoline might be above 0. The 

difference method between the real time data and the moving averaged data filter out 

both these problems.  

3   wakeNsmile Application 

The WakeNsmile application (Figure 6) is written in C# programming language and 

uses .NET Compact Framework version 3.5, which is a special derivative of .NET 

Framework for mobile devices 10. The application was developed in Visual Studio 

2008 Team Edition on Windows Mobile 6.5 emulator. 

A number of tests with several types of WM PDA devices have been taken. 

3.1   Application design 

The WakeNsmile application uses a user control called Alarm that has been created as 

a part of this project. 

The application is using Math.NET [8] neodym library for FIR (Finite Impulse Re-

sponse) filter design and WaveIn and WaveOut libraries [10] for mobile device sound 

interface communication. 

The application structure is designed with respect to the real time recording and 

processing. The top level application structure is displayed on (Figure 1). 

 

 

Figure 1. Block diagram of wakeNsmile application 
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4   Results Discussion 

This chapter displays and describes results on tested subjects divided into two main 

groups as subjects with pathological sleep (group - P) and subjects with normal 

healthy sleep (group - H). 

For the purposes of testing, subjects were split into two main groups and 

subgroups, which, from the sleep sound manifestation point of view, is sufficient to 

classify and divide tested subjects: H – healthy sleep, P – pathological sleep (S – 

snoring, N – no manifestations, O – other issues) 

4.2. Healthy Sleeping Subject 

 

Figure 2. Recorded sound data of subject n.1 

Result: The subject was correctly woken up by the application 16min., 39sec. 

before the set up time. Comment: The application correctly evaluated situation and 

woke user up. 

5. Project extension and new capabilities 

wakeNsmile project and application was developed on Windows mobile 6.5 as an 

application for REM/NREM sleep stage detection. Both platform and detection me-

thods are being continuously upgraded. New version of an application is being devel-

oped on Android platform and REM/NREM stages are detected not only by sound 

movement detection but by movement detection itself with the application of devices 

built-in accelerometer sensor. This application extension brings better results then 

sound only input recording and detection. Application area is also beign extended to 

epileptical sizure detection in corporation with university hospitals neurological de-

partment for small children. 

 

Figure 11. Android application port and extension 
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Project publications 

This project results has been published in Sensors journal 2011, 11(6), 6037-6055; 

doi:10.3390/s110606037 on 3
rd

 June 2011 and on ICMEE conference 2010 in Kyoto, 

Japan. [12] 
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Abstract. The article deals with PMU data processing using LabVIEW. PMU 
provides continuous data stream according IEEE C37.118. For the purpose of 
PMU testing has been developed application which receives data from several 
PMUs, provides time correlation of received datagrams and saves 
synchrophasor data.  When precise time synchronized source of voltage and 
current signal is used as common source for all PMUs, then developed software 
can be used for PMU test evaluation. 

Keywords: Industry applications; Software; Phasor measurement unit; Data 
visualization 

1 Introduction 

Energy producers are forced by electricity market development to make serious effort 
for power system security and reliability. Therefore is more paid attention to power 
system monitoring increase in the important branching points. Synchronized 
measurements are made very precisely due to further mentioned reasons. In 
connection with the stability of power system, there is need for synchronous phasors 
monitoring. For detailed power system disturbance analysis it is necessary to record 
synchronously disturbance states happening very often at distant power system places. 
Developed application (PMU-Monitor) allows monitoring of synchronous phasors 
(thereinafter synchrophasors) using phasor measurement units and phasor data 
concentrators. 

2 Synchrophasor Monitoring Introduction 

Sine value (such as the fundamental harmonic voltage) is defined with (1). 
)cos()( ϕϖ += tXtx  (1) 

Where φ is the angle vector in reference time t=0 s (initial phase) and ϖ is angular 
frequency. Phasor vector is characterized by amplitude X and initial phase φ. 

Due to that transmission and distribution power systems are circuits with spatially 
distributed parameters therefore voltage and current phases are not constant throughout 
power system (Fig. 1). 

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2011, pp. 261–266.
VŠB – Technical University of Ostrava, FEECS, 2011, ISBN 978-80-248-2449-9.
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Synchrophasor data-set is called the phasor frame. This set must be recorded at same 
time along power system diverse locations. During analysis of frames one phasor is 
chosen like reference φR=0 rad and others are considered to it. This is called phasor 
data-set with reference (or relative phasor frame). [1] 

 
Fig. 1. Relative phasor frame. 

2.1 Phasor Monitoring 

Phasor measurement is made with Phasor Measurement Unit (thereinafter PMU). 
Transmission and distribution power system monitoring uses precise time 
synchronization (GPS technology). PMU evaluates values of voltage and current 
phasors. Precise timestamp is assigned to each phasor. 

 
Fig. 2. Typical Synchrophasor System Architecture. 

 
Every PMU sends data-set to Phasor Data Concentrator (thereinafter PDC). PDC 
provides data receiving from PMUs (Fig. 2), sending data to superior system, control 
PMUs and data manipulation in real time, off-line analysis (such as time alignment 
message from PMUs, calculation of derived variables, long-term archiving etc.). 
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After relative phasor frames evaluation with developed application (running on PC), 
critical information is displayed and user can find out power system state and then 
appropriate steps can be taken to ensure power system stability. [1] 

2.2 Synchrophasor Monitoring Standardization 

IEEE Std C37.118-2005 is basic standard for measurement synchrophasor evaluation 
in power systems. The standard determinates synchrophasor evaluation, verifying 
methods and definition of communication protocol which is used by PMU to send 
data to superior system in real time (for example to PDC).  
Communication protocol defines PMU and PDC standard message format and the 
structure of so-called frames. Frames are divided into data, configuration, header and 
command. First three types are transmitted by PMUs, last frame type is sent by 
superior system. In normal operation, each PMU sends only data frames containing 
information specified in standard (device ID, measured data, timestamp, status, etc.). 
The standard message format does not dictate hardware interface. Individual devices 
can use any serial communication (e.g. RS-232, RS-485), Ethernet, etc. [2] 

2.3 Synchrophasor Monitoring Existing Solution 

Some similar software solution can be found for synchrophasor monitoring in power 
systems. For example there are commercially available SEL-5073 developed by 
Schweitzer Engineering Laboratories and open source “PMU Connection Tester”. [3] 
[4] 
I was forced to develop my application “PMU-Monitor” because I want export data to 
NI DIAdemTM for subsequent off-line analysis and measurement protocols creating. 

3 PMU-Monitor Application 

The application purpose is user-friendly synchrophasor visualization from PMUs and 
PDCs (thereinafter devices). Synchrophasors are displayed graphically and indicator 
data-set. User can view each device configuration without possibility change it. 
Application communicates with devices (user can define up to 8 devices) via Ethernet 
interface. Application holds 10 minutes (user-defined setting) of incoming data 
frames for each device in buffer. After exceeding this limit the oldest frame is 
overwritten. 
The application is robustness in state that incoming frame is not received at sequence. 
For example, during network overloading the application is receiving data frames, 
what it is not time-aligned (e.g.  after frame with timestamp “16.11.2010 14:13:15.1”, 
would be correctly followed “16.11.2010 14:13:15.2”, but the application received 
frame with timestamp “16.11.2010 14:13:15.3” first. 
The application is programmed with the G language NI LabVIEWTM 2010 and NI 
DIAdemTM 2010 is using for measured data-set analysis. 
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3.1 Communication Subsystem Description 

Simplified communication block diagram between devices and the application 
describes Fig. 3. The application initiates the communication connects (as a client) to 
one or more devices (IP addresses, port numbers and device identification numbers 
must be known). After successful connection the application sends command to 
devices to send the configuration frame. The device sends the configuration frame 
that contains needed settings for proper interpretation of data frames (e.g. device 
name, channel names, data representation and channel types). Then the application 
sends to devices command “Start sending data frames” and goes into data acquisition 
loop. When data frame is received it is transferred through FIFO memory to data 
processing loop running in parallel branch. With adding data processing loop the 
application robustness is increasing against data frames losses. Data acquisition is 
running until user does not want to abort communication (variable “Abort”) or error 
does not occur. Then communication is correctly closed and system memory is 
unallocated. 

 
Fig. 3. Communication subsystem description. 

3.2 Application Graphical Interface 

Application graphical interface was designed with the emphasis on clarity and 
simplicity. The window size was set up to 1024*768 pixels, because it can be 
displayed in any monitor. In the upper left corner there are three bookmarks: 
 • Waveforms (graphical representation of amplitude and phase of selected 
synchrophasors, Fig. 4) 
 • Actual data (display last device data frame) 
 • Device configuration (devices configuration overview) 
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Fig. 4. The application GUI – Waveforms. 

3.3 Functionality Verification 

To verify whether the application meets the IEEE Std C37.118-2005 standard I used 
commercially available device - protection system SEL-351A (Fig. 5). The SEL-
351A provides phasor measurement unit capabilities when connected to a suitable 
IRIG-B time source SEL-2407. The device meets the IEEE Std C37.118-2005 
standard. [4] 
PMU voltage inputs were connected to power system using voltage transformers. 

 
Fig. 5. Application verify functionality using protection system  

SEL-351A with phasor measurement unit capabilities. 
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4 Conclusion 

The developed application “PMU-Monitor” allows synchrophasors monitoring with 
display of graphs or indicators. The Software complies with IEEE Std C37.118-2005 
standard and works with any commercially available PMUs and PDCs, which 
correspond with this standard.  
Data export (to NI DIAdem™) using opens possibilities for subsequent off-line 
analysis and measurement protocols creating easily. 
The application is as part of a larger project of research and development 
synchrophasors. 
In comparison with similar solution “PMU Connection Tester” developed application 
“PMU-Monitor” makes possible to monitor more than 1 device (up to 8 devices) and 
export data to NI DIAdemTM. 
The solution is based on concept of virtual instrumentation what provides advantage 
that solution is upgradeable to future requirements without need for greater time and 
resources spending. 
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Abstract. This paper explores the possibility how to implement a frequency 
estimator based on a new principle. It takes advantage of the spectral leakage 
effect of the discrete Fourier transform. The proposed method is extended to 
identify the fundamental frequency. The method is then tested on simulated 
signals and compared with other methods. 

1   Introduction 

The issue of frequency estimation and pitch detection has been solved for many years 
and lots of methods have been developed but still there is some space to invent new 
and more precise methods for certain applications. 

The basic problem is how to extract the fundamental frequency from a sound 
signal, which is usually the lowest frequency harmonic component or partial f0 [1]. 
The time-domain methods include the zero-crossing rate method and its 
improvements, autocorrelation methods, for example the YIN estimator, and phase 
space methods [2]. The frequency-domain methods include component frequency 
ratios methods, filter based methods, cepstrum based methods, and multi-resolution 
(wavelet) methods [3]. 

This paper presents an idea how to implement a potentially very precise frequency 
estimator in the frequency domain. The proposed method is intentionally based on the 
‘blurred’ frequency spectrum phenomenon of a sinusoid signal where the frequency 
of the signal is not an integer multiple of basic frequency. 

2   Theory 

Let w(t) is the sinusoidal signal before time discretization, where t is time, A0 is 
amplitude, k0 is DFT bin frequency, fs is sample rate, N is sample count, ϕ0 is initial 
phase. Compute the coefficients of one-sided Fourier series 

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2011, pp. 267–272.
VŠB – Technical University of Ostrava, FEECS, 2011, ISBN 978-80-248-2449-9.
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where ωπ /2/ == sfNT  is DFT window period, k is DFT bin frequency. Then 

the spectrum of the signal w(t) is 
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Now modify the spectrum to be a smooth function fitting in every integer 
frequency k 
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The equations (2) and (3) imply that if k is integer then )()(
~

kWkW = . For an 

example of )(kW  and )(
~

kW  functions, see Fig. 1. 
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Fig. 1. Comparison of  original amplitude spectrum W(k) and modified spectrum W~(k) for 
k0=10+1/3 
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kW  is infinite for 0kk = . Define a one-sided conditionally inverted 

spectrum )(
~

kM  

)(
~
1

)(
~ def

kW
kM =  

(4) 

Then 0)(
~ =0kM . This finding can be used to search the partial DFT bin 

frequency k0. Define an auxiliary real function 
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This implies that 0)(
~ =0sgn kM . The function )(
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which can be used for the amplitude calculation. 
Furthermore, there is a relation between the initial phase of the signal ϕ0 and 

)(
~

0kW  

( ) ( )1arg
2

))(
~

arg(lim1arg
2

3
))(

~
arg(lim 0

0

0

0

22 −−−=−−−=
+→−→

kj

kk

kj

kk
0 ekWekW ππ ππϕ  (8) 

3 Proposed method 

The problem of the fundamental frequency estimation can be divided into the 
following steps – location of harmonic partials, suppression of the localized partials 
from the spectrum, and finding the fundamental one. 

3.1 First step – precise localization of harmonic component 

Let )(kW  is a normalized one-sided DFT spectrum, where /2,...,2,1 Nk =  and ke is 

the DFT bin frequency with the maximum amplitude. 
 

1. Compute 

( ) ( ) ππϕ −−−−=∆ )1(arg)(arg eea kWkW  (9) 

( ) ( ) ππϕ −−+−=∆ )(arg)1(arg eeb kWkW  (10) 
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2. If ba ϕϕ ∆<∆ , then ∆kr = 1, otherwise ∆kr = 0. 

3. Calculate for 
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If anyone from the calculated ∞=)(
~

kM sgn , then the method SCIPI has failed. 

4. Calculate )(
~

kM sgn  and )(~ ksgnϕ  by cubic interpolation in the interval 

rere kkkk ∆+−∆+ ;1 . 

5. Find the solution k0 of the equation 0)(
~ =kM sgn . If no solution is found, the 

method has failed. 
6. Calculate the derivation of estimated polynomial )(

~
kM sgn  in the point k0 and 

substitute in the equation (8) to determine the amplitude A0 of partial. 
7. Determine the initial phase of partial 

( )1arg
2

)(~ 02 −−−= kj
0sgn0 ek ππϕϕ  

(13) 

3.2 Second step – selection of the fundamental frequency component in a signal 

There have already been many efforts to use harmonic structure models to estimate 
signal frequency [4],[5]. Our method is using the following principle of exclusion of 
higher harmonic partials except the fundamental one. 

Let k0[h], A0[h], ϕ0[h] is the list of found partial components where h = 1, 2, ... H, 
sorted from the one with the biggest amplitude A0[h]. 

 
1. In the cycle for n = 1,2, ... Nmax we are searching for the harmonic number nfund of 

partial with the biggest amplitude (h=1) 
2. For every partial h compute harmonic ratio 

])1[(][],[ 00a knhkhnp =  (14) 

]),[round(],[ hnphnp ab =  (15) 

3. Compute the weight of the partial for maximum frequency deviation 50 c = 3%  
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If 1<bp  or maxNpb >  or 0<am , then the partial h is out of range, therefore it is 

skipped ( 0=am ) for given n. 

4. Calculate the sum of weights 
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h

asum hnmnm ],[][  (17) 

5. Find such fundn  that sum of weights ][ fundsum nm  is minimal. 

6. Find such fundh  that 1],[ =fundfundb hnp . 

7. Then the fundamental frequency and amplitude are 

N

f
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N

f
kf s
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fundfund ][==  (18) 

][ fund0fund hAA =  (19) 

4 Results of testing 

Before testing on real musical signals, the precision of the method will be tested on a 
simulated signal with defined parameters. We will compare our method (SCIPI) with 
other methods. 

UACPI is a time-domain method based on an unbiased autocorrelation. After the 
calculation of R(τ), the negative part τ and N/4 values are discarded. Then the first 
maximum is found and frequency is calculated by parabolic interpolation.   

FMPI is a simple frequency estimation method based on FFT. The maximum peak 
in the amplitude spectrum is found and frequency is calculated by parabolic 
interpolation. There are some advanced modifications of this method [6],[7]. 

YIN is the well-known fundamental frequency estimator based on a modified 
autocorrelation method with a number of modifications and a simple algorithm [2]. 

In the first test we will compare the methods on three types of signal: 

a) a sinusoidal signal: )2sin()( tfty 01 π= , 

b) a signal composed of three partials with frequency ratios 1:2:3 and equal 
amplitudes: )6sin()4sin()2sin()( tftftfty 0002 πππ ++= , 

c) a square signal: [ ])2sin(sgn)( tfty 03 π= . 

The frequency of the testing signal is changing from 100 to 5000 Hz with 
exponential steps. A rectangular window with N=2048 samples and sample rate 
fs=44100 Hz is used here. Also the 16-bit quantization is applied. Only one window is 
sampled and estimated for every tested frequency. Average relative errors of 
frequency estimation are summarized in Table 1. 
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Table 1. Comparison of frequency estimation methods 
 
 
 

 
 

 

5 Conclusion 

In this paper a new method of frequency estimation of partial signal components, 
SCIPI, has been proposed. The method draws on the behavior of DFT transform of a 
periodic signal between the spectral lines caused by the spectral leakage. 

The tests on basic simulated signals show that the method is potentially extremely 
precise. It is about 102–103 times more precise than a simple parabolic interpolation 
method in the DFT spectrum and the YIN method is better only at lower frequencies. 
However, the method is sensitive to the shape of signal and distortion yet. 

The method can be used to estimate the fundamental frequency. Also it could be 
used to analyze polyphonic signal. Another application is the filtration of partial 
periodic (distortion) components from signal due to the capability of estimating the 
amplitude and the phase of the partial too. 

Future work will focus on more tests to find out the limitation of the method usage. 
These include testing a degree of interference caused by neighbor partials in a signal 
and testing on recorded signals from real world. 
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Abstrakt. In these days the term power quality becomes to be significant in 

industry. Many manufacturers develop equipment for measuring the quality of 

electrical energy for various applications. However, the qualitative 

requirements for the operation of these devices are still not precisely defined. 

So it is not an exception that different manufacturers differently interpret 

requirements. Then it is more difficult to compare qualitative parameters of 

these different devices. This paper describes how to test functionality and 

capability of devices for measuring power quality. 

Key words: Power quality, Flicker, Power system measurements, Automatic 

testing, Instrumentation and measurement; 

1 Introduction 

In recent years, occurrence of disturbing effects in the electricity system is increasing 

which results in degradation of electrical energy quality. Therefore, power quality is 

becoming increasingly important for the electricity distributors. In addition, the 

interest of European regulatory authorities in the quality of electricity is constantly 

increasing.  

Given these facts, electrical systems for measuring and analyzing power quality are 

increasingly used in various places of the electrical grid. Although the requirements 

for evaluation of the power quality are described in IEC 61000-4-30, currently, the 

testing equipment for testing power quality analyzers is not widespread.  

Therefore, we have decided to develop a fully automated system that will be able to 

test the device for measuring the quality of electric energy. Currently, this device is 

still under development, but we have already made the first stage of the tester 

development - the evaluation of flicker. We have also made the first real testing of 

several analyzers from various manufacturers.  

2 Description of test system 

Voltage changes were implemented on a programmable voltage source HP6834B 

Hewlett Packard (now Agilent HP6834B). Power source is capable of carrying up to 

3kW, so there is not a problem to supply testing devices. In order to control HP6834B 

source via GPIB interface LabVIEW application was developed. The power source in 

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2011, pp. 273–278.
VŠB – Technical University of Ostrava, FEECS, 2011, ISBN 978-80-248-2449-9.
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combination with PC enables to implement a number of voltage changes. The 

generated sequences were verified by an independent test application created in 

LabVIEW using the following hardware: cDAQ chassis that can be connected to a PC 

via a USB port and NI9225 module, which provides three galvanically isolated 

voltage inputs with a range of 300V. The entire assembly includes additional control 

oscilloscope AGILENT. All mentioned devices are shown on block diagram Figure 1. 

 

Fig. 1.  Test system block diagram 

These devices were selected due to the possibility of connection with a computer and 

ability to control (data acquisition) using LabView programming environment. 

Programmable source HP6834B has sufficient capacity to generate almost any testing 

waveform or to simulate real waveforms. 

For a comprehensive comparison of flicker evaluation on different PQ analyzers were 

first identified the typical voltage changes in distribution network caused by different 

appliances: sawmill, pellet press and heat pump. Typical changes of voltage caused 

by such appliances were measured in real distribution network with device 

TOPAS1000. To capture the rapidly changing rms voltage, data of periodical values 

of rms voltage were used. Recorded voltage changes were simulated on a 

programmable voltage power supply HP6834B. 

 

On the output of HP6834B power supply six different types of PQ analyzers were 

connected: 

 Topas 1000    

 Memobox 300    

 Fluke 1744    

 

Power source 

HP6834B 

 

PC 

GPIB 

Tested 

devices 

… 

 
Oscilloscope 

USB 

cDAQ 

NI9225 
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 ENA 330    

 ENA 450   

 PQ Monitor MEG30 NN  

 

Before the test, we verified that all three defined and generated typical courses of 

voltage changes correspond to voltage changes recorded on a real network, close to 

the typical real load. 

At the beginning of the test, connecting of all devices to a source HP6834B was done. 

Although the source is three-phase supply, voltage inputs of all devices were 

connected to phase L1 of the source, to avoid any possibility of connecting different 

signals to particular input devices. This type of connection makes it impossible to test 

the evaluation of voltage unbalance, but it was not the subject to the test. [1],[3]  

3 Description of test application 

The core of the entire test system is a software application created in LabVIEW. This 

application allows users to control power source HP6834B. The user can define 

almost any testing waveform with the required parameters, which is then generated on 

the output of source. 

The proposed application is quite extensive, to allow full use of functional 

possibilities of programmable of source. In this article is presented image of the user 

interface, which is used for testing flickermeters. This part allows creating any 

sequence of voltage waveforms, while the number of adjustable parameters is very 

rich. This way you can create and simulate almost any real waveform of practice. 

 

Fig. 2.  Test application screenshot 

4 Description of test process 

As was mentioned in introduction realized tester is testing PQ analyzers in terms of 

evaluation of flicker parameter. 



276 Petr Pětvaldský, Petr Biĺık

Flicker is a visible change in brightness of a lamp due to rapid fluctuations in the 

voltage of the power supply. From the momentary value of flicker is calculated the 

short term flicker (Pst) accordingly to a statistical process over a ten minutes 

observation interval. Long term flicker (Plt) is calculated as the cubic average of short 

term flicker values over a 2 hours observation interval. 

4.1 Voltage Changes Caused by Pellet Press 

Pellet press being under operation reports varying load and idle operation is mostly 

absent here. Operation of the press and the resulting consumption of power cause the 

constant changing of the effective voltage without delay where would be no changes 

in voltage. It can also be expected to conduct flicker without significant changes. 

 

Fig. 3.  Voltage changes record – pellet press 

 The recorded waveforms show that with the exception of the PQ-monitor analyzer 

(MEG30), which indicated Pst and Plt approximately 2.75, all other analyzers, 

showed the result of about 2.25. Unlike Pst data recorded by other analyzers, Pst data 

from analyzer MEG30 show a slight ripple. 

 

Fig. 4.  Pst measured data – pellet press 

4.2 Voltage Changes Caused by Heat Pump 

Heat pump causes a decrease, which is typical for rapid voltage changes. When the 

heat pump is turned on a large current peak appear, caused by asynchronous motor. 

After starting the motor current peak disappears and the engine draws the nominal 
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current. After a time the pump is turned off, the current drops to zero and the voltage 

returns to its original value. Described action causes an irregular network load 

specific by the relatively long time when the pump is turned on and off (in the 

simulation it was 15min and 15 min). Irregular network load causes not too frequent 

changes in the level of rms voltage so significant changes of the flicker value can be 

expected. 

 

Fig. 5.  Voltage changes record – heat pump 

The measured Pst data show that with the exception of the analyzer PQ-monitor 

(MEG30), which indicated peak Pst = 0.22, all other analyzers showed peaks Pst = 

0.9. Peaks on Pst from TOPAS1000 analyzer located at different times than other 

devices. Due to carried out setting of the internal clock of the instruments before the 

beginning of measurements, it is unlikely that this is caused by inaccurate clock. 

Probably Topas 1000 has a different algorithm to record a time stamp of the 

measurement interval. [4],[5],[8] 

 

Fig. 6.  Pst measured data – heat pump 

5 Conclusion 

At the beginning of the conclusion has to be noted that the above mentioned tests are 

not described or required by applicable standards [5] and [8], but they verify the 

responses of flicker meters on voltage changes which are commonly occurring in 

practice. So it cannot be said that any device do not evaluate in accordance with 

applicable standards, but it can be stated that evaluating is different than others, 

whose results are almost identical. Evaluation of responses to various types of 
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repetitive voltages changes in the form of the measured flicker Pst of the PQ analyzer 

is shown in Table 1. 

Table 1. Pst measured data 

Voltage changes Press Saw-mill Heat-pump 

PQ analyzer Pst Pst Pst 

Topas 1000 2,285 4,044 0,920 

Memobox 300 2,235 4,012  0,901 

Fluke 1744 2,235 4,013  0,901 

MEG30 2,757 3,502 0,256 

ENA330 2,252 4,072 0,851 

ENA450 2,249 4,089 0,851 

 

From Table 1, clearly indicate the following facts: 

In the case of voltage changes from the pellet press responses of the PQ analyzers are 

almost identical, except MEG30 analyzer which has about 20% higher values of both 

Pst. For evaluation of voltage changes induced by saw-mill are responses again 

exactly the same for all analyzers except MEG30 device, which has about 20% lower 

Pst values.  

Flicker measurement for voltage changes caused by operation of heat pump is again 

exactly the same for all analyzers except MEG30 analyzer, which shows again a 

different evaluation of Pst, see Table 1.  

It can be concluded that only MEG30 device, which is declared by manufacturer as 

device class "B" according to IEC 61000-4-30 [6], has a different evaluation of the 

flicker, it may cause in a significant problems for electricity distribution companies in 

the case of measuring power quality in distribution grid.  
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Abstract. This contribution discusses possibilities of implementation visual in-
spection and RFID techniques into labeling technology of blood container due 
demand of increasing process automation level in transfusion center. At the cur-
rent development of the imaging equipment and computer vision, especially 
given the reduction of cost can be effectively used for technologies demanding 
of industrial processes of visual inspection. Another benefit of the application 
this processes is the possibility of achievement more safety in the handling of 
biological material in these critical applications. Also in the introduction of the 
RFID technologies enables automatic matching and verification of the RFID 
tags and bar codes. This also leads to improved safety especially at the time 
when all workplace are still not equipped with the RFID readers and therefore 
are still just using bar codes readers. Currently in cooperation with the Blood 
center of University Hospital in Ostrava are tested technology possibilities of 
both the labeling system and their reciprocal compatibility. Detailed description 
of visual inspection of blood containers label, matching with RFID tags and in-
spection of the integrity of the container is in the following text. 

1   Checkout Inspection System Introduction 

Blood transfusion service, blood processing and the concept of the blood centers are 
forms an integral part of the contemporary medicine. General pressure for reducing 
the cost in the current growing quality of peoples to health care is necessary to in-
crease the level of automation even in biomedical processes. These main reason leads 
to the introduction of modern technology and logistics industry, such as the use of 
RFID technology and visual inspection is, in modern medicine. However, the RFID 
technology is not covered the all aspects of manipulation with biological materials, 
such as bag with blood is, because a lot of processes required a straight human inter-
vention. Currently, in Cooperation with Blood Center of in the Faculty hospital and 
Technical University in Ostrava are in the solution the implementation of the RFID 
tags in blood transfusion services. This project is also dealt with the issue of safety 
and reliability of RFID technology for marking blood. In particular then the reliability 
of RFID tags, marking due to the several weather conditions on different types of bags 

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2011, pp. 279–284.
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with blood, which are the need to maintain the readability of both radio and the visual 
identification information on the labels. The system for automatic visual inspection 
with and without used of RFID technology are developing in the MATLAB environ-
ment 2009. The second solution of visual inspection is evaluating and implementing in 
the standard automation software, the NI Vision Builder. These two variants of solu-
tion are then compared in aspects possibilities and efficiency of implementation in 
blood centers operating conditions. Using algorithms designed in MATLAB with 
subsequent industry components using based on the NI Vision Builder is assumed. 

1.1 Checkout Technology  

Department of the expedition is the place where the bag with blood leaves the blood 
center. Blood preparations are passing entities in the University Hospital and other 
organizations. Inspection is carried out on removal transfusion preparation. By work 
instructions is controlling the appearance and integrity of the bag, blood groups, expi-
ration date, the correspondence from transfusion preparation with particular dates in 
information system and on the "Order form for before the transfusion examination and 
blood product "and" Requisition for output transfusion preparation."  

 

Fig. 1) Blocks of manual operations. 

These operations are only performing by an eye visually without any other records 
about the checks. Bags with blood are identifying by manual barcode reader. This 
information is transfers into the information system. Information about particular bag 
with blood is displaying on the monitor. The employee of checkout extention com-
pares the information shown on the label in text form. The single barcode have not be 
individually visual checked. Movement or delivery note with the required particulars 
is drawn by the employee. Type sheet depends on the type of bag with blood and 
target customer. Prescribed particulars of transfusion are also entering into an infor-
mation system. Subsequently this transfusion product is ready to be transports to the 
destination. 

1.2 RFID Checkout extension  

If is use the RFID tags as primary identification is necessary it must by verify consis-
tency of the RFID label with Visually marking bag with blood and accuracy the bar-
code. Therefore, the expedition department is equipped with a RFID reade zone which 



Visual and RFID Checkout Inspection System 281

is identical with the reading zone of visual identification. RFID tag can help simplify 
and accelerate searching required blood products in the areas expedition and hand 
storage. Deposit each of labeled products will be recorded. This information will be 
transmitted to the information system and validated with the data from the expedition. 

 

Fig. 2) Block diagram of automation Visual and RFID inspection system. 

1.3 Visual and RFID system design   

In the normal process of the expedition is not enough time to complete inspection. 
Manual scanning all of the codes and full visually inspection is time demanding to 
much and therefore the reliance is on an accuracy of recorded datas and identify in-
formation in database system. In the proposed control of system is extended with full 
control all of items on the label of the bag. Barcodes reading, RFID tags reading - if  
it´s present and visual control the bags with blood are performs in real time. 

Package Control 
The system verifies visual quality walls of bags. Defect detection was targeted on the 
recognition damage contention the bag and concentrate on entry into the division. The 
inspection of the bag size was also performed. The system does not detect only the 
bags with blood but it also detecting various types of bags and the comparison with 
the data from the database. It is also performed the visual control of the contents of 
and the bags identitying with label. The studio model is maintained of due to the pos-
sibility of full automation in process. Defect detection of bag with blood is done by 
computer vision algorithms. Input image is scanned by the camera likes an expertise. 
The mask of the bag, that has 2 bits of depth, is created during this process. Necessary 
depth of the object segmentation is set automatically with respect to demands of the 
process. Defects on bag has been detecting by analyzing performed mask. Founded 
defects are marks and the operator made removes it. 

Label Recognizing  
The every label of bag with blood contains of 5 barcode identification. There are 
recordes number of the product, blood type, Rh factor and also the performance and 
consumption. The label also contains additional text and graphical information. Color 
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codes help in visual inspection on blood groups. Blood groups identified are used for 
verification datas comparing  textual information with barcode and RFID tag. Individ-
ual codes are placed on fixed positions in the label. The identification mades by using 
the math pattern matrix in the first step. After the identification the location of the 
label the each elements are controled in segmented blocks on the label. Included auto-
matic barcode readers are reading the informations from each block. The image in-
formation reading from the camera along with barcode is also compare from RFID 
reader. The all datas are also validating with information from the database. If a devia-
tion is identified, such as an expired shelf life or other defect, the operator is also 
informs about it. The bag with identified defect removes from the process. 

1.4 Safety and security management 

Increasing the safety and security management with potentially dangerous biological 
materials and increasing the safety and security of the system are main reason for the 
implementation of the proposed system.  

RFID tags verification 
In the case of bags with blood that contains RFID tags are needed to compare the 
information saved in the RFID tag with information on the label. For this reason, are a 
place for reading is also provided with an RFID reader. The values are compared with 
each other. Formal control database dates accuracy are making with visually detected 
dates from the label. The error is identified in the case of disagreement when compar-
ing data. Operator reading place are removed following identified bag. 

Time management 
In case of defined place for reading reduces the number of operations required by the 
personnel department expedition. Automatic label evaluation requires only a one im-
age taken automatically after placing the bag into the reader zone. Manipulation is 
reduces only to placed into the reading zone.  

Communication with the server 
Central Blood Center database includes all data resulting in the blood production 
process. In safety aspects and elimination possibility of unauthorized access to datas-
tore, the critical data are not transmitted from the server. The datas are senting to the 
server even if they makes evaluation and pairing with database. Consequently, the 
indication correct or incorrect datas returns serfer to the inspection system. This is 
elliminate needing remote authorization of an inspection module for database access 
and disabling demand data stored on central server. This solution requires the installa-
tion verification software directly on the server in blood center. Computing power 
required to perform verification is preserved in terms of other transactions occurring 
at the server is negligible. In essence it is the execution of a "one database query" to 
verify the accuracy of all data on the blood. 
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2 Actual Results   

The proposed solution is currently being tested in realistic blood bags and separate 
labels too. The optimal reading zone location so that it accommodates demands of the 
expedition workplace ergonomics is currently searching. The Interface design of in-
formation system in terms of maximum security of communication between module of 
visual inspection and blood center information system is currently in the solution. 
RFID technology is currently only tested and not yet deployed in the direct operation 
of Blood center of FNS Ostrava. The deployment of this solution in the near future is 
considered. Introduced system is designed for the needs of the expedition extension of 
Blood Center; however, its application is possible in other departments. For example, 
the location of the proposed visual control of the operation of production and labeling 
bags will speed up the process and increase safety for at the very beginning of the 
process chain. A doctor and of blood Centre staff will have the maximum possible 
information about the movement, manipulation and conditions in which the bag found 
during the process. As mentioned method is now being tested. The conclusion will be 
specified after a sufficient number of cycles. 
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Abstract. Paper describes the system that is developed by the authors and 

which allows connection of HIS (Hospital Information System) used at Městská 

nemocnice Ostrava, REPACE central registry of pacemaker implantations, vital 

signs monitor DASH and implant control system ICS 3000. This connection al-

lows users to effectively create, store and visualize operation reports. The new 

system is being developed using C# programming language within .NET envi-

ronment. The developed application’s title is ImplantSys. 

1   Introduction 

The main goal of this project is to create a system that helps physicians at the cardio 

stimulation department of the hospital in Ostrava (Městská nemocnice Ostrava). After 

the operation, which is most often the implantation of a pacemaker, there is a need for 

physicians to make a report. This report contains various information like the patient’s 

identification data or the measured signals from devices. Then it has to be stored in 

the nationwide central registry named REPACE.  

There are four sources of data that the new developed system ImplantSys has to 

combine for the most effective workflow. The hospital HIS (Hospital Information 

System aka EHR – Electronic Health Records) which contains patient’s administration 

data, DASH vital signs monitor used mainly for measuring ECG (Electro Cardio 

Graph), implant control system ICS 3000 mainly used for measuring IECG (Internal 

Electro Cardio Graph) and programming the pacemaker, and the REPACE central 

registry. 

From this the ImplantSys allows the physicians to work faster and more effective-

ly with the patient’s records in a user-friendly way. It will be the first system that al-

lows this. 

2   The New System 

The ImplantSys application is running on the PC in the block of processing (see Fig. 

1). There is a HUB that connects HIS, DASH and REPACE via an Ethernet interface. 

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2011, pp. 285–290.
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The ICS3000 does not support online connection in real-time. Therefore the data from 

the ICS3000 is transferred via one of the supported media (USB flash drive or CD) in 

XML format. Communication with the REPACE registry is via the internet. 

 

 

Fig. 1. Physical interconnection architecture 

The data can then be imported into the application safely, reliably and above all au-

tomatically. This is much more efficient compared to the current method of manual 

rewriting. 

3   Hospital Information System 

There is important data in HIS which needs to be imported to the ImplantSys. Such 

data includes patient’s name, birthdate, gender, weight, height, diagnosis, address, 

insurance and other relevant information. This will help the physician to automatically 

fill in the form of the report and prevent them from making a potential mistake, which 

can happen while rewriting the data manually. 

The name of the in service HIS is CLINICOM. CLINICOM is a robust hospital 

information system with a modular design and an object-relational database Caché 

from the InterSystems company [1]. It is used by several hospitals in Czech Republic 

[2]. 

Communication between ImplantSys and the CLINICOM database is solved by 

the interface implemented as a dynamic-link library in C#. This interface contains 

several methods for getting the relevant data from the database to the ImplantSys 

application. The form for the report creation is filled in with the information and can 

then be edited. Relevant data is picked from the database by a method in which the 

personal identification number serves as the primary key for selection. If there is more 

than one record associated with the patient another key for selection is used. Date/time 

is the secondary key. 
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4   Vital Signs Monitor DASH 

Various vital and electric parameters are measured during the pacemaker implanta-

tion. External and internal ECG are the primary parameters of those vital signs. Other 

parameters such as respiration, O2 saturation, blood pressure and others are observed 

only in more severe cases of a patient’s condition. The vital signs monitor DASH 

4000 is used for the measurement. 

4.1   Communication Protocol 

The DASH device uses a closed protocol of the “Unity Network” [3]. There are three 

known types of UDP messages: RWHAT, BEDSIDE and WAVEFORM. 

1) RWHAT message 

This message serves to identify all devices on the Marquette network. Each device 

sends this message typically every 10 seconds. Each device involved maintains a list 

of these devices. 

2) BEDSIDE message 

This message serves to call the functions of the devices and to change the parame-

ters. There are two types of the message - a request ("request" packet) and answer 

("response" packet). The requests are used for reading and writing of the parameters, 

or to request a subscription ("subscribe") of the parameters and waveforms in real-

time. The answer then contains the specific parameters or results of operations. 

3) WAVEFORM message 

This message serves to transmit the monitored waveforms in real-time. The speci-

fication of the message is not complete yet. However, there is a functional way to 

handle such messages and process them. 

The vital signs monitor DASH filters out these waveforms and computes another three 

(1) from them automatically. But the DASH only displays them and does not send 

them to the PC so the ImplantSys must compute these as well. These three computed 

waveforms are: aVR, aVL, and aVF, which are augmented limb leads [4]. 

 

2

III
aVR


 , 

2

II
IaVL  , 

2

I
IIaVF   . 

(1) 

 

For long-term remote monitoring by the application, it was necessary to create a 

driver that allows a reliable connection to the DASH device in real-time. The Im-

plantSys uses advanced design technology with regard to the real-time data pro-

cessing [5]. Based on the described specification, the driver for patient monitor 

DASH was developed in the .NET framework [6]. 
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Developed TMqExplorer component is used to detect devices on the network. The 

main component is TMqDevice which contains information about supported services 

TMqService and provides an interface for the collection of the waveforms of the 

measured signals TMqWaveform and for update of the parameters TMqParameters. 

TMqWaveform component organizes the measured signals into the individual 

channels TMqChannel and each channel is then formed by samples TMqSample. 

The direct usage of these classes is too complex so that is why another component 

was created - TSimpleDASHReader. This component is specifically designed to 

collect the waveforms from the DASH monitor at the constant sampling rate.  

Class allows it to: 

1. Connect to the target monitor based on its IP address. 

2. Get a list of all currently measured channels from the monitor. 

3. Continuously measure the selected channels. Measured waveforms are 

returned as a table of values (channel, time). Possible error conditions and 

failures in the measurement are replaced by the constant value NaN. 

5   Implant Control System ICS 3000 

Biotronik ICS3000 serves as a mobile implant control system that helps surgeons to 

fully control an implanted pacemaker. Also it is used for the measurement of electrical 

parameters and as the external pacemaker. As for the measured electrical variables, 

there are, for example IECG, voltage threshold, impedance of the electrodes and oth-

ers. 

In order to integrate the ICS3000 device and the patient data into the ImplantSys 

application, an interface component needs to be implemented. Once this component is 

used the software is able to extract, transform and translate the internationally stand-

ardized Biotronik IEEE 11073-10103 XML data and programmer data into the Im-

plantSys software or hospital’s EHR system. 

The interface component is programmed in .NET 3.5, .NET 4.0 in a mixed assem-

bly manner and compiled as a dynamic library with a public API (Application Pro-

gramming Interface) that can be used by any .NET language. 

Data export process and integration into the ImplantSys application is done with 

respect to the specification provided by Biotronik [7]. In order to read ICS3000 ex-

ported data, transformation of this data into the internationally standardized format 

needs to be performed. This transformation from Biotronik programmer XML file 

format to internationally standardized Biotronik IEEE 11073-10103 XML is done via 

a command line application called Programmer Adapter which is provided freely from 

the Biotronik website [8]. 

5.1   Customized Adapter Implementation 

The customized adapter is implemented in C# .NET 3.5 and .NET 4.0 mixed assem-

blies and compiled as a dynamic library included into ImplantSys application. 
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The customized adapter’s XML parser expects either IEEE 11073-10103 XML 

format or ICS programmer XML format. In the case of ICS programmer XML format, 

XML is transformed into IEEE format by a Biotronik Programmer Adapter command 

line utility [8]. Encoded backup zip file reading is not implemented yet as chilkat 

component is not freely available and the password protection of these backups is 

therefore unknown. 

Customized adapter’s XML parser is using a language-integrated query to parse 

and process XML stored data. All data stored in the XML format is described in the 

document provided by Biotronik [9]. Parsed XML data is mapped into object struc-

tures. Customized adapter is working as a Biotronik XML to object mapper. 

6   Central Registry REPACE 

REPACE is the name of the nationwide central registry developed by the Institute of 

Biostatistics and Analyses at the Faculty of Medicine and the Faculty of Science of 

the Masaryk University, Brno, Czech Republic. This registry contains reports from the 

implantations of pacemakers and other relevant operations such as re-implantations.  

Reports contain information about the operation such as patient’s data, implanted 

devices, electrodes, complications, measured data and the names of the operational 

personnel. All this data is inserted via the web page interface. 

Most of this data ImplantSys can obtain automatically – from the CLINICOM, 

DASH and ICS3000. An option to export the data to the REPACE is another one of 

the developed main features. There is an ongoing implementation on the interconnec-

tion. A .NET interface will serve this purpose. REPACE is built on the ORACLE 

database. 

7   Conclusion 

ImplantSys (please see Fig. 2) is very helpful as it connects four sources of infor-

mation and combines it into one framework where the user – the physician – can ef-

fectively work with it in the modern GUI.  

Every part of the system can be used alone for developing other applications. For 

example there can be a simple application used in ambulances car to store important 

vital signs during patient transfer where the DASH is used. This data can later be used 

for analysis. Another software application can evaluate the length of the interval be-

tween two pulses from the pacemaker. Longer intervals mean that the battery is dis-

charging. This software can be used to determine the status of the battery. This infor-

mation is very important not only in the case that the patient is pacemaker dependent.  

Other applications can be developed with the ICS300 dynamic library or the 

REPACE interface anywhere it is needed. From this point of view this is the most 

valuable contribution of this whole project and its main system the ImplantSys. 

 



290 Karel Vlach, Jakub Jirka

 

Fig. 2. ImplantSys screen with patient’s data 
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Abstract. This paper deals with some usage of mathematical apparatus for 
modelling of temperature conditions inside geothermal resources – in this case, 
we are interested in low-temperature ones in the forms of research polygons and 
rocks, whereas it is required to consider lots of factors, describing this problem 
correctly by using relevant mathematical formulas and equations, based on 
famous Fourier partial differential equation and other empirically developed 
equations. Using some sophisticated software applications, it is possible to 
evaluate the acquired data, whereas there is mentioned software application of 
EED only. Its borehole design process, including practical example, focused on 
approximate calculations of borehole length, depth, and number. 

Keywords: Boreholes, Collector, Conductivity, EED software application, 
Fourier partial differential equation, Heat pumps, Mathematical modelling, 
Resistance, Thermodynamic temperature, TRT test. 

1 Introduction 

Modelling of temperature conditions in the surrounding of boreholes need not be 
prerequisite for operation of heat pumps (HP). It is required to review their necessity 
by somebody, who is erudite (i. e. experience and knowledge) to analyze some 
geological conditions in the place of projected borehole, thus: 

• kinds of rocks, 
• underground water affluents, 
• other specifics. 

From economic viewpoint, it is required to study locality conditions (a borehole 
location for a heat pump) very carefully, because it is possible that the planned 
borehole could be overdesigned, so it is needlessly expensive. On the other hand, this 
borehole could be underdesigned – in this case, effectiveness of this system is lower. 
From pieces of knowledge, observed via modelling, it is possible to quesstimate these 
(optimal) parameters: 

• length of boreholes, 
• number of boreholes, 
• location of boreholes. 

In practice, some user-developed application for modelling of temperature field in the 
neighbourhood of boreholes can be used. The next stage of some borehole design (e. 

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2011, pp. 291–297.
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g. COP parameter calculation, borehole length, or number of boreholes) has to be 
solved via either some other software tool (or application) or traditional “paper” 
calculation. In this case, it is very advantageous to use some sophisticated software 
application (e. g. EED 2.0 or higher). In case of a polygon of boreholes or some 
special conditions, it is required and useful to know, how this temperature field is 
conceived and how it will act at steady state or long-time operation of one heat pump 
or more ones. Some user-friendly software application , which could realize both data 
modelling and data generation used for a borehole design, has not been developed yet 
or its development is in progress now. [1] 
Reservoir engineers and structural dynamicists, for example, routinely use advanced 
finite difference and finite methods. But drillers have traditionally relied upon simpler 
handbook formulas and tables, that are convenient at the rigsite. Simulation methods 
are powerful, to be sure, but they also have their limitations. [3] 

1.1 Borehole Dimensioning Approach 

There are these subprocesses during a borehole dimensioning for systems with heat 
pumps: 

• determining borehole number, 
• determining depth of each borehole, 
• determining distance between two boreholes and among more ones. 

There are several fundamental formulas used for this mathematical modelling. Four-
variable function of rock temperature in the borehole neighbourhood T(r, φ, z, t) 
conforms to Fourier partial diffential equation of heat transfer in cylindrical 
coordinates, see (1) and (2): 
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And 

( ) ( )tzrftzrTT ,,,,,, ϕϕ ==  (2) 
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c

a  (3) 

 
Where 
r radial distance from borehole symmetric axis (m), 
φ angle of radius vector  (rad), 
z borehole vertical coordinate in z-axis (m), 
t continuous time (s), 
T rock thermodynamic temperature (K), 
a thermal diffusivity (m2 · s-1), 
λ thermal conductivity of rocks (W · m-1 · K-1). 
c thermal capacity of rocks (J · kg-1 · K-1) at constant pressure (Pa). 
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Fig. 1. Geometrical configuration of borehole in cylindrical coordinates – rB1 = rB is an inner 
borehole radius, rB2 is an outer borehole radius, and zB = hB is a borehole depth. 

 
If T is linearly dependent on φ (in this case, the first-order partial derivative of T on φ 
is constant), then: 
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And 

( ) ( )tzrftzrTT ,,,, ==  (5) 
 
A numerical simulation, focused on this problem, showed that some simplifications 
can be used to determinate a borehole depth very accurately, namely at real geological 
conditions. During mathematical modelling, only one average value of rock thermal 
conductivity can be used, if a rock massif is homogeneous from thermal conductivity 
value viewpoint. 
Due ot seasons, air/surface thermal resistance, snow cover and frost have not effect on 
borehole with connected heat pump. In this case, annual average air temperature of 
specific locality is very important parameter. Simplified and boundary conditions – 
based on a form of (5) and Figure 1 – are as follows [2]: 
Simplified initial condition of rock temperature: 

( ) gTtzrT == 0,,  (6) 
 
Simplified boundary condition of surface: 

( ) ( )tTtzrT o== ,0,  (7) 
 
Basic boundary conditions inside borehole: 

( ) ( )tTtzrrT BB == ,,  (8) 
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And 

( ) dz
r
Tr

h
tq

B

B

h

rr
B

B

⋅
∂
∂
⋅⋅

⋅⋅
= ∫

=0

2 λπ
 (9) 

 
Where 
rB  borehole radius (m), 
hB  borehole depth (m), 
TB(t) thermodynamic sidewall temperature (K), 
Tg  average rock temperature in the neighbourhood of uninfluenced borehole 

(K), 
q(t) average heat consumption (W · m-1). 
 
During the borehole design process, some influence of underground water affluent is 
not impeached. During EED borehole design process, a rock thermal response 
(borehole neighbourhood and time interval) is converted into a file of thermal 
response non-dimensional coefficients or G-functions. Then, total heat consumption is 
converted into a file of finite thermal pulses, whereas temperature of borehole 
sidewall is set by this G-function (for TB(t) calculation), thus: 
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Where 
ts stationary time of heat consumption (s), 
g(.) G-function of rock thermal response (-), 
qi borehole heat consumption for a period of ith thermal pulse (W · m-1), 
ti time period of ith thermal pulse (s). 
 
Size of G-function depends upon number of boreholes and their placement. 
Parameter of total thermal resistance R, i. e. borehole resistance versus rock anti-
freeze mixture heat transfer, is very important to borehole design and it is also 
dependent upon borehole filling, position of collector pipes, and mode of collector 
anti-freeze mixture flow. It is desired to minimize the R value, namely from viewpoint 
of effective rock-collector heat transfer. It was simulationally verified, that this 
condition is qualified, when: 

• thermal conductivity value of the borehole filling material is very high, 
• equidistance between collector pipes is available along the borehole depth, 
• minimal distance between collector pipes and sidewall is available, 
• mode of anti-freeze mixture is turbulent. 
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Equation (10) mathematically denotes some calculating thermal resistance value 
between sidewall and anti-freeze mixture inside collector, thus: 
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Where 
TF(t) average input temperature value of anti-freeze mixture (K), 
TB(t) average output temperature value of anti-freeze mixture (K), 
TIN  input temperature value of anti-freeze mixture (K), 
TOUT output temperature value of anti-freeze mixture (K), 
RB  internal thermal resistance of borehole (K · m · W-1), 
Rg  thermal resistance between sidewall and a border, where borehole thermal 

influence has no effect (K · m · W-1). 
 
Above-mentioned formulas and most quantities are used for EED borehole design 
process. 

1.2 EED Evaluation Software Features 

EED was developed by Swedish and German researchers, who are the specialists for 
the fields of building object physics and mathematical physics. It is only useful for 
ground/water system borehole design, whereas finite depth equals to 200 meters. EED 
enables to calculate these parameters: 

• average temperature values of anti-freeze mixture inside collectors (at 
specific borehole depth), 

• borehole depth (at specific temperature range of anti-freeze mixture inside 
collectors). 

In practical use, the second approach is preferred, because the first one often leads to 
borehole depth undersizing and undesirable rock chilling inside borehole. Specific 
input conditions naturally determine the corresponding (maybe optimal) borehole 
depth to ensure: 

• minimal rock temperature increasing in the neighbourhood of boreholes, 
• constant value of HP heating power. 

User of this application has to specify these input parameters: 
• value of drilled rock thermal conductivity λ – one specific value for each 

borehole, 
• value of earth heat flux ψ for specific locality, 
• value of annual average surface temperature, 
• value of litre volume of circulating pumps inside HP primary circuit, 
• type of borehole concrete mixture, 
• type of anti-freeze mixture inside HP collectors, 
• monthly energy balance of specific building, 
• monthly estimation of HP operation at its maximum value of heating power. 
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2 Example of Approximate Calculation of Optimal Borehole 
Length via EED 2.0 

In Ostrava – Poruba, a TRT (Thermal Response Test) test was practiced to determine 
some physical properties of rock massif inside two boreholes, equipped with PE 
collector and grout. The parameters in the form of input data used for EED calculation 
process are as follows: 

• thermal conductivity of rock massif  λ = 2.15 W · m-1 · K-1, 
• thermal resistance (“classical” grout) RB = 0.16 K · m · W-1, 
• thermal resistance (grout with sand) RB = 0.12 K · m · W-1. 

On the basis of energy balance, some other parameters were also used for the EED 
calculation of borehole length: 

• planned heat power of heat pumps  650 kW, 
• annual average air temperature  8.45 °C. 

Table 1 summarizes the results of these tests.  
 
Table 1. Summary of the TRT test results – values of borehole depth, collector length, and total 

number of boreholes. 
 

Parameter Classical type Type with sand ingredient 
Depth of 
boreholes 

130 m 130 m 

Approximate 
collector length cca 15 km cca 14 km 

Total number of 
boreholes 116 pieces 108 pieces 

 
Figure 2 shows some curves of collector anti-freeze mixture temperature (in Celsius 
degree) versus long-time operation mode of heat pump (in years). 
 

 
Fig. 2. Three curves of collector anti-freeze mixture temperature (y-axis in Celsius degrees) 

versus long-time operation mode of heat pump (x-axis in years). 
 
A curve of “Base min” is fundamental for some dimensioning of borehole depth. 
Figure 2 also shows, that long-time decrease of minimal temperature of heat carrier 
fluid (inside collector and rock) settles on temperature level of 0 °C due to HP 
operation. This statement does not take account of “rock massif charging” by air-
conditioning heat in summer.. Though, borehole depth of 130 meters should ensure 
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reliable building heating for a long time. A curve of “Peak min” shows some short-
time fluctuations due to bitter cold and requirement of heat energy supply. 

3 Conclusion 

The first part of this paper is focused on some theoretical description of heat, internal 
and external geothermal resources, physical processes inside rocks, and distinguished 
thermal field parameters at specific conditions and mathematical formulas, based on 
Fourier partial differential equation in cylidrical coordinates. 
The second part is very important, because it focuses on mathematical modelling of 
temperature conditions in the surrounding of boreholes, when relevant formulas are 
mentioned and discussed in connection with practical use. There is also some 
borehole dimensioning approach, based on P. Eskilson’s work, knowledge, and 
parameters useful for modelling via some sophisticated evaluation software 
application of EED. Features of this are mentioned. Only EED borehole design 
process, including practical example of approximate calculation of borehole length, 
and its results are described and discussed. A TRT test approach is not described. 
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Abstract. This paper presents the results of motion control method for wheeled 

robots that utilizes cubic Hermite splines for path planning. The method is de-

signed to allow computation and recomputation of robot trajectory in real-time 

using the current computer technology. In the first part, the main components of 

the system are described including the Kalman filter facilitating the filtering and 

prediction of the robot position, the trajectory planner based on Hermite splines 

and the feedback and feedforward controller controlling the movement along 

the calculated trajectory. In the experimental part of the paper, the calculated 

trajectories and its velocity profiles are compared with the measured ones on 

the test bed. The experiment was carried on with sampling rate 100 cycles per 

second. 

1   Introduction 

The problem of robot control consist of several parts that alone have many various 

practical applications: the capturing of images with the digital camera, the adaptation 

of the camera setting to current lighting conditions, the digital image processing,  the  

strategic control (it can utilize the elements of artificial intelligence, expert systems, 

neural networks or/and multiagent systems), the reliable wireless transmission sys-

tems, and/or the design and the realization of embedded control systems e.g. [7]. 

This paper tries to cover the topic of robot trajectory planning and presents some 

experimental results achieved using the described method. It does not solve the prob-

lem of optimal trajectory planning. This topic is covered e.g. in [2], [4], [6]. The goal 

of our work and this paper was the realization of real-time trajectory planning with 

respect to acceleration and physical constraints of robots. The term real-time signifies 

the capability of the system to compute at least five trajectories during one cycle of the 

control system which was for fast reaction set to 10ms. 

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2011, pp. 298–303.
VŠB – Technical University of Ostrava, FEECS, 2011, ISBN 978-80-248-2449-9.
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2   Motion Control 

The Motion control performs the robot movement control on the low level. The input 

information of this module consists of robot positions, angles and robot velocities that 

are acquired from the vision system. The required positions within the environment 

and the target velocities that robots are supposed to have in the target positions are the 

other input of the module. The higher strategies provide this information. The aim of 

Motion control module is to calculate a trajectory from current position of robot to the 

target position using the input data and to control the move of robot on the calculated 

trajectory.  

Filter (Extended 

Kalman, averaging)
Trajectory planning

Controller & 

Feedforward action

Current positions 

and velocities Desired positions 

and velocities

Desired trajectory

Filtered current 

positions and 

velocities

Wheel velocity

Motion Control

Strategy 

(Make a decision)

Wireless Transceiver 

(Send a command)  

Fig. 1. The structure of Motion Control module 

The module Motion control consists of three parts that perform the control. They 

are: the filtering module, the trajectory planning module and the controller module. 

The structure of the Motion control module is shown in Fig. 1. More detailed descrip-

tion can by found in [1], [3]. 

2.1   Filtering Module  

The aim of the filtering module is to filter the incoming data from the vision system. 

In regard of quite short sampling period, the data obtained from the vision system are 

badly influenced by noise. 

The extended Kalman filter is used to filter this data e.g. [5]. The filter uses the 

kinematical model of mobile robots. Because the model of robot is nonlinear and non-

holonomic it is necessary to linearize the model in a neighborhood of the working 

point and the new matrix A (describes the dynamic of the system) has to be calculated 

in every operating point. 



300 Petr Wagner, Jan Kordas

2.2   Trajectory Planning 

The trajectory planning module calculates and generates the desired trajectory of a 

robot from the current position of the robot to its target position. The current and 

target positions, angle of robot and velocities in the current and target position are the 

parameters for this module. The module computes the trajectory and its velocity pro-

file, which consist of the maximum velocities that respect the motion constraints for 

every point of the trajectory. 

2.3   Controller and Feedforward System 

The controller and the feedforward system have to keep the robot on the calculated 

trajectory in every moment of motion. They have to keep not only the trajectory but 

also the time schedule. The control consists of two parts. The feedforward system 

controls the motion on the calculated trajectory without any feedback information. 

This type of control is sufficient if there are no disturbance signals that influence the 

behavior of robot. This condition cannot be fulfilled in the real world system hence 

the feedback controller is used. The feedback controller compensates the disturbance 

signals that affect the mobile robot. See Fig. 2. 

 

Controlled 

Robot

Extended 

Kalman Filter

Controller

Feedforward 

action

Trajectory 

planning
–

+ +

+

 

Fig. 2. Feedforward and feedback controllers 

The movement of robots is planned with using of the third degree polynomials. To 

be more specific, the Hermite splines are used. These splines are constructed by using 

of 4 control points. Two of them are the origin and target (in the parametric form with 

the parameter u and the other two specify directions of the spline in the origin and 

target points. The curve constructed of the Hermite splines can be used for trajectories 

with at most two arches. If the more complex curves are required, they can be put 

together from several Hermite splines. 

3   Experimental Results 

The experiment with the real robot has been carried out. The initial trajectory was 

being recomputed in every control cycle (100 times per second). The resulting trajec-

tory of the robot that was captured by a camera is compared with the desired trajectory 

(see Fig. 3). The correspondence between the trajectories is evident. In the origin 
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point, the robot does not have the simulated initial orientation. Therefore, one can 

easily notice a difference between the measured and computed trajectory at the begin-

ning. But the feedback controller was able to reduce this error and keep the robot on 

the trajectory. 
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Fig. 3. Comparison of trajectories 
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Fig. 4. Comparison of velocity 

In Fig. 4, the comparison of the computed velocity profile and the measured one is 

depicted. In the experiment, the robot performed the movement from a resting state. 

And again, there is the correspondence between the two charts. The differences are 

caused by corrections of the feedback part of the controller. 
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Fig. 5. Comparison of trajectories (adjustment of the target point) 
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Fig. 6. Comparison of velocity profiles (adjustment of the target) 

The similar experiment was executed with the adjustment of the target point. See 

Fig. 5 and 6. The target point was being changed during the course of the movement. 

The change took place during 150 consecutive system cycles and the target point was 

changed from initial position (x;y)=(1.5;1) to final position (x;y)=(1.7;0.5). In Fig. 5, 

the initial and the resulting trajectory and target points are depicted along with the 

measured trajectory of the robot. It is shown that the recomputing of the trajectory by 

the presented method is working. The resulting movement is smooth and the controller 

is able to keep the robot on the changing trajectory. 
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4   Conclusions 

This paper presented the results of trajectory computation using the proposed method 

that facilitates the cubic Hermite splines in its core with a view to the computation of 

the trajectory in the real-time. The implemented discrete method of computation is 

capable to provide the required trajectory with a sufficient accuracy. If the trajectory 

is computed in 100-200 points in dependence on the trajectory length it is possible to 

achieve the accuracy to perform the real movement. The computing time is in this case 

shorter than 1ms and that allows using this control method in the real-time and it ex-

ceeds the required time.  

The presented experimental results show that the proposed solution of the trajecto-

ry planning, profile computation and trajectory adjustment can be used on a real robot. 

The trajectory adjustment solution allows applying the trajectory planning algorithm 

in the environment where the target point changes in the course of movement.  
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Abstract. The definitive classification of scientific journals depends on their 

aims and scopes details. In this paper, we present an approach to facilitate the 

journals classification of the DBLP datasets. For the analysis, the DBLP data 

sets were pre-processed by assigning each journal attributes defined by its 

topics and then the theory of formal concept analysis is introduced. It is 

subsequently shown how this theory can be applied to analyze the relations 

between journals and the extracted topics from their aims and scopes. The result 

is a concept lattice that contains information on journal-topic relational context 

depending on how they are associated. 

1 Introduction 

Formal Concept Analysis (FCA) was invented in the early 1980s by Rudolf Wille as a 

mathematical theory [1]. FCA is concerned with the formalization of concepts and 

conceptual thinking and has been applied in many disciplines such as software 

engineering, knowledge discovery and information retrieved during the last two 

decades. The mathematical foundation of FCA is described in [2]. 

 

FCA considers the extensional and the intensional part equally important, whereas the 

other formalisms are biased towards the intensional aspect of concepts. FCA is thus 

complementing other conceptual knowledge representations; and the combination of 

FCA with other representations has been the topic of many publications. For instance, 

several approaches combined FCA with description logics [3, 4, 5, 6] and with 

conceptual graphs [7, 8, 9]. 

 

In this paper, we describe how we used FCA to create a visual overview of the DBLP 

scientific journals classification based on their aims and scopes. As a case study, we 

zoom in on the top journals based on their impact factors. The remainder of this paper 

is composed as follows: In section 2 we introduce an overview of the Digital 

bibliography and Library project (DBLP). Section 3 visualizes, with an example, the 

literature using FCA lattice. In section 4 we explained the classification criterion of 

journals and applied the concept lattice on the selected journals. Section 5 concludes 

the paper. 

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2011, pp. 304–309.
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2 Digital Bibliography & Library Project (DBLP) 

Digital libraries are collections of resources and services stored in digital formats and 

accessed by computers. Studying them offers an interesting case study for researches 

for the following reasons: Firstly, they grow quickly, Secondly, they represent a 

multidisciplinary domain which has attracted researchers from a wide area of 

expertise. DBLP (Digital Bibliography & Library Project) is a computer science 

bibliography database hosted at University of Trier, in Germany. 

 

It was started at the end of 1993 and listed more than one million articles on computer 

science in January 2010. These articles were published in Journals such as VLDB, the 

IEEE and the ACM Transactions and Conference proceedings [10, 11]. Besides 

DBLP has been a credible resource for finding publications, its dataset has been 

widely investigated in a number of studies related to data mining and social networks 

to solve different tasks such as recommender systems, experts finding, name 

ambiguity, etc. Even though, DBLP dataset provides abundant information about 

author relationships, conferences, and scientific communities it has a major limitation 

that is its records provide only the paper title without the abstract and index terms. 

2.1 Using DBLP Dataset in Recommender Systems 

In addition to using the DBLP dataset for finding academic experts, it has been used 

extensively in academic recommender systems. A number of studies were conducted 

to recommend academic events and collaborators for researchers using different 

methods and techniques. For example, a recommender system for academic 

collaboration called DBconnect was presented in [12], the authors of this paper used 

DBLP data to generate bipartite (author-conference) and tripartite (authorconference-

topics) graph models, and designed a random walk algorithm for these models to 

calculate the relevance score between authors. And in another study [13] a 

recommender system for events and scientific communities for researchers was 

proposed based on social network analysis. 

3 Concept Analysis Of Journals Classification 

This section describes how formal concept analysis is employed to analyze the 

DBLP’s journals classification. A group of interested similar journals, which covered 

the scope of computer science, were selected. The list of selected journals was 

obtained from well-known DBLP database that contains information about the 

published articles and their authors as well. The selected list of links to journals has 

the size of 115 items. The next step was to identify main topics, which each of the 

journals covers. From the journal web sites we have found the aim and scope of each 

journal, and have manually extracted the main topics, such as Pattern Recognition, 

Image Processing, etc.  
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3.1 Journals Selection and Categorization 

Each journal has been identified by an existing classifier by company due to the 

problem with using their own names or similar names of topics. The used classifier 

that contains about 1224 sub disciplines classified to disciplines and those classified 

to discipline field, e.g. sub discipline Pattern Recognition is in disciplines Artificial 

Intelligence and Image Processing and that is in Information and computing sciences 

[14]. We selected only sub disciplines in the field Technology and Information and 

computing sciences. Our manually extracted topic from journals in many cases 

correspond the classified disciplines, but in some cases it was necessary to assign the 

extracted topic to sub discipline, which was almost similar. Therefore, journals were 

classified into a list of topics based in their relation to the topic 

3.2 Lattice Construction for Journal-Topic Matrix 

A journal is represented as a list of topics. The topics are the disciplines that being 

covered by all journals, based on the extracted data from their aims and scopes. Each 

topic is assigned a weight of 0 or 1. A topic’s weight for a journal expresses the 

coverage possibility of the topic by the related journal. A value of 1 denotes that the 

journal covers the column’s topic and 0 denotes the lack of coverage.  

 

Formally, these data can be represented as a matrix of journals by topics whose m 

rows and n columns correspond to m journals and n topics, respectively.  

 

The formal concept analysis of the data starts with the creation of a formal context. 

The formal objects of the formal context are the journals Ji that were retrieved from 

DBLP database. The set of these journals is denoted by J. Using the information that 

was extracted from the aim and scope of the journals in J. The coverage possibility Tj 

that shows the topic coverage by the journals in J, constitute the formal attributes of 

the formal context. The set containing these attributes is denoted by T. 

 

The cross table of the resulting formal context has a row for each journals in J, a 

column for each topic in T and a cross in the row of Ji and the column of Tj if the 

corresponding weight yij is 1. To minimize the cross table size, journals impact factors 

will be considered to decrease the number of tested journals. The journals with an 

impact factor of 3.0 and above will be enlisted in the matrix, dropping the number of 

selected journals to be 18. After the formal context is constructed, formal concept 

analysis is applied to produce the concept lattice. 

 

The formal concepts of the contexts are shown as extent-intent pairs, where the extent 

is a subset of the journals and the intent is a subset of the topics. 
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Abbreviation Main Topic Subfields 

AIIP 
Artificial Intelligence and 

Image Processing 

Adaptive Agents and Intelligent Robotics 

Neural, Evolutionary and Fuzzy Computation 

Simulation and Modeling 

Computer Vision 

Pattern Recognition and Data Mining 

Signal processing 

Image Processing 

CTM 
Computation Theory and 

Mathematics 

Computer Graphics 

Other Computation Theory and Mathematics 

Numerical Computation 

Applied Discrete Mathematics 

Computational Logic and Formal Languages 

Analysis of Algorithms and Complexity 

CS Computer Software 

Software Engineering 

Operating Systems 

Computer System Security 

Bioinformatics Software 

ISLIS 

Information Systems and 

Library and Information 

Studies 

Database and Database Management 

Information Retrieval and Web Search 

Inter-organizational Information Systems and 

Web Services 

Information Systems Management 

Information Systems Development 

Methodologies 

DF Data Format 
Data Encryption 

Data Structures 

DC Distributed Computing 
Mobile Technologies 

Distributed Computing 

CT 
Communications 

Technologies 

Computer Communications Networks 

(computer network) 

Wireless Communications 

Other Communications Technologies 

(telecommunications) 

CA Computer Architecture  

DIP 
Data and Information 

Processing 
 

STVV 
Software Testing and 

Verification & Validation 
 

Table 1. Journals’ main topics and subfields 

 

({F,G,J,Q,R}, {AIIP,CTM}) 

({F,Q,R}, {AIIP,CTM,CS}) 

({A,D,F,H,L,Q,R}, {CTM,CS})      

({C,G,J,Q}, {AIIP,CTM,CS,ISLIS})    

({G,N,R}, {CS,CT}) 

({G,O,R}, {AIIP,DF})   

({B,F,Q,R}, {AIIP,CA})    

({G}, {AIIP,CTM,ISLIS,DF,CT})   

({H}, {CTM,CS,STVV})   

({Q}, {AIIP,CTM,CS,ISLIS,CA,DIP})   

({R}, {AIIP,CTM,CS,DF,CT,CA})  
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The intent of each formal concept contains precisely those topics covered by all 

journals in the extent. Conversely, the extent contains precisely those journals sharing 

all topics in the intent. 

 

The line diagram of the concept lattice, showing the partially ordered set of concepts 

is shown in Fig 1, has the minimal set of edges necessary; all other edges can be 

derived by using reflexivity and transitivity. Journals and topics label the node that 

represents the formal concept they generate. All concept nodes above a node labeled 

by a journal have the journal in their extent. All concept nodes below a node labeled 

by a topic have the topic in their intent. The extent of the concept node labeled by the 

topic “STVV” for example is easily found by collecting the journal H labeling this 

concept node on a path going downward. 

 

The concept generated by the topic “DF” is a sub concept of the concept generated by 

the topic “AIIP”, for the extent of the former concept is contained in the extent of the 

latter concept. All journals classified by the topic “DF” were also classified by the 

topic “AIIP”, suggesting that within the given formal context “DF” is a more specific 

topic than “AIIP”. 

 

Another multi constructed example is found in the extent of the concept node labeled 

by the topic “DIP”, which is found by collecting the journal Q labeling this concept 

node on a path going downward. The intent of this concept is found by collecting the 

topics “CTM”, “CA”, and “ISLIS” labeling the three concepts found on paths going 

upward. The latter two topics, however, are sub concepts of the concept generated by 

the topic “AIIP”. The resulting extent-intent pair of this concept is ({Q}, 

{AIIP,CTM,CS,ISLIS,CA,DIP}). 

 

 
 

Fig.1. Concept lattice for journals classification 
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4 Conclusion 

The concept lattice uncovers relational and contextual information. Journals’ topic 

categorizations are put into relational context depending on how they are associated 

by the journals’ aims and scopes. The topics “Computer Theory and Mathematics – 

CTM“, and “Data and Information Processing –DIP” for example are shown as 

related because these topics share a similar classification context. The implicit 

structures revealed help researchers to classify journals more efficiently. This 

approach has the potential to support the emergence of new knowledge by identifying 

concept relations, making these explicit and enabling researchers to inspect these 

concept relations. 
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Abstract. This paper deals with using a neural network in field of recognition 
weather impacts on a telecommunication network. In this work was gathered 
data from a meteorological service from VŠB-Technical University of Ostrava, 
GSM signal. Analysis with strong focus on intercorrelations was done for the 
data. For this  purpose was studied and used theory of multilayer perceptron 
network with back propagation algorithm for clustering.

       Keywords. data mining, neural networks, GSM, weather

1   Introduction

Gsm  (Global  System  for  Mobile  Communication)  network  is  part  of  our  outer 
environment,  what  people  use  every  day  while  talking  through  mobile  phones, 
browsing internet or receiving data from distant devices, like flood control sensors. 
GSM network use an air interface as a transfer. To be able to describe reliability of 
GSM service, there is a need to distinguish attributes of weather affecting it most. 
With such knowledge, it is possible to forecast when weather conditions change from 
standard conditions. 
Neural  networks  are  widely  used  for  applications,  such  as  weather  condition 
forecasting [1].

2   Testing Data

Testing data consists of two subsets. First subset is weather related data. Second 
subset is GSM parameters related data.

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2011, pp. 310–313.
VŠB – Technical University of Ostrava, FEECS, 2011, ISBN 978-80-248-2449-9.
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Data related to weather were acquired by meteorological service of VŠB-Technical 
University  of  Ostrava.  These  data  was  measured  during  five  weeks  (May – June 
2011)  with  the  measurement  period  of  five  minutes.  Weather  data  consist  of 
temperature and humidity.

Data  related  to  GSM was  measured  in  idle  mode  in  real  GSM  network.  For 
measuring, it was developed the application which synchronous automatically saving 
current  GSM data  and  saving  current  weather  data.  GSM data  consists  of  signal 
strength from one base transceiver station. Totally were analyzed 4831 values.

3   Data Preparation

Before the data could be used for neural network as input, clean and synchronize 
procedures had to be done.

GSM logger is logging data from one service and up to 6 neighbor base transceiver 
stations.  The  order  of  stations  changes  due  to  changing  of  signal  strength  from 
respective station. 

There was need to have for the same time the data sequence which can be be given 
as an input for neural network. In the next step, the median of GSM signal strength 
for  5 minutes period was calculated in order  to have the most  balanced input for 
neural network. 

4   Computing and Results

At first, eight categories were analyzed, see Table 1.

Table 1.Division of data into categories based on signal, humidity and temperature

Category 
Name

Row 
Count

1 922
2 725
3 800
4 718
5 666
6 225
7 449
8 326

Neural  network  discovered  rules,  which  can  provide  compact  view  about 
categories and associations between attributes.
− At  first,  the  most  influence  has  humidity  category.  There  can  be  said  that 

temperature was less than 11,7 degrees Celsius where humidity grew above 85 %. 
− Second  and  third  category  is  rather  based  on  temperature,  while  about  other 

attribute sets a mute is ongoing. 
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− Fourth category can be assigned to forenoon. Humidity is leading descriptor where 
the temperature is rising in the morning.

− Fifth, sixth and eight categories are also one-attribute related, other attributes play 
insignificant role.

− Seventh  category  is  most  significant  and  from  its  data  structure  a  strong 
observation can be made. Signal is above -54.5 dBm, when humidity is very low, 
less than 51 %. 

Detailed categorization is shown in Table 2. Graphical representation of significance 
in categories is shown in Figure 2.

Table 2. Details  Of Attribute  Significance In Categories   Based On Signal,  humidity  and 
temperature

Category Attribute Rule Favour
1 Humidity >= 85 100
1 Temperature < 11,73 25
1 Temperature 11,73 - 15,70 7
1 Signal Strength -57,7 - -54,53 2
2 Temperature 15,71 - 19,02 100
2 Humidity 62 - 75 7
3 Temperature 19,02 - 23,02 100
3 Humidity 62 - 75 7
3 Humidity 51 - 62 5
3 Signal Strength -63,99 - -61,5 1
4 Humidity 75 - 85 100
4 Temperature 11,74 - 15,71 10
4 Temperature < 11,74 3
4 Signal Strength -57,7 - -54,53 1
5 Temperature >= 23,02 100
5 Humidity < 51 18
5 Signal Strength -63,99 - -61,5 4
5 Signal Strength < -63,99 4
5 Humidity 51 - 62 3
6 Humidity 51 - 62 100
6 Signal Strength < -63,99 11
6 Temperature 19,02 - 23,02 1
7 Humidity < 51 100
7 Signal Strength >= -54,53 88
7 Temperature >= 23,02 12
7 Temperature 19,02 - 23,02 9
8 Humidity 62 - 75 100
8 Temperature 11,74 - 15,70 33
8 Signal Strength >= -54,53 4
8 Signal Strength -57,7 - -54,53 1
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Fig. 2.  Graphical representation of significance in categories.

5   Conclusion

Measurement and calculation neural networks methods have not found significant 
correlation between the monitored atmospheric parameters and GSM signal strength 
yet. In the next phase of the project we want to focus in detail on the monitoring of 
related parameters measured in shorter periods, which will include a sudden weather 
change. 
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Abstract. The performance of four classifiers for Brain Computer Interface 
(BCI) systems based on multichannel EEG recordings is tested in this work. 
The classifiers are designed to distinguish EEG patterns corresponding to per-
formance of several mental tasks. It is shown that relatively simple classifiers 
based on the Bayesian approach are comparable in classification accuracy with 
more sophisticated classifiers based on Common Spatial Patterns and Common 
Tensor Discriminant Analysis. 

1   Introduction 

Brain-Computer Interface in general is a direct communication pathway between the 
human or animal brain and an external device. The EEG-based BCI considered in the 
paper operates in the following way. The set of mental task is chosen and each task is 
attributed to a particular command to an external device. Thus to operate the device 
via the interface one has to perform these mental tasks. In case the device movement 
is controlled, it seems natural for human to perform motor imagery (MI) tasks, i.e. 
imagine moving his extremities. Moreover, it has been shown that such mental states 
could be classified rather accurately by means of the EEG pattern analysis, as demon-
strated by such successful BCI projects as Graz ([1], [2]) and Berlin [3] BCI. But 
applications of BCI extend beyond motion control, including controlling home ap-
pliances, selecting contacts in a phone address book or web search engine manipula-
tion. Such tasks are more naturally accomplished by controlling the BCI with volunta-
ry generation of corresponding visual images.  
Since EEG pattern classifier is the core of the system we conducted experiments to 
test four classification methods on different data acquired during execution of motor 
and visual imagery tasks. 

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2011, pp. 314–319.
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2   Data Sets 

The classifiers were tested on three data sets. The first one is the data from BCI Com-
petition IV (BCIC data set, [4]), the second data set contains the records from our own 
experiments involving four mental tasks: left and right hand movement imagining, 
foot movement imagining, and relaxation (MTR data set, [5]), the third data set con-
tains the records from our experiments involving such mental tasks as relaxation and 
imagining one of two pictures (VIS data set, [6]). All data sets contain recordings of 
two sessions for each subject. 

3   Classifiers 

The accuracy and speed of four classifiers were tested. Let us denote the number of 
different mental tasks by L and covariance matrix of the signal corresponding to per-
forming of the ith task by Ci. 

3.1   Bayesian Approach 

The Bayesian approach to classification can be directly applied to the EEG data. In 
the assumption that EEG signal distribution is Gaussian with zero mean and cova-
riance matrix varying when different mental tasks are performed the probability of 
signal x (colu n vector) to correspond to the ith mental task performing is  m

P(x|i)  exp(−1/2 (trace(Ci
-1xxT) + ln(det(Ci)))) = exp(−1/2 Vi) , (1) 

where Ci  is covariance matrix of the signal corresponding to performing of the ith task, 
i = 1, .., L. The signal x can be attributed to the task with number k = argmaxi(P(x|i)) 
= argmini(Vi). In order to classify an EEG signal epoch we computed mean values of 
Vi and used them to determine the class number. Bayesian approach will be called BC 
throughout the paper. See [5] for more detailed description. 

3.2   Multi-band Bayesian Approach 

A natural way to take EEG frequency structure into consideration is to filter EEG 
within several non-overlapping pass bands and to use a different Bayesian classifier 
for each band. 
Following this approach covariance matrices of the signals corresponding to different 
tasks are estimated for each band separately. The values of Vi are also computed sepa-
rately for each band and then averaged for all I over all bands. The number of the 
smallest averaged value yields the class to which the signal should be attributed. 
We will refer to this approach as MBBC. See [5] for more detailed description. 
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3.3   Multi-class Common Spatial Patterns 

The method of Common Spatial Patterns is considered to be one of the most effective 
classification methods for BCI. Originally, it was proposed for distinguishing between 
two classes but later it was generalized onto multi-class problems [7].  
Classification method based on Multi-class Common Spatial Patterns (MCSP) can be 
described as follows. First, covariance matrices Ci are estimated, then matrices Wi are 
sought to meet the following requirements 

WiCiWT = Di 

WiCWT = I , 

(2) 

where C = C1 + … + CL, I is the identity matrix, and Di are diagonal matrices. 
The problem (2) can be solved explicitly using SVD technique. 
After the matrices Wi are found, signal corresponding to a certain state is segmented 
into epochs and for each epoch X vectors vi, i = 1, .., L, are computed by estimating 
variances of all components of vectors WiX, Then X is mapped onto a feature vector 
ln(v), where v is concatenation of all vectors vi and ln(·) means component-wise log 
transform. 
Classification of the feature vectors can be accomplished by any multiclass classifier. 

3.4 Common Tensor Discriminant Analysis 

A multivariate MSCP generalization, namely Common Tensor Discriminant Analysis 
(CTDA), was proposed in [8] to take EEG time-frequency structure into account. The 
main idea of Common Tensor Discriminant Analysis (CTDA) for BCI is to extract 
features from EEG represented as a tensor by removing both inter-channel and inter-
frequency correlations.  
The detailed description of CTDA can be found in [8]. 

4   Results 

EEG recordings corresponding to execution of mental tasks were then split into 
epochs of 1 second length. Then 70% of epochs corresponding to each state were 
chosen randomly for classifier training and the remaining 30% of epochs were used to 
test classifier. 100 such classification trials were made.  
EEG pattern recognition accuracy was evaluated using three measures: average prob-
ability of correct recognition (p), mutual information between recognized states and 
presented instructions (g), and Cohen`s kappa index (k). 
Values of the classification accuracy indices (p, g, k) resulting from BCIC, MTR, and 
VIS data set processing are represented in Fig. 1, Fig. 2, and Fig. 3 respectively. In 
each figure panels A, B, C demonstrate the results of the first session data classifica-
tion and panels D, E, F demonstrate the results for the second session. 
Averaged values of p, g, and k  indices for all data sets are given in Table 1, Table 2, 
and Table 3 respectively. 
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Fig. 1. Indices p, g and k obtained as a result of BCIC data classification for all sub-
jects, using all methods: BC(1), MCSP(2), MBBC(3), CTDA(4). Note that graphs A 
and D represent exceeding of p over level of random classification. 
 

 
Fig. 2. Indices p, g and k obtained as a result of MTR data classification for all sub-
jects, using all methods BC(1), MCSP(2), MBBC(3), CTDA(4). 
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Fig. 3. Indices p, g and k obtained as a result of VIS data classification for all sub-
jects, using all methods BC(1), MCSP(2), MBBC(3), CTDA(4). 
 

Table 1. Average values of p index computed after processing the different datasets 

Data Set BC MCSP MBBC CTDA 
BCIC, 1st session 0.50 ± 0.05 0.52 ± 0.05 0.61 ± 0.06 0.70 ± 0.02 
BCIC, 2nd session 0.45 ± 0.03 0.49 ± 0.03 0.59 ± 0.02 0.68 ± 0.01 
MTR, 1st session 0.50 ± 0.01 0.52 ± 0.02 0.56 ± 0.02 0.64 ± 0.02 
MTR, 2nd session 0.52 ± 0.02 0.57 ± 0.02 0.60 ± 0.02 0.71 ± 0.02 
VIS, 1st session 0.47 ± 0.04 0.51 ± 0.04 0.54 ± 0.04 0.66 ± 0.05 
VIS, 2nd session 0.46 ± 0.04 0.49 ± 0.04 0.55 ± 0.04 0.64 ± 0.06 

Table 2. Average values of g index computed after processing the different datasets 

Data Set BC MCSP MBBC CTDA 
BCIC, 1st session 0.35 ± 0.12 0.33 ± 0.11 0.55 ± 0.14 0.70 ± 0.06 
BCIC, 2nd session 0.23 ± 0.05 0.27 ± 0.06 0.48 ± 0.04 0.63 ± 0.03 
MTR, 1st session 0.12 ± 0.01 0.15 ± 0.02 0.21 ± 0.02 0.29 ± 0.03 
MTR, 2nd session 0.16 ± 0.03 0.21 ± 0.04 0.26 ± 0.03 0.43 ± 0.04 
VIS, 1st session 0.30 ± 0.05 0.35 ± 0.06 0.38 ± 0.05 0.44 ± 0.06 
VIS, 2nd session 0.28 ± 0.06 0.32 ± 0.06 0.40 ± 0.05 0.46 ± 0.06 
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Table 3. Average values of k index computed after processing the different datasets 

Data Set BC MCSP MBBC CTDA 
BCIC, 1st session 0.33 ± 0.07 0.37 ± 0.06 0.48 ± 0.07 0.60 ± 0.02 
BCIC, 2nd session 0.26 ± 0.05 0.33 ± 0.05 0.46 ± 0.02 0.58 ± 0.02 
MTR, 1st session 0.24 ± 0.01 0.29 ± 0.03 0.35 ± 0.02 0.46 ± 0.02 
MTR, 2nd session 0.28 ± 0.03 0.37 ± 0.04 0.40 ± 0.03 0.56 ± 0.03 
VIS, 1st session 0.25 ± 0.07 0.31 ± 0.08 0.35 ± 0.07 0.43 ± 0.09 
VIS, 2nd session 0.25 ± 0.07 0.28 ± 0.08 0.36 ± 0.08 0.45 ± 0.10 

5   Conclusion 

Classifier comparison yielded quite similar results for all data sets. BC and MCSP 
classifiers based solely on inter-channel covariance are shown to be comparable in 
performance while losing to MBBC and CDTA classifiers which additionally account 
for EEG frequency structure. Although for MTR data set maximal quality of perfor-
mance is provided by MBBC, CTDA based classifier is shown to provide the best 
classification accuracy on average over subjects for all data set. Surprising is that 
computationally inexpensive basic Bayesian classifier showed accuracy comparable 
with that of much more sophisticated classifiers. 
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Abstract. This paper briefly describes the tool intended for modelling,
simulation and generation of parallel applications. A developer is able
to model parallel programs and different aspects of communication us-
ing Kaira. The used model is based on the variant of Coloured Petri
Nets. Our tool can automatically generate standalone parallel applica-
tions from models. The parallelism of a final application is currently
based on threads or MPI.

1 Introduction

In the world of scientific and technical computations parallel computers are
natural and common tools. It gives us possibility to decrease computational
time or run applications too large for a single machine. But these profits are
paid by a more complex development of applications for such systems compared
to their sequential counterparts. The problems with parallel applications arise in
each part of the development process from designing parallel algorithm, through
implementation to testing and debugging.

As a solution for easier creation of parallel programs we start to work on a
programming tool Kaira. It allows to create a visual model of communication
and parallelism of a program and a programmer can insert sequential codes
into such model. A behaviour of a model can be observed in simulations and
at the end a programmer can generate a final stand-alone application by “one
click”. In the current version sequential codes inside a model are written in
C/C++ and resulting applications can use threads or Message Passing Interface
(MPI)[1] as parallel backends. Visual models are also used for debugging. The
debug information can be shown to a user in a more high-level way compared
to classic debugging solutions so a user gains a global overview of a state of
computation more easily. The tool is an open source project and can be obtain
at http://verif.cs.vsb.cz/kaira.

The variant of Coloured Petri Nets (CPN)[2] are used in Kaira as the graph-
ical language for modelling. From all tools (that we are familiar with) we found
CPN Tools [3, 2] and Renew [4, 5] as the most inspiring and closest to Kaira.

CPN Tools is one of the most famous tools for designing CPN. CPN ML (the
variant of Standard ML) is used as the network inscription language. The strong
points of this tool are simulations, the state space analysis and the performance

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2011, pp. 320–324.
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analysis. The CPN Tools is (for example) very good at modelling protocols. The
main difference from Kaira is the absence of a code generation. So a user can
model applications but when he wants to get executable codes he needs to write
them by hand from scratch.

Renew is the tool for designing reference nets. These nets try to combine
the object oriented programming with Petri Nets. Java is used as the inscrip-
tion language and any Java library can be used in models. Renew is also good
at modelling parallelism. A user can have more parallel running instances of
a network. Communication is ensured by synchronization of firing transitions,
instead of flows of tokens like in Kaira. The simulation in Renew can run simul-
taneously on more processors but it is restricted to symmetric multiprocessing
machines. Any program generated by Kaira can also run on computers without
shared memory due to MPI. Moreover Renew cannot generate stand-alone ap-
plications. The typical usage of Renew is designing multi agent systems. It is
not designed for the high performance computing.

2 Introduction to Kaira

In this text we provide only basic intuition how the tool can be used. More
details can be found in papers [6] and [7].

The tool itself provides a standalone development environment so a whole
application can be written in it. The most basic function of the tool is a creation
of graphical models. The tool also assists a developer with inserting custom codes
into models. A user is able to simulate these models and generate stand-alone
parallel applications.

Kaira also provides other possibilities such as recording of generated appli-
cation’s runs. Created logs can be visualized in the original model. The tool
also offers an automatic agglomeration so a user can create a high-level model
with a large number of parallel activities and mapping to bigger tasks is done
automatically.

Our own variant of Coloured Petri Nets is used as a graphical language for
Kaira models. In CPN the tokens are not only black dots like in the ordinary
(Place/Transition) Petri Nets but they have values like number 6 or string Hello.
In the figure 1 you can see an example of our CPN. In the example, each place
has assigned a data type and only tokens with values of a corresponding type
can be stored in a place. An assigned data type is displayed at the right bottom
side of a place. A place’s initial content is written at the upper right side.

Let us consider the following problem. We want to perform some computa-
tions for an interval of numbers. We can divide our task to separate subtasks but
a computation time of each subinterval is notably different and we cannot guess
it in advance. It is ineffective to simply divide all subtasks to working nodes at
the beginning. As a result we introduce a master node that divides parts of the
work to other nodes. When a working node finishes computation of an assigned
subtask, it sends results to the master node and waits for a new job. For the sake
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ready

counter

Fig. 1. The example of a model

of simplicity we fix the number of working nodes to five. The network solving
this problem is shown in the figure 1.

The place ready in our example represents idling workers. At the beginning
it contains an id (a number) of each worker. The place counter stores an integer
representing the start of the next assigned interval. When the transition divide
is fired then it takes an id of an idling worker from the place ready and it assigns
a new subinterval and increases the number in the place counter.

The significant feature of our modification of CPN are blue areas. It allows to
express replication of a part of a network where each replication has own copy of
a subnetwork enclosed by a blue rectangle. In our example there are five replica-
tions of the right part of the network containing the transition compute and one
place. Each replication represents a working node in our algorithm. The expres-
sion after “@” in the inscription of the edge from the transition divide specifies
an identification number of replications where we want to send an interval. The
double border of the transition compute means that there is a C++ function
inside the transition. This function performs a computation on an interval of
numbers. When this transition finishes a computation then it returns a token
into the place ready and it also sends results to the master node. When we reach
the limit in the place counter and all workers finish their computations then all
results are written at once using the transition write results.

The integration with C++ code into the model is done by two ways: The code
can be inserted into transitions and places or C++ types and functions can be
integrated into the inscription language. The latter allows for example integrate
some C++ library for matrix operations. Tokens can represent matrices and on
the edges we can have expressions for operations with them. Only inserting a
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code into a transition will be shown here. The similar idea with auto-generated
templates works also for other cases.

Let us assume that we want to insert a code into the transition divide. The
tool opens a new editor tab with the following code:

struct Vars {
int s t a r t ;
int worker ;

} ;

void f unc t i on ( CaContext &ctx , Vars &var )
{

}

This code is generated from the model and it will be updated when the model
is changed. A user cannot modify this code but he can write what he wants as
a function’s body. The second parameter gives us an access to variables used
on edges around the transition. The first parameter gives an accesses to some
internal informations. Every time when the transition is fired then this function
is called. The same idea works also for places but the codes inside places serve
for initialization purposes, for the example loading data from files.

3 Conclusion

We propose a tool for modelling, simulating and generating parallel applications.
We have been motivated by real-life scientific problems and our work is focused
on parallel applications with nontrivial data flows and communication. We are
interested in scientific computations where to get an application (and its results)
quickly is more important than a handmade solution with a slightly better per-
formance. To summarize, we propose the extensions of syntax and semantics of
CPN that are useful in modelling of parallel algorithms. Also we offer the tool
that helps to create and simulate parallel algorithms. Important advantage is
the ability to generate stand-alone applications from these models.

This workshop should also summarizes the results of students. The author’s
work is focused on two topics. The first is the tool described here. The second is
a work on one-counter machines. The latest result is the following: The language
equivalence of two real-time one-counter machines is NL-complete [8]. A real-
time one counter machine can be seen as a deterministic push down automaton
without epsilon transitions and only one stack symbol (+ one special symbol on
the bottom of the stack). So it can store a one arbitrary large number and tests
a zero.

The author has been partially supported by the Czech Ministry of Educa-
tion, project No. 1M0567, GACR P202/11/0340 and students research project
SP2011/25.
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8. Böhm, S., Göller, S.: Language equivalence of deterministic real-time one-counter
automata is NL-complete. In: 36th International Symposium on Mathematical
Foundations of Computer Science 2011, ARCoSS subline of LNCS. (2011) to appear
in August 2011.



Using LLVM for a Functional Programming
Language Implementation∗

Nikola Ciprich

Department of Computer Science, FEECS,
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Abstract. This paper outlines the possibilities which LLVM (Low Level
Virtual Machine) framework offers to implementors of functional pro-
gramming languages. First, the LLVM is briefly introduced. Then its
use is demonstrated on implementation of a simple functional program-
ming language named Tiny. Our primary goal is to implement the T IL-
Script functional programming language that is a computational variant
of Transparent Intensional Logic (TIL). We outline the main principles
of its implementation using the LLVM framework.

Keywords: LLVM, Lambda calculus, Transparent Intensional Logic, T IL-Script

Introduction

The implementation of programming languages, either declarative or impera-
tive, procedural or object-oriented, compiled or interpreted is a complex task
consisting of many partial tasks starting with lexical analysis and ending with
optimisations. Rather then doing all those tasks ‘from scratch’, it is usually much
more plausible to use existing resources at least for some of them. The LLVM
can very much be such a resource. The name stands for the Low Level Virtual
Machine that is a fully fledged compiler framework with a strong emphasis on
supporting optimisations in all stages of a program lifecycle.

1 The LLVM framework

LLVM provides a middle layer for compilers, as well as a backend. Initialy it has
been created as a research project for C and C++ languages, but a language
independent design as well as the support of large commercial companies such as
Google Inc. and Apple Inc increased its popularity and thus a variety of related
? This research has been supported by the Grant Agency of the Czech Republic,

projects 401/09/H007 ‘Logical Foundations of Semantics’ and 401/10/0792 ‘Tempo-
ral aspects of knowledge and information’, and also by the internal grant agency of
VSB-TU of Ostrava - SP/2010214 Modeling, simulation and verification of software
processes II
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projects emerged. Support for various languages ranging from C through Python
to ones such as Haskell is now available, albeit not always fully complete yet.

In this paper we will use LLVM Python bindings to create the interpreter for
a very simple functional language called Tiny. This interpreter will accept Tiny
source as its input and translate it into the LLVM intermediate representation
(IR). LLVM will then optimise and compile the code and evaluate the result.

IR code LLVM uses is a low level assembly-like language of a register virtual
machine. There is a noteworthy feature of IR, namely its variables handling;
instructions are in the so-called Static Single Assignment form (SSA), which
means that every variable can be written only once. Then its content is frozen
and cannot be changed. While this may seem to be a complication for program-
mers, it offers some interesting optimisation possibilities (for example, variable
dependency analysis is almost trivial for SSA languages). For more information
on SSA, see [5].

Another important feature of LLVM is a language independent type sys-
tem supporting both basic (integer and floating point numeric types) and more
advanced (pointers, arrays, vectors, structures and functions) types. This gives
programmer a strong tool to implement programming languages with advanced
features like support for first-class objects, object oriented programming and oth-
ers. Support for easy implementation of exception handling is also provided.

1.1 LLVM instruction set

LLVM instruction set consists of only 31 instructions. This is due to the fact that
unlike common assembly languages, LLVM does not use multiple instructions for
one and the same operation and some instructions are overloaded by supporting
multiple datatypes operations. Most of the instructions are in the three-address
form, meaning that they accept two arguments of the same type and return the
result of this type. For example the instruction for adding two numbers has the
following form:

<result> = fadd <type> <op1>, <op2>

meaning that it will yield the result of <type> type. Thus the following code:

%tmp2 = fadd float %tmp, 1.20000e+00

will add the number 1.2 to the variable tmp of the float type and store
the resulting value into a new float variable tmp2. Full list of LLVM assembly
instructions is beyond the scope of this document and is available in [4].

2 Tiny language

Tiny is a very simple functional language used to demonstrate LLVM ease of use.
The syntax of the language is trivial (inspired by lambda calculus) and it sup-
ports only one type which is the type of floating numbers (thus all variables are
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implicitly floats). It is possible to define (recursive) functions and use a branch-
ing construct by applying the if-then-else operator. Basic numeric operations
like addition, subtraction, multiplication and division are supported.

Here is an example code to define and use the well-known factorial function:

$ def \x fact if x < 2 then 1 else (* x fact (- x 1))

$ (fact 6)

result = 720.0

2.1 Tiny implementation

Example implementation is done using Python programming languge and LLVM
bindings. First two components of Tiny language are syntactic and lexical anal-
yser. Their aim is to parse the source code of a target language, check it for
syntactic errors and produce its interpretation in the form of abstract syntax
tree (AST). For simple languages, those can be implemented directly, for more
complex ones, it is more suitable to use some kind of a parser generator. Parser
generator is a tool whose input is a grammar (often in BNF) of a programming
language and whose generated output is the source code of a parser that can
be afterwards used as a component of an interpreter or compiler. Here is Tiny
parser grammar in Backus-Naur (for more information on BNF, see for example
[7]):

EXPR ::= NUMBER

| VARIABLE

| ( OP EXPR* )

| "def" LVAR* NAME EXPR

| "if" EXPR "then" EXPR "else" EXPR

OP ::= NAME | "+" | "-" | "*" | "/" | "<" | ">" | "=="

LVAR ::= "\"NAME

NAME ::= [a-z]+

NUMBER ::= [0-9]+"."[0-9]+

The main rule describing expressions is divided into five subrules: the first
subrule describes numeric values, the second subrule describes variables, the
third one describes application of operators or functions on their arguments, the
fourth one describes definition of functions (with zero or more variables) and the
last, most complex one describes the if-then-else conditional. Other rules are just
helpers for the main rules with obvious purposes. The parser then produces the
AST composed from instances of the following respective classes: NumberExpr,
VarExpr, FunctionExpr, FunctionDefExpr, FunctionBodyExpr, IfExpr.

Names of all defined variables are stored in the global list (symbolTable),
function names including their arity are stored in the global hashlist (funcTable).
Every AST node implements a genCode() method which will generate the re-
spective LLVM code. For numerical expressions, the genCode() method is sim-
ple, it just returns LLVM floating point numbers constant:

def genCode(self):

return Constant.real(Type.double(), self.value)

The variable expressions code generating method is also simple. It checks the
symbol table for the presence of a variable, and returns it or raises exception if
the variable was not defined:

def genCode(self}:

if self.varName in symbolTable:

return symbolTable[self.varName]

else:

raise RuntimeError, ’Undefined variable: %s’ % self.varName)
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The limitation of the code is evident — for the sake of simplicity, it does not
distinguish global variables from local ones.
So far, the code has been simple; no LLVM assembly was needed at all. How-
ever, the implementation of functional application is a bit more complicated.
Tiny supports the application of named (user defined) functions, as well as im-
plicitly defined mathematical operators. The implementation of FunctionExpr
is demonstrated on the plus (+) operator and on named functions:

def CodeGen(self):

if self.funcName in [’+’, ’-’, ...]:

argCount=2

else:

if self.funcName in funcTable:

argCount=len(funcTable[self.funcName])

else:

raise RuntimeError, ’Undefined function: %s’ % self.funcName

if len(self.args)<>argCount:

raise RuntimeError, ’Invalid number of args to %s’ % self.funcName

args = [ a.genCode() for a in self.args ]

if self.funcName == ’+’:

return builder.fadd(args[0], args[1], ’tmpRes’)

elif self.funcName == ’-’:

.

. # code for other operators

.

else:

func = jit.get_function_named(self.funcName)

return builder.call(func, args, ’tmpCall’)

First, arguments count is compared to the number of arguments that the
function (or operator) accepts. If they match, then all arguments are recursively
evaluated, their results inserted into the args array. Then the corresponding
LLVM assembly is emitted using llvm.core.Builder instance. To adduce an
example, the resulting LLVM assembly for the expression (+ x 2) comes down
to this code:

define double @0() {

entry:

%tmpRes = fadd double %x, 2.000000e+00

ret double %tmpRes

}

while calling example defined function (inc x) comes down to:

define double @1() {

entry:

%tmpCall = call double @inc (double %x)

ret double %tmpCall

}

The most complex task is the definition of functions. Since we want to sup-
port recursive functions, it is useful to split function definitions into two steps:
function prototype and function body. The function prototype genCode() comes
down to:

def genCode(self):

ft = Type.function(Type.double(), [Type.double()] * len(self.args), False)

func = Function.new(jit, ft, self.name)

for arg, name in zip(func.args, self.args):

arg.name = name

symbolTable[name] = arg

return func

The code defines a new function prototype and adds variables to global sym-
bol table. For the sake of simplicity, it lacks even the elementary checks for
function redefinition. A more proper code can be found in [6]. After the function
prototype is prepared, we then need to populate it with the real code. To this
end a new (global) Builder instance is created, variable scope cleared and then
the code is emitted:
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def genCode(self):

symbolTable.clear()

func = self.prototype.genCode()

block = func.append_basic_block(’entry’)

global builder

builder = Builder.new(block)

try:

retVal = self.body.genCode()

builder.ret(retVal)

function.verify()

except:

func.delete()

raise RuntimeError, ’function emit failed!’

return func

What makes even such a simple language as Tiny rather powerful is the
support for control flow: together with recursion it is then possible to implement
almost anything. Conditional statements are represented using if-then-else
expression. Thus we need to implement genCode() method for three last AST
expression nodes: IfExpr. It contains pointers to all three subexpressions: the
condition itself, the code for the branch when the condition is true and the code
for the branch when the condition is false.

def genCode(self):

cond = self.cond.genCode()

cond_bool = builder.fcmp(FCMP_ONE, cond, Constant.real(Type.double(), 0), ’ifcond’)

func = builder.basic_block.function

then_block = func.append_basic_block(’then’)

else_block = func.append_basic_block(’else’)

merge_block = func.append_basic_block(’ifcond’)

builder.cbranch(cond_bool, then_block, else_block)

builder.position_at_end(then_block)

then_value = self.then_branch.genCode()

builder.branch(merge_block)

then_block = builder.basic_block

builder.position_at_end(else_block)

else_value = self.else_branch.CodeGen()

builder.branch(merge_block)

else_block = builder.basic_block

builder.position_at_end(merge_block)

phi = builder.phi(Type.double(), ’iftmp’)

phi.add_incoming(then_value, then_block)

phi.add_incoming(else_value, else_block)

return phi

The code for the flow control support introduces one special function which
LLVM provides: the Φ function. While LLVM almost shields SSA variables han-
dling from a programmer by automatically creating variables versions, when im-
plementing conditional expressions, SSA support needs to be taken into account.
Let us have a code, which assigns either value 1 or 2 to a variable, depending
on a condition evaluation. The compiler automatically creates alternate variable
versions, but it needs to be hinted which will be the recent version of the vari-
able; this is the situation when the Φ function is useful:

if(cond) :
a1 = 1;

else :
a2 = 2;

a3 = Φ(a1, a2)

It “merges” the variables a1 and a2 and assigns a value to the variable a3 accord-
ingly to the branch of the code that has been executed. In the Tiny language,
the whole if-then-else expression returns value of one of its subexpressions
depending on the evaluation of the condition. Thus Φ is used to return the
evaluation of a proper code block.
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3 The T IL-Script language

The T IL-Script language is a computational implementation of Transparent
Intensional Logic (TIL) constructions. The language of TIL constructions, in-
vented by the significant Czech logician Pavel Tichý([9]) is a hyperintensional,
typed, partial lambda calculus; hyperintensional, because TIL lambda terms de-
note constructions of functions (intensions) rather than the functions conceived
as set-theoretical mappings; typed, because all the entities TIL works with, in-
cluding constructions, receive a type; and partial, because TIL constructions
operate over partial rather than total functions. Constructions are algorithmi-
cally structured (higher-order) instructions on how to obtain a (lower-order)
output product given some input entities.

4 Conclusion

The expressive power of TIL has been demonstrated in a number of papers,
especially in the area of language processing, specification, conceptual modelling
and communication. For more rigorous description, the [10] is the most complete
and up to date source of information. This paper outlined the possibilities of its
implementation. Its further use in practice is then mainly in the area of natural
language processing, comunication and deduction.
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Abstract. Plagiarism has become one area of interest for researchers due to its 

importance, and its fast growing rates. Effective clustering methods and faster 

search tools for matching and discovering the similarities between documents 

were the main two areas for the researchers. Many tools and techniques have 

been developed for plagiarism detection. In this paper we use singular value 

decomposition for its effective clustering of the documents in-order to reduce 

search time by creating a new matrix with fewer dimensions used for clustering 

the original (source) documents, and we use Neural Networks for local 

matching and comparison between a suspicious document and a source 

document, Kohonen maps used to visualized and comparison of the result, in 

which represent the result as picture that easier to be analyzed. 

Keywords: Plagiarism detection, Kohonen Maps, VSD. 

1 Introduction 

With the hug of the information on WWW and digital libraries, plagiarism became 

one of the most important issues for universities, schools and researcher’s fields. It is 

so easy through the internet and due to using advanced search engine to find 

documents or journals by students [1]. Some of the researchers are just copying and 

pasting others works without reference to the owner of the document. A good survey 

of ideas about how to define plagiarism is done by Baeza-Yates, R. & Ribeiro-Neto, 

and B.1999 [2]. In plagiarism detection document clustering of the documents and 

visualization of comparison result are the most important issues in plagiarism 

detection, looking for fast, quick, effective and efficient tools for plagiarism detection 

is our objective. Matrix decomposition used by singular value decomposition, as 

effective methods for information retrieval and clustering of the documents, is known 

as Latent Semantic Indexing (LSI) or Latent Semantic Analysis which is used for 

discovering latent between documents [3], [4]. We are going to apply this approach to 

formal concept analysis (FCA) [5]. Measuring similarities by using quickly tool is 

useful to determine whether the document has been plagiarized or not. For document 
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comparison, there are some useful techniques like inter-document similarity which is 

used to measure the distance and to match similarities between documents that can be 

easily to be clustered by matrix and to visualize the result by using Kohonen maps 

(SOM). 

2 Definition of Plagiarism 

Many definitions have been introduced by some researcher: “Plagiarism, the act of 

taking the writings of another person and passing them off as one’s own. The 

fraudulence is closely related to forgery and piracy practices generally in violation of 

copyright laws” Encyclopedia Britannica [6]. According to the Merriam-Webster 

Online Dictionary, to "plagiarize" means:  

 To steal and pass off (the ideas or words of another) as one's own.  

 To use (another's production) without crediting the source. 

 To commit literary theft. 

 To present as new and original an idea or product derived from an existing source. 

2.1 Singular Value decomposition  

Singular value decomposition (SVD) is one of the most important matrix 

decompositions of it used in information retrieval as Latent Semantic indexing (LSI). 

SVD is especially suitable in its variant for sparse matrices [4]. 

Theorem 1:  Let A is an m  n  rank-r  matrix. Be σ1≥· · ·≥σr   Eigen values of a 

matrix              .Then there exist orthogonal matrices U = (u1 , . . . , ur )  and V  = (v1 , 

. . . , vr ), whose column vectors are orthonormal, and a diagonal matrix  Σ = diag (σ1 , 

. . . , σr ). The decomposition A = U ΣV 
T
  is called singular value decomposition of 

matrix A and numbers  σ1 , . . . , σr  are singular values of the matrix A. Columns of U 

(or V ) are called left (or right) singular vectors of matrix A. [17]. 

Now we have a decomposition of the original matrix A. It is not needed to say, that 

the left and right singular vectors are not sparse. We have at most r nonzero singular 

numbers, where rank r is the smaller of the two matrix dimensions.   

 

 

 

 

 

 

 

        Figure 1: k- reduced singular value decomposition. 

Let us have k, 0 < k < r and singular value decomposition of A 
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We call Ak = UkΣk
T

kV   a  k-reduced singular value decomposition (rank-k SVD) 
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In information retrieval, if every document is relevant to only one topic, we obtain a 

latent semantics – semantically related   words and documents will have similar 

vectors in the reduced space. For an illustration of rank-k SVD see figure 1, the grey 

areas determine first k coordinates from singular vectors, which are being used. [17]. 

Theorem 2: (Eckart-Young) among all m × n matrices C of rank at most k Ak is the 

one, that minimizes       
ji

jwjiFK CAAA
,

2

,,

2

 

Because rank-k SVD is the best rank-k approximation of original matrix A, any 

other decomposition will increase the sum of squares of matrix A − Ak. . [17]. 

2.2 Self-organization maps: 

A Kohonen map also known as Self-Organizing Map (SOM) [7] has been 

developed on 1989 by Teuvo Kohonenis, it's a competitive artificial neural network 

tool. SOM considered as one of the efficient tool used for visualization of 

multidimensional data also an efficient mechanism in signal processing and data 

mining applications. SOM is special types of Neural Networks that can map or 

simplify a complex high dimensional input signal into a simpler low dimensional. It's 

used for classification and clustering data set according to their similarities [8]. SOM 

is an artificial network that is structured in two layers of neurons. The first layer 

represents the input data, the second layers is a neuron’s grid, usually bi-dimensional, 

full connected to each other. All input nodes are connected to all output neurons 

(nodes). The output neurons are usually arranged into two or three low dimensional 

grids. Attached to every neuron there is a weight vector with the same dimensionality 

as the input vectors. The number of output grid dimension is usually lower than the 

input dimensions. SOMs are mainly used for dimensionality reduction rather than 

expansion. 

2.3 Unified distance matrix 

The unified distance matrix or U-matrix [9] is a representation of the Self-

Organizing Map that visualizes the distances between the network neurons or units'-

matrices are useful tools for visualizing clusters in input data without having any 

priori information about the clusters. [10].The multidimensional visualization of the 

Self-Organizing Map (SOM) data can be possible represented by using by the Unified 

distance matrix [11]. This is achieved by using topological relations property among 

neurons after the learning process. U-matrix contains the distances from each unit 

center to all of its neighbors'. The neurons of the SOM network are represented here 

by hexagonal cells, by using U-matrix we can detect topological relations among 

neurons and infer about the input data structure. Color schema used to represent the 

similarities, the dark coloring (High values in the U-matrix) indicate or represents that 

there is a gap between the values in the input space this is mean that their no 

similarities, and the A light coloring (low values in the U-Matrix) represent or 

indicate the vectors are so close to each other in the input space and this is mean that 
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there are a high similarities between the inputs. This representation can be used to 

visualize the structure of the input space and to get an impression of otherwise 

invisible structures in a multidimensional data space [12]. 

3 Related Work 

 C.M.X. Benjamin, W.L. Woon and K.S.D. Wong: developed software for 

document comparison and visualization.  Allow the user to visualize document 

similarities in an intuitive way via Kohonen Maps. Used in plagiarism detection. 

[14]  

 José Alfredo F. Costa and Márcio L. de Andrade Netto, proposed two algorithms 

used in automatic   partitioning and labeling Kohonen maps (SOM) networks in 

clusters of neurons and for generating a hierarchy of maps based on the detected 

data clusters[15]. 

 Tommy W. S. Chow and M. K. M. Rahman: proposed approach for document 

retrieval and plagiarism detection they used multi layer self organization map 

(MLSOM) and a tree structure to improve the document retrieval and plagiarism 

detection, which can represent document, pages and paragraph. MLSOM used for 

matching the similarities between document, and they usde MLSOM algorithms 

for clustering documents that have been developed by the author [16]. 

4 Our Approach 

Our main objectives is to reduce the search time in plagiarism detection tools and 

to simplify the result analysis, mainly for the manual plagiarism detection like code 

source plagiarism detection, later we can apply in to automatic plagiarism detection, 

so in-order to reduce the search time we focus on the clustering mechanism that can 

reduce or summarized documents in a better way , we used SVD for effective 

clustering of the documents by creating a new matrix with fewer dimensions used for 

clustering the original (source) documents and   a suspicious document, this is stage 

one , The second stage in our approach is how to use Neural Networks for local 

matching and comparison between a suspicious document and a source document, 

and to use SOM for  visualization and comparison of the result, in which the result is 

represented as picture that is easier to be analyzed . 

4.1 Stage one Experiment: 

Data source: 

Our experiment data was asset of documents (ten of student's assignments about 

one topic) which are considered as an excellent example to show the similarities 

between documents, which can be easily representing data in graph. We assume that 

row represents a document and columns represent documents attributes.  

Assumptions: let 1 represent an attributes (similar word or text in documents) in the 
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appropriate row if its exit, and column crossing, otherwise 0 (zero) if it's not exit. This 

data can easily used by Singular Value decomposition (SVD). 

Experiment steps: 

Our experiment divided into three steps as follow: 

 First step: reading and transforming data:  

As we mentioned before that the data have been collected from some student's 

assignments, after we apply the stage by using SVD we obtain a new matrix 

(92x10) that had 92 rows and 10 columns (row represent documents, and 

column represent their attributes) If the document has the similar words and 

texts this means that its attributes exit in this case represented by 1 otherwise 0. 

This incidence matrix was used in SVD, formal concept analysis and NMF 

computations. 

 Second step: Using Singular Value Decomposition :  

We use SVDLIBC-fix software in our SVD computations, this software is 

written by C language and it's free of charge, we use incidence matrix as input, 

where this software computer the three matrixes U,  and VT . k-rank chosen 

k=4, where matrixes were U(92x10), (10x10) and VT(10x10). 

 Third Step: Result Visualization:   

In this stage we use SOMs for representation of the original data and data after 

applying SVD to the original data, and we obtain two SOMs networks this 

according to type of input data, for visualization of the network we applied 

Unified distance matrix (U-matrix) algorithm for the computation of the data, we 

obtain two figures in grayscale. This is shown down in figure2 and figure3:            

Figure2: The original data Figure3: Data after using SVD 

4.2  Stage two: Plagiarism detection: 

Clustering techniques are not enough by itself to judge plagiarism but can be used 

in the candidate retrieval stage to group similar documents that discuss the same 

subject, it should be followed by another level of plagiarism analysis and detection 

methods this what happened in the first stage where the above two SOMs figures 

show that the number of the differences that has been reduced by using SVD 

computation, the figures are easy now to be analyzed. The time needed to locate the 
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similarities between documents if it clustered in figure3 is shorter and the effort is less 

than less that the time and effort that we will spend by using figure2. SOMs provide 

easier form for detecting similarities and it's suitable for code source plagiarism 

detection which is requiring manual detection. but the plagiarism detection system 

used clustering to find similar documents, then documents in the same cluster were 

compared until two similar paragraph are found, paragraph were compared in details. 

5 Conclusion and further work 

Kohonen Maps and Singular value decomposition were used in our paper to 

improve clustering and plagiarism detection, we used Singular value decomposition 

(SVD) for clustering our data for its effective clustering, and we used Kohonen Maps 

(MOS) for representation of the results, after we applied our above approach (SVD) 

we had obtained two u-matrix visualization, we had improved the clustering and 

reduced the number of the concept, also it shows the easiest way for result 

visualization in graph which is easier to be analyzed and used in comparison between 

documents that may help the earlier code source plagiarism detection stage. In our 

future work we are going to use multilayer SOM for automatic plagiarism detection. 
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VŠB – Technical University of Ostrava, 17. listopadu 15, 708 33 Ostrava – Poruba
petr.kotas@vsb.cz

Iris Segmentation in Eye Image

Tomáš Fabián1, Jan Gaura1, and Petr Kotas2

1 Department of Computer Science, FEECS,
VŠB – Technical University of Ostrava, 17. listopadu 15, 708 33 Ostrava – Poruba

{tomas.fabian, jan.gaura}@vsb.cz
2 Department of Applied Mathematics, FEECS,

VŠB – Technical University of Ostrava, 17. listopadu 15, 708 33 Ostrava – Poruba
petr.kotas@vsb.cz

Abstract. In this paper we present our previously published work on
iris segmentation. The iris extraction algorithm described here is based
on our observation of local brightness properties of close-up iris images.
Our algorithm consists of three simple steps. We detect the bright point
inside the pupil, outer limbic boundary is found via statistical measure-
ments of outer boundary points and inner boundary points are searched
by means of defined cost function maximization. Performance of the pre-
sented method is evaluated on series of iris images and compared with
the traditional Hough method as well.

Key words: iris extraction, iris segmentation, iris localization, biometrics

1 Introduction

Iris segmentation has two major real life applications. The primary motivation
for iris segmentation is to get biometric data unique for each person. The sec-
ondary usage is in medicine, where some eye diseases can be diagnosed directly
by separating some distinct features like different color patches or completely
different color tone of the iris. Iris localization is currently solved by many dif-
ferent approaches. The most profound methods are that of [1] and [8]. Daugman
uses integrodifferential operator (IDO) for precise pupil and iris localization.
Wildes uses two stage passes; the first pass detects edge map; the second pass
use Hough transform to detect circles in the image. Localization of inner and
outer iris boundary together with eyelids (top and bottom) is presented in [5].
Our method is simple yet effective. It is based on statistical point of view when
searching for limbic boundary and rather analytical approach when detecting
pupillary boundary. In this way, it is well suitable for parallel implementation
with subsequent real-time usage.

The rest of the paper is organized as follows. In the Section 2, we introduce
our algorithm for iris segmentation and discuss all parts, Section 3 presents
experimental results, comparison to Hough transform and to manually created
ground truth data. Section 4 bears final thoughts and conclusion.

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2011, pp. 337–342.
VŠB – Technical University of Ostrava, FEECS, 2011, ISBN 978-80-248-2449-9.
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2 Algorithm

Our algorithm consists of three main stages. In the first step, we detect bright
spot inside the pupil. The second stage locates limbic boundary and starts from
detected bright spot position that is taken as an approximated location of the
pupil’s center. We are looking for points that compose limbic boundary. Localiza-
tion of the boundary points is based on statistical evaluation of inverse gradient
of the source image. In the third stage, inner edge called pupillary boundary is
detected by means of cost function optimization.

2.1 Inner Point Detection

Nowadays, iris databases use a bright light in a close-up distance from the pho-
tographed eye. This technique creates a bright spot positioned in the center of
the eye. This point represents our first approximation of limbic boundary cen-
ter cl. To do so, we need to preprocess original image I to remove surrounding
bright artifacts caused by random specular highlights on the eye. This is done
by weighting original image by two–dimensional Gaussian function.

2.2 Limbic Boundary Detection

With the starting point cb being set, we are able to proceed with localization
of the limbic boundary. At first, we need to convert the color eye image I to
so-called inverse gradient Ig = 1/(1 + |∇I(x, y)|) where |∇I(x, y)| is the size of
gradient of the image I. Our experiments show that this type of grayscale image
provides more information than classic gradient.

The eye image is segmented by a technique similar to polar coordinates sam-
ples that means that window Ωi,j is moving from detected point cb under angle
αi with some sample rate (see Fig. 1). Result of such process is depicted in Fig. 2.
To produce such plot we used moving window defined as follows

di,j =
1

A (Ωi,j)

∫∫

Ωi,j

Ig (x, y) dxdy , (1)

where Ωi,j is the circular region, I is an input image and A returns the area of
Ωi,j in pixels. We experimented with different types and shapes of window, but
our experiment shows that circular shape with constant radius is the best choice
since it is invariant to change of angle. In Fig. 2, it can be clearly seen that we
have used twenty ρ values (i.e. n = 20) ranging from 0 (i.e. image center) to
min {Iw, Ih} /2 (i.e. image border) per detection line. Figure 2 shows a typical
data from plotting all samples acquired by described procedure.
It is evident that local minima located at both sides of the plot correspond, in
majority of cases, to our limbic boundary points. After we find minima for every
angle, we construct a vector of points as the starting estimate for next phase of
circle fitting. We use the Levenberg–Marquardt algorithm [6] for finding center
and radius of the circle.
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Fig. 1. Scheme of the boundary points extraction. Figure shows centric circles whose
radii represent each position of sampling area Ωi,j . Samples with gray color represent
points where function di,j reaches its local minima and so marks the most probable
presence of the limbic boundary. The image in the background is result of inverse
gradient application to the input image

2.3 Pupillary Boundary Detection

From the previous step of our algorithm, we have the center and radius of the
limbic boundary. We use these two information as rough estimate of pupillary
boundary center (xe, ye) and radius re (which is set to be 40 % of the radius of
limbic boundary). At this point, we extract square region around (xe, ye) with
both sides equal to 2re and convert this area from RGB color space to the 1D
brightness space defined by Equation (2)

Is(x, y) =
√

3
3d

[Ir (x, y) + Ig (x, y) + Ib (x, y)] , (2)

where suffixes r, g and b specify components of standard RGB color space and
d is the length of diagonal of this space.

After analysis of brightness function in the area of the pupil we have found
out following observation. The crossing area between pupil and iris shows out
remarkable drop of the brightness. Idea utilizing such observation can be formally
described as follows

J(x, y, r) = 2πr




∮

C(x,y,r)

Is(l) dl




−1

, (3)

where C(x, y, r) is the circle with center in (x, y) and radius r. Is is previously
computed grayscale image defined in Equation (2). Informal observation about
brightness is represented as the second term in Equation (3) that, in essence,
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di,j

ρj
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︷ ︸︸ ︷

right roi
︷ ︸︸ ︷

Fig. 2. This graph represents the course of values di,j . Each of the thin lines was created
using interpolation of piece–wise linear curve through points (di,j , ρj) for a given angle

specifies the darkness of the circle C. Since the problem is defined as maximiza-
tion task, the first term embodies our requirements on circle radius maximiza-
tion. Finally, by multiplying these two terms, we get resulting formula presented
in Equation (3). It is obvious that searched circle C can be found by maximiza-
tion of Equation (3). The function course for fixed y-value is depicted in Fig. (3).
Initial estimate of local extreme is marked by cross labeled init. It is easy to see
that we are looking for local maximum solution of J within basin of convergence
from init point.

init

max

x [px]

r [px]

Fig. 3. Example of the cost function maximization

We compute maximal solution of J by Nelder–Mead minimization algorithm
[7] simply by setting our cost function to −J(x, y, r). By this computation, we
obtain circle parameters that describe pupillary boundary. Solving this problem
in two separate steps allow us to check result by intuition in 3D space (see Fig. 3).
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3 Experiments

Fig. 4. Examples of evaluation results. Red circles represent manually generated
ground truth, white circles show output of our method and black circles represent
output from the Hough transform

To evaluate the effectiveness of the presented algorithm we have used the iris
database of [2]. We have defined three metrics to precisely evaluate and compare
our algorithm with the reference implementation that uses Hough transform.
Ground truth data of the pupillary and limbic boundary have been created by
precise manual identification. The first normalized quality criterion is described
as follows

ea =
1
|Γ |

∑

γ

A
(
rγ , rR

γ , ||cR
γ − cγ ||

)

π
(
max

{
rγ , rR

γ

})2 , (4)

where function A returns common area of both circles. Index γ ∈ Γ = {l - limbic
b., p - pupillary b.} indicates whether the parameter is representing a circle
of the outer (i.e. limbic) or inner (i.e. pupillary) boundary. The upper index R
specifies the ground truth values. It is obvious that this criterion does not take
into account the rate of axle offset between compared circles in certain mutual
position of each compared circle. Therefore, to acquire the most objective results
of our measurements, we have introduced two new indicators

ec =
∑

γ

||cR
γ − cγ || , er =

∑

γ

|rR
γ − rγ | . (5)

The last two mentioned criterion are not relative and represent absolute distance
in pixels between evaluated circle parameters and the corresponding parameters
of reference circle. To acquire the relative values, we have divided both values
of ec and er by the width of the input image in pixels. Results obtained using
described error functions are summarized in Table 1.

It is evident that from our measurements, the proposed method reaches better
results than the traditional method using Hough transform. This is obvious from
the values ec and er that are approximately three times better in comparison with
the implementation of the iris localization based on Hough transform. Moreover,
the false detection ratio has also been improved in our method.
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Table 1. Results comparing the described method with approach using Hough trans-
form

Selected method ea [%] ec [px] er [px] ec [%] er [%]
Our method 90.9 7.8 ±3.8 8.7 ±2.7 1.02 1.13
Hough transform 86.3 25.6 ±21.8 24.2 ±11.0 3.33 3.15

4 Conclusion

We have introduced a new algorithm for localizing iris that allows its extraction
from the close-up eye images. It is possible to use this localization method in
numerous applications, including personal identification. The effectiveness of the
algorithm has been evaluated on a set of real life images that have been taken by
standard equipment without infra-red light. We have compared implementation
of the presented algorithm with the traditional method that is using the Hough
transform. Achieved results are shown in Table 1 and are based on indicators
defined in Equations (4) and (5). Measured error rate is in the case of our
method approximately three times lower in comparison to the method that is
using Hough transform.

5 Publications

Presented work was published in proceedings of the 2nd International Conference
on Image Processing Theory in Paris (to appear on ISI WoS) [3] and extended
version is accepted for publication in International Journal of Signal and Imaging
Systems Engineering (to appear on Scopus) [4].
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Abstract. This paper concerns with intensional and extensional interpretation 
of statements (de dicto and de re) as taken in Transparent Intensional Logic 
(TIL). It provides a brief introduction to the language of TIL, its concept of typ-
ing and the way of formalizing statements. The whole described concept is il-
lustrated on the example. It provides a basic description of TIL’s anti-
contextualism. 

1 Introduction 

Some statements in natural language can be understood in more than one way. This 
had obviously been causing problems in formulations of such statements in first order 
logics. Languages of intensional logics allow to distinct between these interpretational 
differences. This paper briefly describes the way, in which Transparent Intensional 
Logic (TIL) – a branch of intensional logic, formulates different interpretations. 

2 Interpretation differences 

In first order predicate logic, all mentioned objects are understood “extensionally”, i.e. 
as individuals of universe. First order logic understands the statement 

“John supports the president of USA.” (1) 

as if John supports the person (particular individual), who is currently holding the 
presidential function in USA. In natural language however, one could understand this 
statement as if John would support any person holding the presidential function in 
USA during their term of office. In other words, language of first order logic can not 
express a statement referring to a role – it always refers to the individual occupying 
the role. 

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2011, pp. 343–346.
VŠB – Technical University of Ostrava, FEECS, 2011, ISBN 978-80-248-2449-9.
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2.1 De dicto and de re 

In order to distinguish between the two aforementioned interpretations of natural lan-
guage statements, phrases de dicto (“of the word”) and de re (“of the thing”) are used. 

Saying that a statement is meant de re signifies, that it should be interpreted exten-
sionally. In case of the example (1), the de re interpretation says that John supports the 
individual, who is currently occupying the presidential function in USA. On the con-
trary, the de dicto interpretation refers to the presidential function (Whoever would he 
be, if he’s a president of USA, John will support him.). 

3 Language of Transparent Intensional Logic 

The language of TIL is based on the one of lambda calculus developed by Alonzo 
Church and as such it is based on functions. In TIL, however, the functions are partial, 
meaning that function can fail during computation i.e. not provide any output value. 

Following sub-chapters briefly describe the specific language of TIL. 

3.1 Type basis 

Type basis is a set of atomic types used in the language. The standard basis of TIL 
language consists of four types: 
o a set of truth-values (true, false) 
ι a set of individuals 
τ a set of real numbers, also used as a set of instant points in time 
ω a set of possible worlds 

The types of the basis can be used to define types of the first order above the basis 
i.e. types of partial functions 

(αβ1...βn) (2) 

where α and β are types of basis and while α defines the function’s return value type, 
β1...βn are the types of function’s arguments. This typing convention can be used re-
cursively, creating types of second and higher orders. 

3.2 Constructions 

Constructions are the abstract procedures defining the meaning of statements. TIL 
language inherits two basic constructions from lambda calculus – abstraction (which 
creates function and is marked as λ) and application (or composition; it applies the 
arguments to the function, computing the outcome). 
TIL language also defines such construction as variable, which type is defined above 
the basis as described in previous sub-chapter. Variables can be trivialized (i.e. simply 
mentioned; marked as 0), valuated (i.e. executed, so that the valuation of the variable 
mentions the object constructed by the variable; this execution is called v-
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constructing, where v is a parameter of valuation) and double executed (i.e. the resul-
tant object of valuation is valuated again under the same v parameter, marked as 2). 

3.3 Object typing 

When formalizing a statement, the first step is to define the objects and variables used, 
and their types. Following the language convention, we write 

X/α (3) 

when the object X is of type α and 

Y→β (4) 

when the valuation of Y constructs the object of type β. Saying that object is of type 
ατω is equivalent notation to (ατ)ω and variables t→τ (constructing times) and w→ω 
(constructing possible worlds) are commonly used implicitly. 

4 Formalization 

On the basis of the brief description of the TIL language in the previous chapter, it is 
now possible to understand difference in formalization of the example statement (1) 
reading it de dicto and de re. 

4.1 Interpretation de re 

The typing of the objects used is as follows: 

John/ι 
PresidentOfUSA/ιτω 
Supports/(oιι)τω 

(5) 

Having the objects typed, one can now proceed to defining the construction of the 
statement: 

λwλt [0Supportswt 
0John 0PresidentOfUSAwt]  (6) 

Reading this construction one can see, that it abstracts from the specific state of the 
world and time, so that it can be used in any situation. Following, there is a composi-
tion of arguments 0John and 0PresidentOfUSAwt on the function 0Supportswt. Both 
arguments and function are only mentioned (trivialized) – the execution happens on 
the level of the composition. 

To both PresidentOfUSA and Supports objects, there is the same time and state of 
the world applied, so that on the level of composition PresidentOfUSAwt we know who 
the president is (we can point on the particular individual), just as we know whether 
John supports him in the same time and state of the world on the level of the outer 
composition (marked by square brackets). 
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4.2 Interpretation de dicto 

The object typing differs in this case: 

John/ι 
PresidentOfUSA/ιτω 
Supports/(oιι τω)τω 

(7) 

And so does the construction: 

λwλt [0Supportswt 
0John 0PresidentOfUSA] (8) 

Note, that the object PresidentOfUSA did not change in type, but it is not a part of 
composition applying specific time and state of the world to it. On the contrary, the 
object Supports have changed its type, and while in the de re interpretation it was 
person-to-person relation, in this case it is person-to-post relation. 

5 Conclusion 

The concept of de dicto and de re interpretations shown on the example in this paper 
is illustrating the anti-contextualism typical for TIL. The paper shows how by the use 
of typed objects, TIL language can distinguish between the meaning of statements, 
which in natural language can be understood in different ways depending on the con-
text. 
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Abstract. In this paper, we introduce a new image segmentation ap-
proach based on the diffusion (heat flooding) equation inspired by wa-
tershed transformation. Flooding by water from the watershed segmen-
tation is replaced by flooding of the heat. The main improvement of this
method is that we are using a local minima as a starting point for the
heat distribution through the image. It also takes the size of segments in
account and that leads to further reduction of over-segmentation which
is a main problem of watershed segmentation. In this paper we present
our method, and show some segmentation results.

1 Introduction

Image segmentation is an important task of computer vision. Many algorithms
were developed and one of them is watershed transformation [11]. The water is
flooding the image from the local minima and a segmentation lines are created
at places where two floods meet. Many modification exist [7, 1, 2, 4, 9, 6, 5, 3, 10].
The main problem for this method is over-segmentation. This happens when
the segmentation has too many segments. These are separate even when they
could form a bigger one. There are many methods that solve this problem. Some
are based on postprocessing and some use preprocessing. In our method we
use a diffusion [8] as an inspiration of the watershed transformation for the
segmentation. Our paper has follow structure: First we describe our method in
a detail. Then we perform some experiments and discuss the results.

2 Algorithm

First of all we need to define a set of markers in the image. Those markers
will indicate the location of initial seeds for the heat flooding. Markers can be
set manually or automatically. In the first case, the seed is manually inserted
into each object of interest. This is not very comfortable because it requires a
manual control. And this approach can be difficult for the images with many
objects of interest. We are looked for inspiration in watershed transformation as
a method for automatic marking. In our case those markers (local minima from
watershed) are used as the kernel of heat flooding and it also defines the energy
of the segment. During the process of heat transfer (flooding) smaller segment

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2011, pp. 347–352.
VŠB – Technical University of Ostrava, FEECS, 2011, ISBN 978-80-248-2449-9.
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(with less energy) are absorbed by the larger ones. This causes reduction of
over-segmentation. The diffusion is used on each marker separately. This creates
diffusion map for each marker which defines the get area of segments. After this
we get final segmentation of the image. In the following subsections we describe
all presented steps in detail.

2.1 Watershed and markers

The Watershed Transformation (WT) is well known image segmentation method.
Basically the principle of segments creation is based on geographical grounds.
We can imagine the image as a topological region which is flooded by water
from a local minima. When two flooded basins are connected the dam is build
(segment border). This means that we start flooding the image from the darkest
parts of the image to the most bright ones. But all WT methods have the same
property. When we want WT to respect the edges in the image, we must apply it
on the gradient image instead of on the original image. As it has been said before
finding the local minima is crucial part of the image segmentation, because it
determines how many segments there would be in the final segmentation. For
automatic markers detection the WT is used. Every time new basin emerges, it
is marked as marker. It is formed from all neighbour pixels of the same value as
the first minimal pixel found. Example of the local minima in the image could
be seen in Figure (Fig. 1).

30 28 28 28 28 28 28 28 28 29

30 20 20 20 20 20 20 20 20 30

30 12 18 16 20 22 22 22 22 30

30 10 18 16 22 15 9 8 9 30

29 9 5 5 15 13 10 11 15 29

20 9 5 5 15 14 11 14 17 20

23 9 8 10 15 14 15 15 18 23

30 9 9 10 15 14 15 15 18 30

30 22 15 15 15 15 15 15 18 18

29 28 28 28 28 28 28 28 28 30

Fig. 1. Example of local minima in the image. Isolated single pixel with the value 8
and a coupled pixels with the value 5

2.2 Heat flooding

Heat transfer is based on diffusion equation which is already used in some seg-
mentation and filtration algorithms with good results. In our case we have devel-
oped a method which is inspired by WS, but instead of flooding the regions with
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water, we flood regions with heat. The main idea is based on the thought that
heat can spread over the image better than water, because it counts in the whole
image for computation. We do not have to build dams to separate segments, so
the only thing that can slowdown the heat spread is gradient of the image, which
is alternative to the thermal insulator in real-live. The example of heat transfer
in the image with and without the heat insulators is show in Figures (Fig. 2).

Fig. 2. Transfer of the heat in the image with and without heat insulators

As it has been mentioned before, the size of marker determines how much
energy will the corresponding segment have. Each marker is processed separately
and output for flooding of each marker is then combined to get the final segmen-
tation. When we have all heat sources identified, it is easy to apply the flooding
on them and say which part of the image belong to which segment (heat source).
The pixel then belongs to that heat source which changed its temperature the
most (the most heat transfered from according heat source). This is done as
follows (Alg. 1).

Algorithm 1 Heat Flooding

1: M ←Markers from WS
2: in ← number of iterations
3: indexes← matrix for indexes
4: for m ∈M do
5: create matrix
6: copy m→ matrix
7: i← 0
8: repeat
9: one diffusion iteration on matrix

10: until i < in
11: z-buffer on matrix→ indexes
12: end for

As it can be seen in step 11 of our algorithm we use z-buffer. It helps us
determine the segment pixel belongs to. A new value is written to the z-buffer
only if the new value is bigger than a old one. And also on the corresponding
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place in the indexes matrix the index of the identified heat source from which
the most heat was transfered is set. With this approach it is certain that in the
end of this algorithm there would be index numbers in indexes matrix from
those heat sources which transfered to the corresponding element the most heat.

3 Experiments

The basic principle of our method is based on the fact that heat flooding process
decreases the number of segments. In other words, bigger segments with higher
energy are consuming smaller segments with a little energy. Time (numbers of
iterations) is an important factor of the calculation because it affects the number
of final segments. This effect is also visible on real images (Fig. 3) and (Fig. 4).
Over-segmentation is decreasing with is increasing the number of iterations.

orig. 50 500 3500

Fig. 3. Example segmentations. The number of iterations is under the images.

4 Conclusion

We have proposed a method for efficient image segmentation inspired by water-
shed and heat flooding. In the first step of our segmentation method we find
local minima in the image. Resulting minima are used as markers and then as
seed point for heat flooding in the image. We have found out that the longer
we let the heat flood the image the better the segmentation is. There are less
segments because the bigger and more important segments consume smaller less
important segments so it reduces over-segmentation. We experimented on real
images and showed our results.
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Fig. 4. Example segmentations of real images
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Abstract. In this paper, we present a new image segmentation method
coming from the idea of spectral clustering. Contrary to the known al-
gorithms in this area, it uses the process that we call diffusion spectral
clustering in which the standard spectral clustering based on the spectral
decomposition of the Laplacian matrix is improved by incorporating the
diffusion process. For clustering itself, the mean shift algorithm is used
instead of the k-means algorithm that is usually mentioned in this con-
text. Both the diffusion process as well the as the mean shift algorithm
contribute to the good properties of the new method. In the paper, the
needed theory and the results of experiments are presented.

1 Introduction

Image segmentation is a process of finding the points (pixels) of image that are
lying close to each other and have a similar brightness or colour. Many image
segmentation algorithms exist that are based on various principles. The work by
Ng et al. [1] may be taken as an example of standard spectral clustering. For
each image pixel, a vector of new coordinates is computed using the spectral
decomposition of the Laplacian matrix of image. According to their new coordi-
nates, the pixels are then clustered using the k-means algorithm. The problem
is that the images often contain unnecessary data, e.g., noise that have to be
removed before the image segmentation step can be applied. The needed im-
age preprocessing is usually carried out by Gaussian filtering. Gaussian filtering,
however, has a disadvantage that it does not preserve the edges in images. This
drawback can be overcome by making use of diffusion filtration [6] that should
be generally done before the decomposition.

In this paper, we propose a new method carrying out image segmentation
using spectral clustering and also incorporating diffusion filtering in the same
step. Moreover, in contrast to the known methods, we do not use the k-means
algorithm for the clustering itself. The main drawback seems to be that the num-
ber of segments must be known a priori in this method, which can be regarded
as problematic in the given context. Instead, we use a different clustering algo-
rithm called mean-shift [5] that is based on kernel density estimation and does
not require the a priori knowledge of the number of clusters.

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2011, pp. 353–358.
VŠB – Technical University of Ostrava, FEECS, 2011, ISBN 978-80-248-2449-9.



354 Jan Gaura, Eduard Sojka

The paper is organized as follows. In Sections 2 and 3, the fundamentals of
spectral clustering and diffusion filtration are summarised for convenience of the
reader. Our original contribution, diffusion spectral clustering with mean-shift,
is described in Section 4. The experimental results are presented in Section 5.

2 Spectral Clustering in Image Segmentation

In the discrete case, the image is represented as a mesh of vertices, which is a
graph. The vertices in the graph correspond to the pixels in the image. Each inner
vertex (pixel) is connected to its neighbours by edges. The weight of each edge
is chosen so that it decreases with increasing local contrast (difference between
the brightness or colour of pixels). Let L be the Laplacian matrix of image (i.e.,
the mesh representing the image).

The value of the expression x>Lx, where x is a vector, is interesting. Consid-
ering the shape of the Laplacian matrix, the following equation can be obtained

x>Lx =
∑

eij

wij(xi − xj)2, (1)

where the sum on the right side is over all edges eij ; the value wij is the weight of
the edge eij . The interesting case is if the value of x>Lx is minimal, which can be
understood that we are searching for a vector x of new coordinates such that the
points connected by an edge with a high value of weight (low contrast) will have
similar coordinates. Uninteresting trivial solution x = 0 leading to x>Lx = 0
should be excluded, which can be done by introducing the additional constraint
x>x = 1. The problem of minimization with a constraint can be solved using
the Lagrange multipliers, which requires to minimize the expression

x>Lx + λ(x>x− 1). (2)

Using the usual evaluation of the gradient and taking into account the symmetry
of L, we can simply obtain the following condition

∇x = 2(Lx− λx) = 0. (3)

As can be seen, the minimum is achieved if the sought vector x is an eigenvec-
tor of the matrix L. Denote by uk and λk the k-th eigenvector and, respectively,
the k-th eigenvalue. Considering the condition of ortonormality of eigenvectors,
it can be easily seen that u>k Luk = λk. It also follows that the solution is x = u2.
We point out that the smallest eigenvalue is λ1 = 0, which gives u>1 Lu1 = 0,
but the corresponding eigenvector is u1 = (1, 1, . . . , 1), which is uninteresting. It
can be concluded that by this procedure, a new coordinate has been assigned to
each node (pixel) such that the edges that are connected by edges with a high
value of weight have this coordinate similar to each other, which follows from
the right side of Eq. (1).

Similarly, we can also proceed in the case if more that one new coordi-
nate should be assigned. In this case, we are searching for a matrix X =
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[x1,x2, . . . ,xq] such that X>LX is minimal if X>X = I holds. Here, the prop-
erty is required that the nodes that are connected by the edges with a high value
of weight will have similar values of the newly introduced coordinates.

The idea of using spectral clustering for image segmentation is based on what
was already mentioned. The segments in the images are considered to be the
areas with approximately the same brightness or colour. The values of weights of
the edges connecting the pixels in one area are thus high. The segmentation can
be done as follows: (1) Construct the Laplacian matrix of image and compute
its eigenvalues and eigenvectors. (2) Take the chosen number of eigenvectors
corresponding to a chosen number of the lowest eigenvalues. This eigenvectors
define new coordinates of nodes (pixels) in image. (3) Carry out the clustering on
the new coordinates introduced in the previous step using the standard methods,
for example, k-means. Each of the clusters is then declared to be a segment of
image. The above described method of spectral clustering is known [1].

3 Diffusion Equation in Image Filtering

The drawback of the method mentioned in the previous paragraph is that, for
a successful segmentation, the pre-filtering of image is usually necessary to get
rid of unwanted details that interfere with the results of segmentation. One of
the methods that can be used for filtering is a method based on the analogy
to diffusion. Diffusion is the process during which a substance diffuses from
the places of its greater concentration to the places where the concentration is
lower. In images, the concentration is a value that corresponds to brightness.
The brightness of original image describes the initial concentration. During the
diffusion process, the concentration is changing, which can be calculated. The
concentration at any time can, in turn, be considered as brightness.

Given a compact Riemannian manifold M . Let f(x, t) be the amount of the
substance that undergoes the process of diffusion, e.g., heat at a point x of
M and at a time t. Moreover, some initial distribution f(x, t = 0) is known.
The f(x, t) satisfies the diffusion equation ∂f(x, t)/∂t = −∆Mf(x, t), where
∆M stands for the Laplace-Beltrami operator of M . For the discrete case (the
manifold is approximated by a mesh), the equation can be rewritten as

(
∂

∂t
+ L

)
f(t) = 0, (4)

where L is a Laplacian matrix of the mesh and the heat-amount vector f(t) =
(f1(t), . . . , fn(t))> is indexed by the nodes of the mesh. The solution can be
written in the form of

f(t) = H(t)f(0), (5)

where H(t) is a diffusion operator (a matrix). The entry ht(p, q) of H(t) expresses
the amount of heat that is transported, by the diffusion process, from the q-th
node into the p-th node (or vice versa since ht(p, q) = ht(q, p)) during the time
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interval [0, t]. It can be easily shown that the following is required for ht(p, q) to
satisfy Eq. (5)

H(t) = e−tL, (6)

where

e−tL =
∞∑

k=0

(−t)k
k!

Lk. (7)

4 Diffusion Spectral Clustering in Image Segmentation

In this section, the main result is presented, which is a diffusion spectral clus-
tering. For clustering itself, the mean-shift algorithm is used, which is a method
based on kernel density estimation.

We can think of spectral clustering as a combination of filtration and clus-
tering. Assume that we have found the eigenvectors of L. The matrix then can
be rewritten as follows

L = UΛU> =
n∑

k=1

λkuku
>
k . (8)

Exploiting Eqs. (5), (8), we obtain

H(t) = e−tUΛU> = Ue−tΛU>. (9)

The elements of H(t) are

ht(p, q) =
n∑

k=1

e−tλkupkuqk =
n∑

k=1

(
e−

1
2 tλkupk

)(
e−

1
2 tλkuqk

)
, (10)

where upk stands for the p-th entry of the k-th eigenvector of L and λk is the
k-th eigenvalue (the smallest eigenvalue of L is λ1 = 0). For the i-th mesh node,
the following vector can be created

Φt(i) =
(
e−

1
2 tλ1ui1, e

− 1
2 tλ2ui2, . . . , e

− 1
2 tλnuin

)>
, (11)

which may be regarded as coordinates of the node in a new space. It can be
easily seen that ht can be written as a dot product ht(p, q) = 〈Φt(p), Φt(q)〉. We
note that t is a parameter that cannot be excluded; it determines the amount of
filtration.

Diffusion spectral clustering is a process of clustering in the space that was
newly introduced in Eq. (11). In contrast with the ordinary spectral clustering,
the coordinates contain the term e−

1
2 tλk , which is important. As was verified

by the experiments, the parameter t influences the properties of the final result
substantially.

For carrying out the clustering itself, we use mean-shift algorithm, which is a
density based clustering algorithm. The mean-shift procedure is based on finding
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the local maxima of kernel density estimate. Usually, a certain class of radially
symmetric kernels is used, such as, Epanechnikov, unit step, or Gaussian kernel.
The main advantage over the k-means algorithm is that mean-shift does not
require a priori knowledge of number of clusters (number of image segments).

5 Experiments

In this section, we present an evaluation of diffusion spectral decomposition
used in conjunction with the mean-shift clustering algorithm using the Gaussian
kernel. (i.e., diffusion spectral decomposition is responsible for computing the
new coordinates of points that are clustered afterwards; clustering itself is carried
out by making use of the mean-shift algorithm.)

Real-life images from The Berkeley Segmentation Dataset and Benchmark
[4] have been used. We present a comparison with the hand made segmentation
presented in [4] as well as k-means spectral clustering segmentation.

Fig. 1: Various images segmented using mean-shift algorithm. From left to right:
source image, result of k-means spectral clustering segmentation, result of diffu-
sion spectral clustering using the mean-shift algorithm, segmentation provided
from the dataset
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6 Conclusion

We have proposed a new method for segmenting images using diffusion spectral
clustering. Our method combines image filtering and spectral clustering into
one unified approach. Moreover, for clustering itself, the mean shift algorithm is
used instead of the k-means algorithm that is usually mentioned in this context.
Diffusion spectral clustering takes the pixels from the image and assigns them
new coordinates that are based on their properties and on the degree of filtering
that is required. In this way, the filtration step is entirely embedded into the
spectral clustering by adding additional information to the new coordinates.
The new coordinates are then used in a clustering method, mean-shift in our
case that has been chosen for its good properties. We also present experimental
results confirming a good performance of the new method.
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163 of VŠB - Technical University of Ostrava, Faculty of Electrical Engineering
and Computer Science.

Related papers. This paper is a new original work loosely based on [2], [3].

References

1. Ng, A., Jordan, M., and Weiss, Y.: On Spectral Clustering: Analysis and an Algo-
rithm. Advances in Neural Information Processing Systems 14, 2002, pp. 849-856

2. Gaura, J., Sojka, E., Krumnikl, M.: Image Segmentation Based on Electrical Prox-
imity in a Resistor-Capacitor Network. In Proc. of Advanced Concepts for Intelli-
gent Vision Systems, 2011, pp. 216-227

3. Gaura, J., Sojka, E., Krumnikl, M.: Image Segmentation Based on k-Means Clus-
tering and Energy-Transfer Proximity. To appear in 7th Internatinal Symposium
on Visual Computing, 2011

4. Martin, D., Fowlkes, C., Tal, D., Malik, J.: A Database of Human Segmented
Natural Images and its Application to Evaluating Segmentation Algorithms and
Measuring Ecological Statistics, In Proc. of 8th International Conference of Com-
puter Vision, 2001, pp. 416-423

5. Comaniciu, D., Meer, P.: Mean Shift: A Robust Approach toward Feature Space
Analysis. IEEE Transactions on Pattern Analysis and Machine Intelligence 24,
2002, pp. 1-18

6. Perona, P., Malik, J.: Scale-space and edge detection using anisotropic diffusion
IEEE Transactions on Pattern Analysis and Machine Intelligence, 12 (7), 1990, pp.
629-639



Extension of Method for Fuzzy Rules Extraction
by Means of Artificial Neural Networks

Jan Górecki
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Abstract. Knowledge extraction from data in the form of rules is a
widespread direction in data mining area which allows to obtain inter-
esting relationships in data from large databases in for a human easily
understandable form. In this article I deal with one of the methods for
extraction of rules from data which extract rules in form of a formula
in considered fuzzy logic by means of artificial neural networks with
very special architecture. Using artificial neural networks in extraction
process, above mentioned methods gain good approximation of the ana-
lyzed data and also thanks to special architecture allows to extract well
human-understandable knowledge. In the method described in this pa-
per was, however, missing any module that is a standard part of the
most of methods used for rules extraction from data, that would allow
to the user subjective selection of the best ratio between accuracy and
comprehensibility of the model, which is especially important feature for
solving data mining tasks called searching of concepts descriptions, which
methods allow the user to get a good insight and understanding of the
analyzed data. Thus, the main purpose of this article is a design of such
a module inspired by a similar module in methods for extraction of the
so-called decision trees and subsequent illustrations and evaluations of
the results obtained by the original method, extended by a new module
on sample dataset.

Keywords: knowledge extraction from data, comprehensibility and accuracy of

data models, artificial neural network, fuzzy logic, disjunctive normal form

1 Introduction

Extraction of logical formulas (so-called rules) from data is in the last twenty
years one of the most important direction in data mining, i.e. in the IT field
which deals with extraction of understandable, valid and potentially interesting
non-trivial dependences in the data, also called as knowledge. For knowledge
discovery from data in the form of rules there were developed many techniques
based on quite different approaches and theoretical principles - there are meth-
ods using different types of logic (Boolean, fuzzy logic or observational), methods

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2011, pp. 359–364.
VŠB – Technical University of Ostrava, FEECS, 2011, ISBN 978-80-248-2449-9.
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are based on various mathematical and statistical approaches or based on dif-
ferent methods from field of machine learning (an overview and comparison of
several methods can be found e.g. in [9]). One very important group of methods
are methods for extracting rules using framework of Artificial Neural Networks
(ANN’s). However, methods based on commonly used types of artificial neu-
ral networks (e.g. feed-forward Multi-Layer Perceptrons (MLP’s)) have one big
disadvantage - though models obtained by these methods have very good ap-
proximation properties, they are not easily human-comprehensible (in terms of
[1] models provide a high data fit but a low mental fit). It is the difficult compre-
hensibility of such models that motivated research into the problem of extracting
from them more easily comprehensible sets of logical rules [7]. One way of solv-
ing the problem is transformation of the ANN architecture and of parameters
determining the computed mapping into a set of logical rules of a prescribed
kind, e.g., into a set of appropriate implications or equivalences [3, 4]. Another
way to solve the problem is to use ANN’s with special architectures which cor-
respond to the form of a rules. These special types of ANN’s don’t have as good
approximation properties as more general types, but for this price gain good
comprehensibility of extracted model, which is in form of rules (see e.g. ANFIS
[10] or NEFCLASS [11] methods).

However, these latter mentioned ANN-based fuzzy rule extraction methods
share important feature, which is that most of them rely primarily on heuristics,
and their underlying theoretical principles are not very deep. Most of them allow
to interpret different logical connectives by means of algebraic operations that do
not belong to the same algebra. Typically, the conjunction is interpreted in a G-
algebra, but the negation in a MV-algebra, due to the fact that the interpretation
of the negation in a MV-algebra is involutive, whereas in a G-algebra, it is not.
Consequently, the extracted rules then can not be correctly evaluated in any
single fuzzy logic model. The solution of this problem is outlined in [8], where
is showed, that such a mixing of different interpretations is not needed and a
method for the extraction of fuzzy rules in a disjunctive normal form (DNF)
which can be evaluated in a single fuzzy logic model is proposed.

The implementation of this method created at the Institute of Computer
Science in Prague I obtained from the author for testing purposes. This im-
plementation has already been used in several real applications (e.g. data from
EEG spectral analysis in neurophysiology [8, 5]) and also was used for compar-
ison with representatives of other types of methods for extracting rules from
the data based on several measures of ruleset quality (see [9]). When using this
implementation, however, I missed a module that would allowed me to set an
subjectively appropriate balance between accuracy and comprehensibility of the
final rule (more about this in chapter 2), which such a module is a standard
part of other methods used for rules extraction from the data (e.g. [2]). Design
of such a module, illustration of its functionality and evaluation of its results on
sample data is a major purpose of this article. In the next section there will be
very briefly outlined basics of original method (for more details see [8, 7]) and
due to space limitation also brief description of module for rule simplification
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which allows to the user of original method select appropriate balance between
accuracy and comprehensibility of results given by original method.

2 Original method outline and its extension

Original method extract DNF rules in form Ψ ≡ ∨d
i=1

∧
j∈Ci

φi,j , where C1, ..., Cd

are non-empty sets, Ψ, φi,j , i = 1, ..., d, j ∈ Ci are atomic formulas and ∨,∧ are
connected via De Morgan law : α ∨ β = ¬(¬α ∧ ¬β).

To compute truth value of formula all connectives have to be interpreted
in same algebra (e.g. MV-algebra, G-algebra, P L-algebra). All atomic formulas
φi,j are interpreted by the same kind of finitely-parameterizable fuzzy sets on
crisp domain R (i.e. φ̃i,j ∈ F(R), where F(R) denotes the set of fuzzy sets
on R and φ̃i,j denotes interpretation of formula φi,j in some parametrization
model). In implementation of original method user choose from nearly dozen of
the parameterizations, e.g. F(R) = Γ(a,b), where a ∈ R, b > 0 and Γ(a,b)(x) =

e−
(x−a)2

2b for ∀x ∈ R. Extracted rule than can have the following form:

Class is Virginica ≡
( SepalLength is Γ(5.8101,491.5838) ∧ SepalWidth is Γ(2.4312,9.0511) ∧
PetalLength is Γ(6.3667,2.0397) ∧ PetalWidth is Γ(2.1893,0.97068) )
∨ ( SepalLength is Γ(6.2354,0.75672) ∧ SepalWidth is Γ(2.8615,0.57805) ∧
PetalLength is Γ(5.1952,1.6948) ∧ PetalWidth is Γ(2.1865,0.49648) )
∨ ( SepalLength is Γ(5.7062,0.77931) ∧ SepalWidth is Γ(2.2046,0.59679) ∧
PetalLength is Γ(5.7177,1.1318) ∧ PetalWidth is Γ(1.2866,0.9082) )
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Fig. 1. Visualization of rules extracted from data Fisher Iris (4 input real-valued at-
tributes and one classification attribute (with values ∈ {Setosa, Versicolor, Virginica})
for Ψ = (Class is Virginica), and for parametrization φ̃i,j of type Γ(a,b) and for d = 3.

Visualization of this rule can be seen in Fig. 1. Individual graphs corresponds
to interpretation of atomic formulas φi,j . In i -th row there are always depicted
interpretations of formulas φi,1, φi,2, φi,3, φi,4, which are for each i connected via
conjunction, individual rows are then connected via disjunction.

However, when examining the extracted rules I realized that most of the
atomic formulas in the final rules are redundant, i.e. the inaccuracy of the model
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while omitting these formulas does not change significantly. Thus arose the ques-
tion how to remove these redundant formulas.

To solve this problem I got inspired from other method for knowledge ex-
traction from data, namely the method for Classification And Regression Trees
induction (CART) [2]. In this method redundant nodes in induced tree are re-
moved in a way, that in every step of algorithm there is removed node, which
does affect the tree accuracy the least. I used this approach to form (as I call
it) greedy algorithm, where in every step (similarly to CART approach) there
is removed atomic formula φi,j which has the smallest impact on rule accuracy
(i.e. the accuracy measured with Mean Absolute Error (MAE) on training data
increases the least possible). To formalize this process, I defined binary matrix
C ∈ {0, 1}d,n which expresses presence of atomic formula φi,j in extracted rule
as (∀i = 1, ..., d) (∀j = 1, ..., n) (j ∈ Ci ≡ Ci,j = 1).

So, with this definition the problem is transformed to find in every step of
algorithm the best matrix C̃ (measured by MAE)1. The output of this greedy
algorithm was sequence of dn+1 matrices C̃1, ..., C̃dn+1 with decreasing number
of ones, where matrix C̃1 contained dn ones and matrix C̃dn+1 contained only
zeros. The evolution of MAE in this sequence on sample data can be seen on the
left part in Fig. 2.

After design and testing of this algorithm there arose the question, if I can
not get smaller increase of MAE in case, that there will be removed in every step
of the algorithm more then one atomic formula. To get answer for this question I
designed second algorithm (which I called localsearch algorithm), where in every
step there was removed one or more atomic formulas at once. Evolution of MAE
for sequence of the best matrices C̃1, ..., C̃k, where k ≤ dn + 1 founded for the
same sample data as for the previous algorithm can be seen also in Fig. 2.

3 Experiments

Algorithms described in previous section have been tested on traditionally used
data set Fisher Iris [6]. Dataset contain 4 real-valued attributes and one nominal
attribute with values ∈ {Setosa, Versicolor, Virginica}. Using original method I
extracted rule for Ψ = (Class is Virginica). I used parametrization type Γ(a,b) and
 Lukasiewicz logic, which was giving the best results on the dataset (measured
with 5-fold crossvalidation) Parameter d was set to value of 3 also according to
results of crossvalidation. Text form of extracted rule can be seen in Section 2
and its visualization can be seen in Fig. 1.

I used this rule as input for algorithms presented in previous chapter. Evo-
lution of MAE for sequence C̃1, ..., C̃dn+1 given as output of greedy algorithm is
depicted on Fig. 2.

Based on evolution of MAE on this sequence it can be chosen the most
convenient member from sequence of matrices in accordance with user criteria.
For testing and comparison purposes I wanted as much comprehensible (short)

1 Due to space limitation I omit more precise description of algorithm.
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Fig. 2. Evolution of MAE for sequence C̃1, ..., C̃13(C̃11) given by greedy algorithm on
the left side, given by localsearch algorithm on the right side respectively. On x axis is
showed index k for corresponding MAE measured for C̃k.

rule as possible without significant decrease in accuracy, so I chose 10-th member
of sequence (I denote as C̃10

greedy), which has the form

C̃10
greedy =




0 0 1 1
0 0 0 0
0 0 1 0


 . (1)

and corresponding rule contained only 3 atomic formulas φi,j (as number of
ones in matrix). The corresponding rule has the form

Class is Virginica ≡ ( PetalLength is Γ(6.3667,2.0397) ∧ PetalWidth is
Γ(2.1893,0.97068) ) ∨ ( PetalLength is Γ(5.7177,1.1318) )

MAE measured on the sample data with this rule is 0.1113.
Evolution of MAE while searching for sequence C̃1, ..., C̃k with localsearch

algorithm is illustrated in Fig. 2. To compare rule simplification given by this
algorithm with rule sinmplification given by greedy algorithm I chose also rule
containing 3 atomic formula φi,j . The corresponding matrix from the sequence
founded by localsearch algorithm is 8-th member, which I denote C̃8

localsearch),
which has the form

C̃8
localsearch =




0 0 1 1
0 0 0 1
0 0 0 0


 . (2)

The corresponding rule has the form

Class is Virginica ≡ ( PetalLength is Γ(6.3667,2.0397) ∧ PetalWidth is
Γ(2.1893,0.97068) ) ∨ ( PetalWidth is Γ(2.1865,0.49648) )

MAE corresponding to this rule was 0.0646, what is roughly half of MAE
measured for the rule of the same length founded by greedy algorithm.

All results obtained with both greedy and localsearch algorithm are in ac-
cordance with results obtained on the same dataset with method CART.
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4 Conclusions

The article describes the previously proposed method for fuzzy rules extraction
using artificial neural networks and then design of the new module for simplifica-
tion of rules obtained by this method. Two algorithms which are solving the task
of simplification were proposed. The first of these two algorithms is similar to the
algorithm for pruning of extracted tree in CART method, which was adapted to
the needs of the methods described in this article. The second algorithm is an
improvement on the first algorithm that searches the space of possible models
to a user-specified depth, and which can find a better solution than the first al-
gorithm, what is illustrated in chapter 3. So, the original method was extended
with the new module for simplification of extracted rules, and hence the method
is now suitable for solving the tasks of searching concepts in the data, where the
main aim is a good insight into the data and a good understanding of data that
can be obtained thanks to a model with a properly balanced ratio of precision
and comprehensibility.
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Abstract. The aim of this work is to make use of the singular value
decomposition method (SVD) for reduction of social network graphs.
This method is plentifully used for issues where is the dimension reduc-
tion requirement such as an image compression or searching in document
collections. The other aim is to use a method of nonnegative matrix fac-
torization (NMF) which is used for dimension reduction as well. We want
to compare these methods SVD and NMF from point of view of graph
reduction and better identification of significant authors in large graphs.

Key words: SVD,NMF,DBLP,Social Networks

1 Introduction

This days, social networks are quite a big phenomenon and we can hear about
them in all kind of media or scientific quarters every day. Social networks show
us how people comunicate, how do they behave in internet environment, which
friends do they have and many other interesting information. These networks
grow very fast and keep a load of information. When the network reach some
limit border it is becoming really hard to analyze it. It might be also difficult
to analyze properities of this large network with mathematical methods. All
calculations made on the whole network take a long time and they are not very
effective. That is why we want to reduce this large networks. Also we want to
keep the most important node of networks.

Social networks are represented by so called ’sociograms’ whose are graphs
actually so we can generalize our problem to graph reduction, subgraphs search-
ing and searching of paterns in graphs. We can reach this aim by some different
methods, for instance Markov + Laplacian, which can identify groups of ob-
ject with some common property in matrix representation of network of these
objects.

We have chosen slightly different approach which is matrix partitioning by
SVD. This method used for dimensions reduction might be also very suitable
method for reduction of complexity of social network. SVD makes it possible to
recognize important components in network. To compare our SVD implemen-
tation with another method we have chosen nonnegative matrix factorization
(NMF).

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2011, pp. 365–370.
VŠB – Technical University of Ostrava, FEECS, 2011, ISBN 978-80-248-2449-9.
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We will try to compare the fruitfulness of our approach with both methods
together to only SVD approach. Our data source will be the network of authors
in DBLP database where is possible to specify not only the relation between
authors but also a strength of this relation. This could also bring us higher
precision in identification of particular subgroups.

2 Graph reduction

Given a graph, partition it into subgraphs which are sparsely connected with one
another, with each subgraph being possibly densely connected internally. For
example the problem of partitioning a circuit amongst circuit boards connected
by as few wires as possible can be directly seen as a graph partitioning problem.
More generally, graph partitioning is the key to employing divide and conquer
techniques on graphs, and arises in many areas [1–3]. Many social network data
can be seen as object-attribute data or simply matrix (binary and fuzzy)[9].
Therefore they can be processed using matrix factorization methods which have
been proven to be useful in many data mining applications dealing with large
scale problems. V. Snášel et al. shows graph reduction using matrix factorization
methods in [7, 10].

3 Singular Value Decomposition (SVD)

Let A be an m× n rank-r matrix. Be σ1, . . . , σy eigenvalues of a matrix
√
AAT .

There exist orthogonal matrices U = (u1, . . . , ur) and V = (v1, . . . , vr), whose
column vectors are orthonormal, and diagonal matrix Σ = diag(σ1, . . . , σr). The
decomposition A = UΣV T is referred to as a singular value decomposition of
matrix A and numbers σ1, . . . , σr are singular values of the matrix A. Columns
of U (or V) are referred to as left (or right) singular vectors of matrix A. Singular
value decomposition (SVD) is well-known because of its application in informa-
tion retrieval as LSI. SVD is especially suitable in its variant for sparse matrices
[4, 5].

Among all m×n matrices C of rank at most k, Ak is the one that minimizes

||Ak −A||2F = SUM(Ai,j − Cw,j)2 (1)

Because rank-k SVD is the best rank-k approximation of original matrix A, any
other decomposition will increase the sum of squares of matrix A−Ak.

4 Nonnegative Matrix Factorization (NMF)

Nonnegative matrix factorization (NMF) differs from other rank reduction meth-
ods for vector space models in text mining by using of constraints that produce
nonnegative basis vectors. There vectors make the concept of a parts-based rep-
resentation possible. First introduced the notion of parts-based representations



Using of SVD and NMF in Social Networks 367Using of SVD and NMF in Social Networks 3

Fig. 1. A) K-reduced SVD, B) K-reduced NMF

for problems in image analysis or text mining that occupy nonnegative subspaces
in a vector-space model [6].

Basis vectors contain non-negative entries. This allows only additive combi-
nations of the vectors to reproduce the original. The perception of the whole
becomes a combination of it is parts represented by these basis vectors. In text
mining, the vectors represent or identify some semantic features. If a document
is viewed as a combination of basis vectors, then it can be categorized as belong-
ing to the topic represented by it is principal vector. Thus, NMF can be used to
organize text collections into partitioned structures or clusters directly derived
from the nonnegative factors.

Common approaches to NMF obtain an approximation of V by computing
a (W,H) pair to minimize the Frobenius norm of the difference V •WH. Let
V ∈ Rm×n be a non-negative matrix and W ∈ Rk×n and H ∈ Rk×n for 0 <
k << min(m,n). Then, the objective function or minimization problem can be
expressed as min||V −WH||2F with Wij > 0 and Hij > 0 for each i and j.

The matrices W and H are not unique. Usually H is initialized to zero and W
to a randomly generated matrix where each Wij > 0 and these initial estimates
are improved or updated with alternating iterations of the algorithm [6].

5 Modular scheme

In the past we have already worked with analysis of social networks so in this
paper we continue in our previous research. Previously we dealed with analysis
of various features of social network where we used DBLP social network. That
is why we decided to use this tested database again in this work. In the Fig 2 is
the basic scheme showing our approach. In the first step we parse original data
into our own format which is easier to work with.

6 Results

The process begins by choosing of particular author. Then we can create author’s
social network (sociogram) up to set level. For our experiment we choose few
different size networks with various number of edges and nodes as well. We
choose 4 social networks from 24 to 286 nodes and from 34 to 807 edges. Each
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Fig. 2. Modular scheme for reduction of DBLP social networks

graph is represented by matrix, which would have a size for instance for 286
nodes 286 rows × 286 columns. Then we apply reduction dimension methods to
this matrix.

Fig. 3. A) Original graph, B) SVD reduction with k-rank=3, C) NMF reduction with
k-rank=3

After using these methods on original matrix A and with the appropriate
setting of k-rank, we obtain a new reduced matrix Ak. For the right setting of
k-rank with SVD we need to first analyze singular values matrix Σ. If singular
value is less then 1, we considet this value as not important (noise), so we can
set it to zero. This is actually, how we reduce the matrix. After elimination all
singular values less then 1, matrix Ak still haven not lost any data and that is
why number of authors in matrix does not change.

According to our tests, we can consider on the average 65 percent of singular
values as a noise. This way we can decrease matrix size up to 65 percent. With
NMF we set k-rank differently. There is no rule for the right choose of k-rank so
we had to choose this value experimetally. We found out that the best value for
k-rank is close about 1/2 of dimension size. or instance if we have a matrix of
6× 6, we set k-rank to 3. By setting of higher value of k-rank the matrix Ak will
not reduce. We set maximum number of cycles of algorithm to 200. Calculation
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may finish either earlier in case when the diffrence between matrix A and Ak is
under the set error value.

Lower k-rank more unimportant people will be took out from the graph by
reduction. This corespond to authors with the highest degree centrality. In Fig
3 we can see graphs after reduction when k-rank was set to 3. We can see that
NMF reduce the graph better with the same k-rank then SVD. As the undesirable
effect of NMF we consider the fact that there may appear new edges between
two authors which were not in the original graph.

We made experiments with graphs of sizes of 24, 62, 67, 123 and 286 authors.
We applied SVD and NMF reduction on all these graphs. Each graph was tested
with k-rank values from maximum (original dimension) up to zero with the
step of 1. For each step we noted down the number of nodes/edges in currently
reduced graph. Table 1 shows us graphs for picked authors with various size of
their network. Also we can see 5 different levels of reduction for each author. The
first row for each author represents the original unreduced graph. The second
row represents the point when graph began to reduce. Columns ’% nodes’ and
’%edges’ show percentual difference of reduction rate of NMF to SVD (positive
numbers say that NMF is more efficient).

Fig. 4. I.Verkamo and A.Purdy

7 Conclusion

We made experiments with SVD and NMF methods and we found out following
facts. With SVD method it is easier to choose k-rank value from which is a
graph reduced. This value can be identified from singular values in matrix Σ.
With NMF we found the rihgt k-rank based on executed experiments. Mostly
this value is about 50% of original dimension size. In SVD, this vaue was about
35%. Based on result values appears that NMF method reduces the graph better
with the same k-rank value. However NMF is more efficient in reduction it may
not be more quality at the same time (NMF may add new edges). Both methods
keep significant authors which fulfilled our presumption.
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Table 1. Reduction dependent on k-rank

Author SVD
edges

SVD
nodes

NMF
edges

NMF
nodes

K-rank % edges % nodes

Ke-li 131 62 131 62 62 0,0 0,0

129 61 119 57 17 7,8 6,6
119 56 106 57 10 10,9 -1,8
91 43 79 44 5 13,2 -2,3
65 29 48 43 3 26,2 -48,3

I.Verkamo 275 123 275 123 123 0,0 0,0

272 121 247 115 46 9,2 5,0
228 97 202 96 20 11,4 1,0
175 66 125 62 10 28,6 6,1
82 31 40 26 3 51,2 16,1

A.Purdy 807 286 807 286 286 0,0 0,0

806 286 760 276 133 5,7 3,5
689 248 605 243 50 12,2 2,0
546 177 450 165 25 17,6 6,8
376 99 221 80 10 41,2 19,2
208 50 54 23 3 74,0 54,0
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Abstract. In the context of this article is to meet the skilled public
with the work of the handicapped on the computers. The handicapped
use computers to work They use it for the fun. They need to adapt
a mouse or keyboard to the comfortable control. They need to adjust
websites for simplier use, too.

Keywords: the rules of Web Acessibility, the handicapped, computer, devices

1 Introduction

I am very interested in the work of the handicapped with the computers. I am
the handicapped. I have the child cerebral polio. I am the kvadruplegig. I move
on the mechanic wheelchair. The work of the computer I predominantly control
with my right hand.

2 The handicapped and computers

In the contemporary period the grande widespread of computers to school and
to the household has come up. Internet is widespread too. The handicapped
especially need the Internet their life. Internet is for them the only connection
with the world. Hereafter we meet different kinds of the disabled. We also meet
the tools for the control for the computer and the rules of Web Accessibility.

I would like to introduce to you a preparatory conclusion of my survey among
the handicapped. My survey investigates a facilitation of the work of the hand-
icapped on the computer.

2.1 The handicapped users

The handicapped have mainly the disabled hands. These handicapped can con-
trol the computer only with difficulty. If they can control partially their hands
and they can control a bit a mouse or a keyboard. If they cannot control the
mouse, they need to control the computer with the keyboard. All the functions
must be accessible for the keyboard.

The forms of motoric troubles is a whole row. Some users cannot use their
hands after the following disease.

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2011, pp. 371–374.
VŠB – Technical University of Ostrava, FEECS, 2011, ISBN 978-80-248-2449-9.
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– Injuries of a backbone with a wound of spinal cord. The lesion of the mobility
and the sensitivity of the limb come up with these injuries.

– Child cerebral polio:
• Hemiparethc forms – disability of upper extremities
• Kvadruparehic forms – disability of all four extremities
• Muscular dystrophy – progressive disability of all four extremities
• Parkinson disease – a man loses the ability to control his movement

– Different diseases that cause the loss of mobility of limbs

It is valid for all the users that they cannot predominantly use the mouse. A
lot of the handicapped have also the troubles with the use of the keyboard That
is why it is urgent to adjust the mousses or the keyboard for the handicapped.

2.2 Tools for the control of the computer by the handicapped

The handicapped users have a fundamental problem with the control of the
computer. That is why different controllable mousses have been designed. If
they cannot use to the control of the adapted mouse, they have to control all
with the keyboard.

– Among the most used mousses belong trackballs, see Fig. 1(a). The control is
absolutely fluent and after a couple of minutes of the exercise is very exact.
For the work with pictures, video and other multimedia it is completely
sufficient. Of course we cannot want impossible.

– Among the most used keyboards belong ergonomic keyboard. Ergonomic key-
board, see Fig. 1(b), allows the comfortable writing thanks to the option of
the setting of the different settings. You can adapt the keyboard to your nat-
ural position of the arm and the hand. This keyboard can serve the people
with the damaged motor activity of the hands. This keyboard can be divided
in the middle into two parts.

– In case that they cannot control the computer with the hand, so they can
control the computer with eyes (I4Control) or with Head pointer.
I4Control – System I4Control, see Fig. 1(c), introduces a new computer

periphery. This periphery allows to control the computer with the move-
ment of eyes or head. Thanks to this, it allows the user to communicate
with the installed application by means of the simple way via the eye.

HeadPointer – It deals with the HeadPointer, see Fig. 1(d), for the control
of the keyboard with he movement of the head. The pointed stick is
situated under the japone. It does not hinder from the view of eyes of
the user. The construction is light (aluminium) and over the different
setting elements allow to adapt the stick to each user. The length of the
stick is 25cm.

3 Web accessibility

The handicapped users are not an insignificant percent. A lot of people among
them use the computer and internet commonly. For some people it is even a tool
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to be able to remain in the contact with everyday reality. From the side of the
owners of the website the opinions can be heard, the opinions such as that their
websites are not given to people with some handicap. To adapt the inaccessible
website for the handicapped is not easy. It requires more financial resources and
more demanding creating of websites. It allows the handicapped users better
and quicker orientation on the websites.

3.1 The rules for the creation of the Web Accessibility for the
handicapped

Under the conception of accessibility we understand the state, when a given thing
does not lay the users any fundamental barrier. It means that the conception of
the Web Accessibility is limited to the functionality of websites. The accessible
website is used for each user of internet. It is independent of his disability,
abilities, knowledge, experience or visualization options.

4 Survey – How to facilitate the work on the computer
for the handicapped?

For the discovery of the survey, how to facilitate the work on the computer for
the handicapped. I elaborated the questionnaires for the tutors and the hand-
icappeds. I sent these questionnaires to about seventy organizations. These or-
ganization interest in the training and the increase of the employment of people
with disabilities. It especially deal with the following organizations:

– the centers for the handicapped in the various regions,
– the branches of the union of the handicapped in the various regions,
– the institutions for the handicapped,
– the secondary schools for the handicapped.

This survey has not been finished, but from the received answers is seen the
following:

– The knowledge of the handicapped about the rules of web accessibility is
minimal

– Next it is shown, that the hard handicapped (use for example Headpointer)
want to be able to control websites over the keyboard and key abbreviations.

5 Accessibility

The concept of the accessibility means: The websites are accessible to all users
without regard to their disabilities. The web should have the accessible tables,
the accessible navigation, and also the accessible pictures. The web has to contain
unobtrusive style sheet, unobtrusive JavaScript. In some cases it is necessary to
create the alternative website. The standards for the accessibility were accepted
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in some countries. In the USA for example American Disabilities Act(ADA),
Individuals with Disabilities Education Act(IDEA), Section 508 of the Rehabil-
itation Act of 1973 and Web Content Accessibility Guidelines 1.0 (WCAG 1.0)
A WCAG 2.0.

(a) Mouse (b) Ergonomic keyboard

(c) I4Control (d) Head Pointer

Fig. 1. Tools for the control of the computer by the handicapped

6 Conclusion

This article sums up the options the handicapped have with the work at the
computer and internet It does not describe all the options. It only describes
fundamental options of work of the handicapped with computers.
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Abstract. The R-tree is one of the most popular multidimensional data
structure. This data structure bounds spatially near points in multidi-
mensional rectangles and supports various types of queries, e.g. point
and range queries. When a compression of the data structure is consid-
ered, we follow two objectives. The first objective is a smaller index file
and the second one is a reduction of the query processing time. In this
paper, we introduce a lossless R-tree compression using variable-length
codes. Although variable-length codes are well known in the area of data
compression, they have not been yet successfully applied in the case of
the data structure compression. The main reasons of this fact are inef-
ficient decoding/encoding algorithms. In this paper, we apply recently
introduced fast decoding algorithms and we show that these codes save
up-to 84% of the index file’s size compared to the uncompressed R-tree
and provide more efficient query processing time.

Key words: R-tree and its variants, variable-length codes, fast decom-
pression algorithm, lossless compression method

1 Introduction

Multimedia databases have become increasingly important in many application
areas such as medicine, CAD, geography, and molecular biology. Processing of
multi-dimensional data is requested in almost all fields. There are a lot of applica-
tions of multi-dimensional data structures [15], e.g., data mining [12], XML docu-
ments [14], text documents and images [7]. Query processing in high-dimensional
spaces has therefore been a very prominent research area over the last few years.

Since Guttman proposed his method [11] in 1984, R-trees have become the
most cited and most used reference data structure in this field. The R-trees
can be thought of as an extension of B-trees in a multi-dimensional space. It
corresponds to a hierarchy of nested n-dimensional minimum bounding rectangles
(MBR).

Since the R-tree clusters spatially near tuples on pages using MBRs, redun-
dancy appears, and various compression methods may be utilized. As far as the
data structures are concerned, the query processing efficiency is measured by
the Disk Access Cost (DAC ) and the query processing time [15]. Obviously, the
smaller index leads to lower DAC during the query processing. Consequently, the

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2011, pp. 375–380.
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lower DAC leads to the faster query processing time. Therefore, using the R-tree
compression, we try to decrease the index size and reduce the query processing
time.

In this paper, we introduce a lossless R-tree compression using variable-length
codes. Although the variable-length codes like the Elias-delta code [8] and the
Fibonacci family codes [9, 6] are well known in the area of data compression [16],
they have not been yet successfully applied in the case of data structure compres-
sion. The main reasons of this fact are inefficient decoding/encoding algorithms.
In this paper, we apply the recently introduced fast decoding algorithms [13, 18]
and we show that these codes provide significantly more efficient query process-
ing time than the uncompressed R-tree.

The outline of the paper is as follows. Section 2 introduces the lossless R-
tree compression using variable-length codes. In Section 3, we put forward the
experimental results. In the last section, we conclude this paper and outline
possibilities of our future works.

2 R-tree Compression using Variable-Length Codes

We present a lossless R-tree compression using variable-length codes. Fast de-
coding algorithms recently introduced in [13, 18] have been applied.

A common principle of R-tree compression methods is as follows (see [3, 2] for
detail): tuples are decompressed always when they are accessed during a tree’s
operation. It means that the compression methods must be as fast as possible.
Another parameter is the compression ratio. Variable-length codes encode the
smaller number by a shorter code. When an R-tree’s page is split, a split tech-
nique is applied. Since tuples are clustered using MBRs, tuples’ coordinates in an
MBR are close to each other. We can use two types of compression techniques:

1. Tuple’s coordinates are directly encoded by variable-length codes
2. A node includes reference items (or reference tuples) resulting in smaller

numbers encoded by variable-length codes. This technique is often called
difference coding [16].

A structure of the compressed node is shown in Figure 1. Each node includes
compressed items (MBR’s in inner nodes or tuples in leaf nodes) and uncom-
pressed reference tuples (if they are used). Let us note that leaf nodes can also
contain MBRs in leaf node. Since compressed tuples have variable-lengths and
operations of the R-tree require random accesses to the tuples, nodes should be
compressed by tuples, not by coordinates of a dimension. Therefore, the node
includes a table with pointers (or links) to each tuple. In the next subsections,
we describe some issues related to the compression using variable-length codes.

Although the compression using the reference tuple is more efficient from the
compression ratio point view, reference items create an extra overhead for insert
and update operations.

If an inserted tuple includes coordinates lower than reference tuple’s coor-
dinates, the reference tuple must be changed and all encoded tuples must be
decoded and encoded again using the new reference tuple.
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L L L ... .. ...

Links to items Compressed items

Ref. tuples

Fig. 1. A structure of the compressed node

Therefore, we introduce the usage of more reference tuples in one page. More
reference tuples mean lower encoded values and the higher compression ratio.
From the insert and update operations point of view, more reference tuples mean
lower overhead because fewer tuples are recompressed during the operation when
a reference item must be changed.

Some problems are related to the utilization of reference tuples: we must
decide which reference item is appropriate for a new inserted tuple or we must
decide whether the new reference tuple should by created. Since we need to
cluster tuples with similar values in all dimensions, we utilize the Taxi distance
between two tuples T1 and T2 of the n dimension:

d(T1, T2) =
n∑

i=1

|T2i − T1i| (1)

When a tuple is inserted into a node, the Taxi distance between this tuple
and the reference tuple is computed. If the distance is greater than a threshold,
the new reference tuple is created and the new inserted tuple is related to the
new reference item. Evidently, the new reference tuple is the same as the new
inserted tuple. If a node contains more reference tuples, we choose the reference
item with the lowest Taxi distance to the inserted tuple.

3 Experimental Results

In our experiments1, we compare the R∗-tree utilizing the proposed lossless com-
pression with the R∗-tree and the R∗-tree utilizing RLE and lossy quantization
compressions. All data structures have been implemented in C++. Two real
collections have been chosen for these tests. The first collection, titled as XML,
represents a set of paths in the XMark collection [17] including 1,031,080 10-
dimensional tuples [14]. The second collection, titled as Energy, is a relational
collection including records of failures in power networks [10]. This collection
includes 239,117 tuples of dimension 43. In all experiments, we turn off the OS’s
disk read cache to prevent the OS from file caching.

Efficiency of the range query processing was measured by DAC, node read
time from the secondary storage, and complete query processing time. We used

1 The experiments were executed on an AMD Opteron 865 1.8Ghz, 2.0 MB L2 cache;
2GB of DDR333; Windows 2008 Server.
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20 various range queries, each query was processed 10× and the results were av-
eraged. Since the range query is processed by random accesses, DAC is measured
by the number of disk accesses. In the case of the variable-length compression,
we have tested codes Elias-Delta, Elias-Fibonacci and Fibonacci of orders 2 and
3. We use the abbreviation ’RI’ instead of ’reference item’ (or ’reference tuple’),
so ’Fibonacci 2 with RI’ means ’Fibonacci 2 with the reference item’.

3.1 Tests of XML Collection

Index sizes and build times are shown in Table 1. Since the collection is rather
sparse, we used maximal 3 reference tuples. As we see, the Fibonacci 3 code
produces the smallest index file. The compression without the reference item
saves approximately 32% of the index size and the compression with the reference
item saves up to 50% of the index size. From the build time point of view,
the compression using variable-length codes is approximatelly 2× slower. The
essential part of the build time is the tuple decompression time. This fact is
caused by multiple decompressions during the tuple insertion.

Table 1. XML Collection: Build Statistics and Query Processing Statistics

Type Build Query Processing
Index Size [MB] Time [s] DAC Time [s] Read Time [s]

R∗-tree 72.43 678 3,432 1.86 1.72
Elias-Delta 59.14 1,112 2,898 1.74 1.24
Elias-Fibonacci 57.76 1,152 2,691 1.51 1.03
Fibonacci 2 62.35 1,213 3,114 1.99 1.53
Fibonacci 3 56.61 1,187 2,352 1.74 1.31
Elias-delta with RI 38.36 994 1,665 0.81 0.56
Elias-Fibonacci with RI 39.87 1,086 1,951 1.15 0.69
Fibonacci 2 with RI 36.81 1,150 1,945 1.10 0.67
Fibonacci 3 with RI 36.23 1,107 2,302 1.22 0.73

The compression with the reference item increases the node capacity up-
to 2× compared to the uncompressed R∗-tree. In the case of the compression
without reference items, the compression is not so efficient.

The results of the range query processing are shown in Table 1 as well.
Evidently, the read time is an essential part of the query processing time. The
most efficient query processing time was achieved by the Elias-delta code. The
compression using variable-length codes improves disk accesses up-to 2× and
saves 60% of the query processing time.

3.2 Tests of Energy Collection

The Energy collection mainly contains values of a small domain. Therefore, we
may efficiently compress them without the reference item; we use only 1 reference
item. The statistics of build and query processing are shown in Table 2. The
Elias-delta code produces the smallest index in this case; the compression with
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the reference item saves up to 84% of the index size. The most efficient query
processing time is achieved by the Elias-delta code. The query processing time
is 4× lower than in the case of the uncompressed R∗-tree and we achieved up-to
10× lower read time.

Table 2. Energy Collection: Build Statistics and Query Processing Statistics

Type Build Query Processing
Index Size [MB] Time [s] DAC Time [s] Read Time [s]

R∗-tree 82.39 827 6,449 6.20 5.64
Elias-delta 18.65 1,342 1,829 1.31 0.68
Elias-Fibonacci 19.97 1,237 1,935 1.46 0.71
Fibonacci 2 20.11 1,384 1,969 1.48 0.70
Fibonacci 3 20.99 1,255 2,004 1.42 0.65
Elias-delta with RI 13.17 1,513 1,417 1.45 0.53
Elias-Fibonacci with RI 15.75 1,252 1,614 1.51 0.60
Fibonacci 2 with RI 15.73 1,376 1,615 1.47 0.58
Fibonacci 3 with RI 18.09 1,276 1,818 1.61 0.67

4 Conclusion

In this article, we introduced a new lossless R-tree compression using variable-
length codes. We performed a series of experiments with various compression
techniques. Variable-length codes with a reference item are mostly more efficient
than methods not using the reference item. Moreover, we see that compression is
a relevant way to improve the query processing time; the query processing time
was improved 2 − 4×. Although, we see that our method is not so dependent
on the size of the space domain and the query processing time is always more
efficient, the build time is often inefficient. In our future work, we should solve
this issue.
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Abstract. This article deals with Vienna Development Method. The primary 
goal of this article is to give a first introduction on VDM to the reader. First, we 
will introduce the VDM, further we will describe the origins of the VDM. In the 
third chapter is described structure of VDM and modules. Using of the VDM is 
in the last section.  

1   Introduction 

The Vienna Development Method (VDM) is a formal method for the description and 
development of software systems. VDM consists of two components: 

 
1. A mathematically based specification language in which specifications can 

be written in a very abstract and formal form. 
2. A method describing a process for the development of an implementation of 

a software system using an arbitrary programming language from a formal 
specification. The method consists of a series of development steps by which 
a VDM specification is transformed into an implementation (an executable 
program) and of a number of proof obligations that must be discharged to 
justify each development step. Each step generates a new specifications 
which is less abstract (more concrete) and closer to the implementation than 
the previous one. However, no guidelines as to how the development steps 
should be selected are present in the VDM method. It is only suggested that 
the level of abstraction should be reduced. The process of moving between 
the development steps is known as refinement. 
 

The original specification language, Meta-IV, evolved into several different variants, 
These variants reflect two different styles in the use of VDM: the Danish school and 
English school. The difference between these schools is primarily caused by different 
application areas: respectively, ‘systems software’ and ‘algorithm and data refine-
ment’. The main difference between the two schools is that the Danish school focused 
on modeling large software systems using an explicit style, and thus used the meta-
language as an abstraction mechanism to obtain a better understanding of the com-
plexity of the systems, whereas the English school has focused more on the correct-
ness aspects of software systems. The English school used a more implicit style (us-
ing pre- and post-conditions) in order the ease the verification of the systems [6].  

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2011, pp. 381–386.
VŠB – Technical University of Ostrava, FEECS, 2011, ISBN 978-80-248-2449-9.
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2   Origins of the Vienna Development Method 

'VDM' is a generic term: the development of VDM has given rise to several VDM 
'dialects'. The development of VDM started back in 1970, when in the IBM laboratory 
in Vienna a group formed by Heinz Zemanek worked on formal language definition 
and compiler design [1]. They built on ideas of Elgot, Landin and McCarthy to create 
an operational semantics approach capable of defining the whole of PL/I, including 
the parallel features of the language. For this purpose they used a meta- language 
which was called Vienna Definition Language (VDL). The approach taken was suc-
cessful, but it also showed that operational semantics could complicate formal reason-
ing in an unnecessary way. A new approach was taken, called denotational semantics, 
in late 1972. A PL/I compiler was designed using a meta-language called Meta- IV. 
Due to external reasons the compiler was never finished, but the formal definition of 
PL/I in a denotational style is generally seen as the birth of VDM [2]. 

3   Structure of a VDM 

VDM is a model-oriented formal method based on a denotational semantic setting, 
intended to support stepwise refinement of abstract models into concrete implementa-
tions. The method includes a formal specification language, VDM-SL, which supports 
various forms of abstraction. 

Representational abstraction is supported through data modeling facilities. These 
facilities are based on six mathematical data structuring mechanisms: sets, sequences, 
maps, composite objects, cartesian products and unions. At a lower level the language 
provides various numeric types, booleans, tokens and enumeration types. By using the 
data structuring mechanism and the basic data types, compound data types can be 
formed, in VDM denoted by the term domains. Domains form in general infinite 
classes of objects. These classes have a specific mathematical structure. Subtyping is 
supported by attaching domain invariants to domain definitions. 

Operational abstraction is supported by both functional abstraction and relational 
abstraction, the first by means of (fully referentially transparent) function specifica-
tion, the second by operation specification. Both functions and operations may be 
specified implicitly using pre and post conditions, or explicitly using applicative con-
structions to specify functions, and imperative constructions to specify operations[2]. 

A VDM specification is structured into various blocks, where each block is identi-
fied by a distinct keyword [3]:  

 
types 
 <type definitions> 
values 
 <value definitions> 
functions 
 <function definitions>  
operations 
 <operation definitions>  
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state <state name> of 
 <state definition> 
end 
 

ISO standard for VDM-SL contains different principles of structuring. Modules 
play several roles in specification. 
 

• They help structure complex systems when specifications scale up. Here, 
they simply transpose programming language constructs. 

• In the context of model-based languages, modules can by seen as a concrete 
way to encapsulate the elements of an abstract machine (state variables and 
operations) or abstract data type (types and functions). 

• Specification languages often include a notion of refinement. Modules can 
then be used do distinguish between several layers of abstraction in a re-
finement lattice[5]. 
 

These all follow traditional information hiding principles with modules and they 
can be explained as: 

 
Module naming: Each module is syntactically started with the key-
word module followed by the name of the module. At the end of a module the key-
word end is written followed again by the name of the module. 
Importing: It is possible to import definitions that has been exported from other 
modules. This is done in an imports section that is started off with the keyword dim-
ports and followed by a sequence of imports from different modules. Each of these 
module imports are started with the keyword from followed by the name of the mod-
ule and a module signature. The module signature can either simply be the key-
word all indicating the import of all definitions exported from that module, or it can 
be a sequence of import signatures. The import signatures are specific for types, val-
ues, functions and operations and each of these are started with the corresponding 
keyword. In addition these import signatures name the constructs that there is a desire 
to get access to. In addition optional type information can be present and finally it is 
possible to rename each of the constructs upon import. For types one needs also to 
use the keyword struct if one wish to get access to the internal structure of a particu-
lar type. 
Exporting: The definitions from a module that one wish other modules to have access 
to are exported using the keyword exports followed by an exports module signature. 
The exports module signature can either simply consist of the keyword all or as a 
sequence of export signatures. Such export signatures are specific for types, values, 
functions and operations and each of these are started with the corresponding key-
word. In case one wish to export the internal structure of a type the key-
word struct must be used. 
More exotic features: In earlier versions of the VDM-SL tools there was also support 
for parameterized modules and instantiations of such modules. However, these fea-
tures was taken out of VDMTools around 2000 because they was hardly ever used in 
industrial applications and there was a substantial number of tool challenges with 
these features[4][5]. 
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4   Support and industrial experience 

A number of different tools support VDM: 

• VDMTools are the leading commercial tools for VDM and VDM++, owned, 
marketed, maintained and developed by CSK Systems, building on earlier 
versions developed by the Danish Company IFAD. The manuals) and a prac-
tical tutorial are available. All licenses are available, free of charge, for the 
full version of the tool. The full version includes automatic code generation 
for Java and C++, dynamic link library and CORBA support. 

• Overture is a community-based open source initiative aimed at providing 
freely available tool support for VDM++ on top of the Eclipse platform. Its 
aim is to develop a framework for interoperable tools that will be useful for 
industrial application, research and education. 

• SpecBox: from Adelard provides syntax checking, some simple semantic 
checking, and generation of a LaTeX file enabling specifications to be print-
ed in mathematical notation. This tool is freely available but it is not being 
further maintained. 

• LaTeX and LaTeX2e macros are available to support the presentation of 
VDM models in the ISO Standard Language's mathematical syntax. They 
have been developed and are maintained by the National Physical Laborato-
ry in the UK.  

 

VDM has been applied widely in a variety of application domains. The most well-
known of these applications are: 

• Ada and CHILL compilers: The first European validated Ada compiler was 
developed by DDC-International using VDM. Likewise the semantics of 
CHILL and Modula-2 were described in their standards using VDM. 

• ConForm: An experiment at British Aerospace comparing the conventional 
development of a trusted gateway with a development using VDM. 

• Dust-Expert: A project carried out by Adelard in the UK for a safety related 
application determining that the safety is appropriate in the layout of indus-
trial plants. 

• The development of VDMTools: Most components of the VDMTools tool 
suite are themselves developed using VDM. This development has been 
made at IFAD in Denmark and CSK in Japan. 

• TradeOne: Certain key components of the TradeOne back-office system de-
veloped by CSK systems for the Japanese stock exchange were developed 
using VDM. Comparative measurements exist for developer productivity and 
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defect density of the VDM-developed components versus the conventionally 
developed code. 

• FeliCa Networks have reported the development of an operating system for 
an integrated circuit for cellular telephone applications [5]. 

5   Example 

In this chapter I will try to describe how to use VDM on a very simple example. This 
is an example of an implicit function definition. The function returns the element 
from a set of positive integers: 
 
 
max(s:set of nat)r: nat 
pre card s > 0 
post r in set s and 
 forall r’ in set s & r’ <= r 
 
The postcondition characterizes the result rather than defining an algorithm for ob-
taining it. The precondition is needed because no function could return an r in set s 
when the set is empty. 

6   Conclusion 

In this article we briefly presented Vienna Development Method. It is one of the for-
mal methods. This method is very attractive for academic and industrial world. It was 
used in many domains for develop software systems for aircrafts, automobile industry 
and space program. VDM-SL is an ISO standardized language, which has formal 
definition. 
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Abstract. This article discusses the possible use of Voting Experts al-
gorithm as one of the tools for ”Retrieve” part of Case-Based Reason-
ing (CBR) methodology. The Voting Expert Algorithm is a domain-
independent unsupervised algorithm for segmenting categorical time se-
ries into the meaningful episodes.
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1 Introduction

Case-based reasoning (CBR) methodology, whose application is the main topic
of my thesis, is the process of solving new problems based on the solutions of
similar past problems. Each of these cases consists of a specific problem, its
solution, and the way it was achieved. For purposes of computer reasoning the
CBR has been formalized as a four-step abstract process [1]:

– Retrieve: Retrieve the most similar cases from case database that are rele-
vant to solving it.

– Reuse: Map the found solutions from the previous cases to the new problem.
– Revise: Test the derived solution in the real conditions and, if necessary,

revise it.
– Retain: After the solution has been successfully adapted to the target prob-

lem, the resulting experience is stored as a new case in memory, where can
be used for prediction in next cycle.

For achieving the best results using Case-Based Reasoning methodology, it
is necessary to successfully manage the first step. There are many of supervised
and unsupervised methods for looking for patterns and similar situations. But
the most of them have a common problem: they cannot handle searching for
patterns of different lengths. One of the algorithms, which are able to handle
this, is the Voting Experts algorithm.
? This paper is based on article named ‘Text Segmentation Using Voting Experts

Algorithm’. Therefore I would like to thank co-authors, namely Jan Martinovic and
Jiri Dvorsky, for cooperation with this article and agreement to its publication.

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2011, pp. 387–392.
VŠB – Technical University of Ostrava, FEECS, 2011, ISBN 978-80-248-2449-9.
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2 Voting experts

The Voting Expert Algorithm is a domain-independent unsupervised algorithm
for segmenting categorical time series into the meaningful episodes. It was first
presented by Cohen and Adams in 2001 [6]. Since this introduction, the algo-
rithm has been extended and improved in many ways, but the main idea is always
the same. The basic Voting Experts algorithm is based on the simple hypothesis
that natural breaks in a sequence are usually accompanied by two statistical in-
dicators [7]: low internal entropy of episode and high boundary entropy between
episodes.

The basic Voting Experts algorithm consists of following three main steps1:

– Build an nGram tree from the input, calculate statistics for each node of
this tree (internal and boundary entropy) and standardize these values at
the same level of length.

– Pass a sliding window of length n over the input and let experts vote. Each
of the experts has its own point of view on current context (current content
of the sliding window) and votes for the best location for a split. The first
expert votes for locations with the highest boundary entropy, the second
expert votes for locations with a minimal sum of internal spit entropy. By
this way, the votes are counted for each location in the input.

– Look for local maximums which overcome selected threshold. These points
are adepts for a split of sequence.

Tests showed that the algorithm is able to segment selected input into mean-
ingful episodes successfully. It was tested in many domains of interest, such as
looking for words in a text [6] or segmenting of speech record [8].

2.1 Two-way voting experts

There are several ways how to improve the basic Voting Experts algorithm. Sim-
ply we can divide these improvements into the two main groups: On the one hand,
you can add your own “expert” to voting process (for example Markov Expert
in [11]) and receive additional point of view on your input. On the other hand,
there are methods based on repeated or hierarchical segmenting the input [10,
9].

One of the simplest ways how to slightly improve performance of segmenting
is two-way passing of the sliding window. It means using classic voting algorithm
supplemented by segmenting of reversed input.

This idea was outlined in [10] where the way how to make high-precision
cut points by selection of higher values of a threshold was showed. Additionally,
reversing the corpus, and segmenting the reversed input with Voting Experts,
generates a different set of backward cut points. The subsequent intersection of
sets of cut points offers high precision segmenting. However, on the other hand,
this high precision is redeemed by loss of recall.
1 For detailed explanation of each of mentioned steps see [7].
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For this reason, we implemented “two-way voting” idea in another way. After
running classic voting experts, we don’t make cuts, but we keep the votes for
each location. Then we run the backward voting on the reversed input and keep
the votes again. Just after that we check the total votes against the selected
threshold. Moreover, these received votes can be further balanced by FORWARD
and BACKWARD multipliers which can highlight or suppress selected direction
of voting.

3 Experiments

As it was mentioned in introduction Voting Experts Algorithm as segmentation
algorithm was tested on texts written in natural language. The segmentation
of text written in language known to human reader is very easy task. It is
also easy task for computer reader, due to the existence of spaces in text. But
is these spaces is deleted from the text the task is much harder for human
reader and difficult to realize for computer reader. Therefore, the reconstruction
of deleted spaces was chosen as test task for Voting Experts Algorithm. To
compare performance on different languages same text written in English and
Czech language was chosen2.

In order to simplify evaluation of segmentation quality, precision and recall
were measured and Van Risjbergen’s [12]:

Fβ =
1 + β2

β2

Recall + 1
Precision

=

(
1 + β2

)
Recall Precison

β2Precison+Recall
(1)

where β indicates the ratio of significance between precision and recall. For
example, when β is an even 0.5, it means that the user is twice as interested in
precision than in recall and when β is an 2, the users interest is vice versa. β
was to 1 in our experiment.

In the first experiment, the segmentation of English text was performed. The
best result were provided by following methods:

– Forward segmenting (sliding window size = 6, threshold = 3),
– Backward segmenting (sliding window size = 6, threshold = 3),
– Two-way balanced segmenting (sl. window size = 5 and 7, threshold = 7).

Results of segmentation using methods mentioned above are given in Fig. 1.
The two-way segmentation repaired some single way segmentation errors e.g.
space was between the words THE-GOOD, and conversely, the incorrect space was
removed from SOLDI-ER. Evaluation of the best obtained results is described in
Table 1.

The second experiment was aimed on segmentation of Czech text. The Czech
version segmentation achieves worse results in both single and two way voting,
see Table 2. It is caused by high number of various suffixes in the Czech language.

2 We choose novel “Good Soldier Svejk” by Jaroslav Hašek.
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Fig. 1. Segmentation of English Text.

Table 1. English text results

F -measure Precision Recall Window size Threshold

Forward 0.75 0.77 0.72 6 3

Backward 0.71 0.74 0.68 6 3

Two way Multipliers: 0.77 0.73 0.82 5 forward 7
1.0− 0.9 7 backward

The word form is very variable in Slavic language, e.g. Czech. There are number
of suffixes which change their form according the gender and their position in
a tense. Therefore there is a very high boundary entropy between these suffixes
and word ends. For this reason it is difficult to find out true word boundaries.
Regardless of this, in the two-way segmentation successfully correct some of
wrong forward or backward segmentation, see Fig. 2.

Table 2. Czech text results

F -measure Precision Recall Window size Threshold

Forward 0.67 0.69 0.66 7 3

Backward 0.69 0.70 0.67 6 3

Two way Multipliers: 0.71 0.72 0.71 7 forward 7
1.0− 0.9 6 backward

Values in Table 2 may seem to be not so satisfactory. However, we have
to realize that these results are not directly comparable with the English ones.
A better way is to compare changes for the better of the two-way approach
against the single way algorithm. In the Table 3 you can see the percentage
improvements of both versions of text. The translated version has improvement
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Fig. 2. Segmentation of Czech text version

only about 3.5% whereas the original Czech version reached the improvement
about 6.3%.

Table 3. Percentage improvement

Voting Expert Algorithm Percentage

Language Forward Backward Two-way Improvement

English 0.75 0.71 0.77 3.47%

Czech 0.67 0.69 0.71 6.28%

4 Conclusion

Test showed that the Voting Experts algorithm is able to segment input stream
of categorical data into the meaningful episodes. Even though the algorithm was
tested on segmentation of an unbroken text, it can be generalized for segmenting
of any categorical time series.

One of the biggest advantages of this algorithm is the fact, that Voting Ex-
perts is an unsupervised algorithm and it is able to find out episodes of various
lengths. These found episodes can be further post-processed (e.g. they can be
clustered or balanced) or directly used in the first step (Retrieve) of Case-Based
Reasoning methodology.
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Abstract. Documented software processes and their assessments are the basics 
of modern software development. Currently the semantic web, knowledge bases 
and knowledge management have many applications. Yet, applications to 
support software processes (and business processes in general) are surprisingly 
being ignored. In this paper we focus on conclusions done in research that focus 
on applying a knowledge layer into software processes and on the design of 
such a knowledge base. We will recap proposal of set of methods for building 
semantic annotations for software processes and an improvement based on the 
application of a machine readable knowledge base based on such ontology.  

Keywords: knowledge base, knowledge management, knowledge modeling, 
process modeling, software processes 

1 Introduction 

The main goal of every software company is to develop high-quality software with a 
minimal cost of development. One way to assure this is to follow good practices that 
are described in software processes standards. Since such standards should improve 
software process development, they became an integrated part of every software 
company. Every software company uses some type of software process. Even if this 
process is undocumented and/or unknown, it is still there.  
Describing and maturing the software process is a key element of a company’s 
business strategy, because more mature software process means higher quality and 
lower expenses. Maturity of the software process is recognized through the 
assessment and its evaluation. According to the reference standards, a company’s 
software process maturity is rated at a level from 0 to 5. If the company wants to have 
more mature process, the process must follow appropriate good practices for a higher 
level (see [6], [7]). 
Building a knowledge base that describes the practices in a company is an essential 
practice that assures that every employee in company knows what to do. Nowadays, 
almost every company has some type of human readable knowledge base (HRKB) 
that describes a variety of practices in the company. There even exist human readable 
knowledge bases that describe reference software processes and/or good practices. 
What is still missing in this area is the systematic usage of the machine readable 
knowledge bases (MRKB) and appropriate automated knowledge management. 
 

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2011, pp. 393–398.
VŠB – Technical University of Ostrava, FEECS, 2011, ISBN 978-80-248-2449-9.



394 Michal Košinár

2 Formal approach in software processes 

The idea of knowledge support for development, the assessment and evaluation of 
software processes is based on the fact, that in our opinion, development, the 
assessment, enhancement and monitoring can be supported by the creation and usage 
of machine readable knowledge bases. A lot of manual procedures can be automated.  
One of the many tasks of this domain area is the comparison between the reference 
software process and real software process that is used in the company. The issue is to 
find the similarity between the real software process and the reference software 
process and provide an evaluation of the current state. Typically, the real process is 
assessed and human readable knowledge bases are searched for similarities. 
Everything is performed manually. Our proposed approach shows the possibility of 
using a machine readable knowledge base for the automatic evaluation of the 
similarity between the real and reference processes [4]. 
To do this, we have to transform human readable documentation to machine readable 
knowledge base. We will build semantic annotations of process items, thus we will 
create formal content of RUP® software process domain. 

2.1 Research background 

Our approach can be basically described as follows: 
 

1. The first step is the creation of the particular reference knowledge base - 
Knowledge base transformation. Documented software processes that are 
described in the human readable knowledge bases are analyzed and the 
particular ontology for each software process is created. Next, the ontology 
and knowledge obtained from the HRKB is transformed into the machine 
readable knowledge base. A new MRKB is created for every type of the 
reference software process. See [4] for detailed information. 

2. The second step is the study and creation of the real knowledge base and the 
comparison of the reference and real knowledge base - enhancing software 
processes with knowledge management. A real software process is modeled 
and the ontology for this process is created. The created ontology must then 
be mapped into the reference software process ontology. The mapped 
ontology set and the knowledge obtained from the model is then transformed 
into the machine readable knowledge base. 

 
Both knowledge bases should be then automatically compared and the result is a 
number that shows the similarity of real and reference software processes. 
It is obvious that the first step can be performed only once for every reference 
software process. The second step is then applied for every real software process that 
we want to evaluate. Our approach is graphically interpreted on figure 1 (top-right 
block of scheme marked with pinned note is work in progress and middle-left block 
with light bulb is the goal of our research). 
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Fig. 1. Knowledge support for software processes 

2.2 Process knowledge transformation 

The transformation can be done by building ontology for a software process using the 
human readable reference documentation. Then, the knowledge base is defined by 
such ontology’s content. We can see particular transformation on figure 2. Greater 
details of the transformation are in [4]. 
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Fig. 2. Knowledge base transformation 
 
An Ontology Designer has to describe the software process domain to the ontology 
data file (using tools like Protégé etc.) and then fill the reference knowledge base 
(using some content language like OWL-DL [5], TIL-Script or PROLOG) describing 
the reference domain (using terms and relations from domain ontology). For more 
detailed information on knowledge and ontologies see [1], [2], [3] and [5]. 

2.3 Mapping software process elements 

To create semantic annotations for process we have to find right and exact terms for 
ontology interpretations. We have used the general business process metamodel to 
achieve this [6]. 
Software process ontology design proceeds on three levels of abstraction – Level 0 – 
Process itself, Level 1 – Activities of process and Level 3 – Steps of activities (see 
table 1). 

 
Table 1. Process abstraction levels 

 
Level Description Example 
0 Process (one process of Software 

process) consisting of activities. 
Change Request 
Management. 

1 Activities. Processes from Level 0 
are composed of these Activities. 

Review CR, Submit CR, 
… 

2 Steps. Activities of Level 1 are 
composed of atomic Steps. 

Think about CR, Send e-
mail, … 
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3 Conclusion 

This presented phase is one part of our comprehensive approach to the assessment, 
evaluation and improvement of software processes. The first step is the extension of 
the presented process to the automated comparison of specific parts of software 
processes. The next steps are then e.g. automated comparisons with more than one 
specific process at once, involvement of process modeling to the approach that will be 
used for the automated search, evaluation and improvement suggestion using the 
template software process models etc… A lot of future work is needed to solve all the 
problems that arise during the development of this new approach. Our work is also 
supported by the experience that is gained through the practical experiments of this 
approach in real software companies. 
Although, according to our preliminary use cases studies, this approach seems to be 
very promising, the further use case studies are needed to continuously develop and 
enhance the approach and support its inclusion into the software process assessment 
models and improvement techniques. 
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Abstract. In this paper we are going to introduce the system of quater-
nions which extends the complex numbers. In the first part we will show
basic properties of quaternions with a main focus on their product in
relation to three dimensional rotation. In the second part we will show
their using in molecular simulation of rigid bodies. This approach leads
to less memory demands and gets rid of singularities compared to the
Euler angles.

1 Introduction

If we want to describe rotation about the origin in the geometric plane, we can
use the properties of complex number and we can express the rotation as the
multiplication of complex numbers. We consider a point A = (ax, ay), where ax

and ay are the real numbers which express x and y coordinate respectively. The
point A can be associated with the complex number a = ax + ayı, where ı is
imaginary unit and the rotation about the angle α with the complex number
r = exp(αı), where r is in the polar form. Using the Euler’s formula, we obtain
r = cosα+ ı sinα. The product ar = a · r is complex number where the real part
of ar is the x coordinate of the point A rotated by the angle α and the imaginary
part of ar is the y coordinate of the rotated point A, respectively.Now, there is
the question, does a similar number system which express a rotation in three
dimensional space as multiplication exist? The answer sounds yes and it is the
quaternion algebra introduced by the Sir William Rowan Hamilton in 1843.

The paper is organised as follows. At first we are going to introduce quater-
nions briefly after that we will discuss the rotational quaternion and in the third
section we will show how to use quaternions in the molecular dynamic simula-
tions.

2 Quaternions

As the set, the quaternions H are equal to the four-dimensional vector space R4

over the real numbers. Quaternions are usually written

q = q0 + q1i+ q2j + q3k,

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2011, pp. 399–404.
VŠB – Technical University of Ostrava, FEECS, 2011, ISBN 978-80-248-2449-9.
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where q0, q1, q2, q3 are the real numbers and 1, i, j, k are elements of the basis H
which satisfy equation

i2 = j2 = k2 = ijk = −1.

The system H id equipped with addition, scalar multiplication and quaternion
multiplication. We consider the quaternions p = p0 + p1i + p2j + p3k and q =
q0 + q1i+ q2j + q3k and the scalar α. Now we can define the addition of p and q

(p+ q) = (q0 + p0) + (q1 + p1)i+ (q2 + p2)j + (q3 + p3)k.

The scalar multiplication of the scalar α and the quaternion q is defined

(αq) = αq0 + αq1i+ αq2j + αq3k.

The quaternion multiplication of p and q is defined

(pq) = (p0 + p1i+ p2j + p3k)(q0 + q1i+ q2j + q3k) = · · · =
= (p0q0 − p1q1 − p2q2 − p3q3)
+ (p0q1 + p1q0 + p2q3 − p3q2)i
+ (p0q2 − p1q3 + p2q0 + p3q1)j
+ (p0q3 + p1q2 − p2q1 + p3q0)k.

If we write quaternion q = qs + qv as the sum of the scalar part qs = q0 and the
vector part qv = (q1, q2, q3) then we can define the quaternion multiplication

(pq) = (ps + pv)(qs + qv) = (psqs − pv · qv) + (psqv + qspv + pv × qv), (1)

where pv · qv and pv × qv denote scalar and cross vector product respectively.
The conjugation of quaternion q we denote q∗ and define

q∗ = q0 − q1i− q2j − q3k.

Now we can define the norm of quaternion

‖q‖ =
√
qq∗ =

√
q20 + q21 + q22 + q23

and using the norm and the conjugation makes it possible to define the reciprocal
quaternion

q−1 =
q∗

‖q‖2 ,

which satisfies qq−1 = 1.

2.1 Rotational Quaternions

In the previous part we defined all necessary properties of quaternions to describe
rotations in three dimensions. Now we consider a vector a = (x, y, z) ∈ R3. This
vector can be easily represented by the quaternion q = qs + qv, where qs = 0
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and qv = a. We consider that k is a unit vector describing an axis of rotation
about which we want to rotate a by an angle α then a rotational quaternion is
defined as

r = cos
α

2
+ k sin

α

2
. (2)

Now we can compute the rotation as the quaternion multiplication

qr = rqr−1 = (cos
α

2
+ sin

α

2
k)a(cos

α

2
− sin

α

2
k)

= a cos2
α

2
+ (ka− ak) sin

α

2
cos

α

2
− kak sin

α

2
,

(3)

where qr is the quaternion represented the rotated vector a. Using (1) and iden-
tity a× b× c = b(a · c)− c(a · b) we obtain

ka− ak = (−k · a + k× a)− (−a · k + a× k) = 2(k× a)
kak = −(k× a) · k + (−k · a)k + (k× a)× k

= −2k(k · a) + a(k · k),

because (k × a) and k are perpendicular hence −(k × a) · k = 0. Now we put
ka− ak and kak in (3) and we obtain

qr = a cos2
α

2
+ 2(k× a) sin

α

2
cos

α

2
− (a(k · k)− 2k(k · a)) sin2 α

2
= a(cos2

α

2
− sin2 α

2
) + (k× a)(2 sin

α

2
cos

α

2
) + k(k · a)(2 sin2 α

2
)

= a cosα+ (k× a) sinα+ k(k · a)(1− cosα).

Now we can express the rotated vector ar as

ar = (a− k(k · a)) cosα+ (k× a) sinα+ k(k · a). (4)

In the next section we will clarify meanings of the all terms in (4).

2.2 Three Dimensional Rotation

Let’s have a look at rotation from a different point of view. We consider again a
vector a which we want to rotate around an axis z represented by a unit vector
k by an angle α which is shown in Fig. 1. How can we express a rotated vector
ar in terms of a,k, α? Using the vector algebra, we obtain ax = a− az, where

az = (k · a)k. (5)

Now we define a vector w = k× a and we can see that ax and w are in the
same xy plane and ‖ax‖ = ‖w‖. Hence

axrot = ax cosα+ w sinα, (6)

where axrot is the ax rotated by the α in xy plane. Using equations (5), (6),
ax = a− az and w = k× a, we obtain

arot = axrot + az = (a− (k · a)k) cosα+ (k× a) sinα+ (k · a)k. (7)

We can see now, that vectors ar(4) and arot(7) are the same and the rotational
quaternions (2) and (3) describe rotation in three dimensional space.
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Fig. 1. Rotation of the vector a around the axis z in 3D.

3 Rigid Body Motion

Motion of rigid bodies can be decomposed into translation motion of the center
of mass and rotation around the center. Translation motion is governed by the
Newtonian equation

F(t) = mr̈(t),

where r(t), F(t) and m are the position vector of the particle, forces acting on
the particle and the particle mass respectively. A conventional integrators such
as Verlet or Runge-Kutta can be used to integrate the Newtonian equation. In
this paper we focus on the rotation around the center of mass described by
quaternions and proposed by Evans [1], [2] originally.

3.1 Coordinate Systems

If we work with rotations we usually need to work in different coordinate systems
and we need to know the relations between them. We consider three different
types of coordinate system: a laboratory L, a reference R and system F fixed
to the body. The relation among them can be seen easily in Fig. 2.

Each coordinate system is defined by the origin and three coordinate axes.
We define the laboratory coordinate system L = (0, x, y, z), where 0 is the origin
and x, y, z are coordinate axes. We consider a point TL which is expressed in the
L. Now we can define the reference coordinate system R = (TL, xr, yr, zr) and
the body fixed system F = (TL, xf , yf , zf ) with the same origin at point TL.The
axes x, y, z are parallel with axes xr, yr, zr and axes xf , yf , zf of the body fixed
system are determined by given rotational quaternion r.

We consider a particle PF = [pxf , pyf , pzf ] expressed in F and the same
particle PR = [pxr, pyr, pzr] expressed in R. PF and PR represent a vector parts
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Fig. 2. Illustration of coordinate systems L = (0, x, y, z), R = (T, xr, yr, zr) ,F =
(T, xf , yf , zf ) and a relation between R and F described by the quaternion r =
cos(α/2) + rv sin(α/2)

of quaternions pF and pR respectively. Now we can use equation (3) for crossing
between coordinate systems F and R

pR = rpFr
−1, (8)

pF = r−1pRr. (9)

3.2 Rigid Body Rotation

Each rigid body is coupled with their body fixed coordinate system F . The origin
of F is put into position of a center of mass of the rigid body and the orientation
of F is represented by the rotational quaternion. The rotation of rigid bodies is
governed by the dynamic equation [3]

τ b
x = Ixxω̇

b
x + ωb

yω
b
z(Iyy − Izz),

τ b
y = Iyyω̇

b
y + ωb

zω
b
x(Izz − Ixx),

τ b
z = Izzω̇

b
z + ωb

xω
b
y(Ixx − Iyy),

where τ b
x, τ

b
y and , τ b

z are components of the total torque τ b expressed in F ,
ωb

x, ω
b
y and ωb

z are components of the angular velocity ω measured in F and
Ixx, Iyy and Izz are the moments of inertia in F . For simplicity we will consider
Ixx = Iyy = Izz = I and so we can write dynamic equation

τ b = Iω̇b. (10)

We also need to know the time derivative of quaternion [1], [2]

q̇ =
1
2
qΩ, (11)

where Ω is quaternion defined as Ω = (0, ωb
x, ω

b
y, ω

b
z). There are several algo-

rithms to solve equations (10) and (11) numerically. The very simple algorithm
is the explicit leapfrog scheme [4], [5]. It is outlined below.
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We can obtain q at the time step t+∆t

q(t+∆t) = q(t) +∆tq̇(t) +
∆t2

2
q̈(t) +O(∆t3)

= q(t) +∆tq̇(t+∆t/2) +O(∆t3).

The quaternion derivative q(t + ∆t/2) is needed and equation (11) shows that
q(t+∆t/2) and ω(t+∆t2) are also required. We can easily calculate

q(t+∆t/) = q(t) + q̇(t)∆t/2,

where q̇(t) is given by equation (11) and ω(t+∆t/2) can be obtained using (10)

ω(t+∆t/2) = ω(t−∆t/2) + I−1τ b(t)∆t.

To complete the algorithm we have to be able to compute the total torque
and therefore forces acting on the each particle are required. There are a lot of
potentials (electrostatic, van der Waals, Lennard-Jones,...) which describe acting
forces between particles. If we are considering a pair acting potential then the
force acting on the particle i can be computed

Fi =
N∑

j=1,j 6=i

FP (ri, rj),

where N is number of particles in simulated system, FP (ri, rj) is the acting force
between particles i and j which depends on the chosen potential P and particle’s
positions ri and rj .

4 Conclusion

In this paper we introduced quaternion algebra and showed how quaternion mul-
tiplication can describe rotations in three dimensional space. In the second part
we illustrated how can be quaternions used in a molecular dynamics algorithm.
It should be mentioned that there are different possibilities describing rotations
in three dimensional space such as Euler angles or rotational matrices. If we com-
pare quaternions and rotational matrices, quaternions bring benefit in smaller
memory requirements and in comparison with the Euler angles, quaternions do
not have singularities.
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Abstract. Holistic approaches are considered as the most robust so-
lution for processing of twig pattern queries requiring no complicated
query optimization. Holistic approaches use an abstract data type called
a stream which is an ordered set of XML nodes with the same schema
node. A straightforward implementation of a stream is a paged array.
In this article, we introduce a multidimensional implementation of the
stream for path labeling schemes. We also show that this implementation
can be extended in such a way that it supports fast searching of nodes
with a content. Although many multidimensional data structures have
been introduced in recent years, we show that it is necessary to combine
two variants of the R-tree (Ordered R-tree and Signature R-tree) for an
efficient implementation the stream ADT.

Key words: indexing XML data, stream, stream ADT, path labeling
scheme, R-tree, R?-tree, Ordered R-tree, Signature R-tree

1 Introduction

In this article, we introduce a multidimensional implementation of the stream
ADT for path labeling schemes. Multidimensional indices have been utilized to
indexing XML data in works [8, 11, 5], however there was no a relation to holistic
joins. In this article, we introduce the utilization of multidimensional indices in
a relation with holistic joins. We show that the stream index can be extended
in such a way that it supports fast searching of nodes with a content which is
important for an efficient query processing of XPath queries containing a value
condition. Since the R-tree is a well-known multidimensional data structure,
in this article, we utilize this data structure and its variants. A comprehensive
description of multi-dimensional data structures is given in [15].

2 Multidimensional Index for XML

In [3, 1], we introduced an R-tree variant to indexing of multidimensional or-
dered data called Ordered R-tree. In [13], a signature extension of the R-tree for
processing narrow range queries has been introduced.

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2011, pp. 405–410.
VŠB – Technical University of Ostrava, FEECS, 2011, ISBN 978-80-248-2449-9.
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In the R-tree [9], tuples are clustered in tree’s pages when MBRs (Minimal
Bounding Rectangles) are built. R-tree supports various types of queries, e.g.
point and range queries.

It is a hierarchical data structure representing spatial data by the set of nested
n-dimensional minimum bounding rectangles (MBR). Each MBR is defined by
two tuples QL and QH, where QLi ≤ QHi, 1 ≤ i ≤ n. If N is an inner node, it
contains pairs (Ri, Pi), where Pi is a pointer to a child of the node N . If R is the
inner node MBR, then the boxes Ri corresponding to the children Ni of N are
contained in R. Boxes at the same tree level may overlap. If N is a leaf node,
it contains pairs (Ri, Oi), so called index records, where Ri contains a spatial
object Oi. Each node of the R-tree contains between m and M entries unless it
is the root and corresponds to a disk page.

A range query is processed by a depth-first search algorithm. If the query
rectangle intersects an MBR then the node related to the MBR is retrieved and
searched. In general, there is no order; therefore, tuples of a result set are sorted
in the same order in which these tuples were inserted in leaf nodes and new
MBRs have been inserted in inner nodes.

There are many variants of the R-tree, the following data structures utilize
the R?-tree [6]. In [3, 1], Ordered R-tree allowing to index ordered multidimen-
sional tuples has been introduced. A new concept, the First Tuple (FT), to each
MBR was introduced to support the ordering of tuples in the R-tree. All nodes
are then ordered according to their FTs which are utilized during the tree build-
ing. In [13], Signature R-tree was introduced for more efficient processing of
narrow range queries. Signature R-tree is a variant of the R-tree including mul-
tidimensional signatures for a more efficient filtration of irrelevant tree nodes. In
this case, the irrelevant node does not contain any tuple of the query rectangle.
The multidimensional signature contains a signature of tuples in one node for
each dimension.

Evidently, we need a combination of the Ordered and Signature R-trees for a
multidimensional implementation of the Stream ADT. In our preliminary results,
we show the performance of this data structure.

3 Preliminary Results

In our experiments we used the XMARK collection of scaling factor 45 with
92 mil. nodes and 547 streams using the prefix path streaming scheme and Dewey
Order labeling scheme. Basic characteristics of streams are shown in Table 1. The
page size is 2kB for all data structures used. If we consider 40 B per one label
in average and the 50% page utilization, the average number of labels in one
page is 25. Consequently, the average count of pages of one stream is 6,759.1.
Although we can increase the page utilization by a bulk-load algorithm up-to
100% [10], the average count of pages in one stream is high again (approximately
3,379.5 in this case). It is clear that reading and searching in the long streams
is a time consuming operation.
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Table 1. Stream Statistics of XMARK

All Labels Label Length
1–7 8–14

XML file size [GB] 5.0 – –

#Labels 92,430,540 59,374,127 33,056,414

#Streams 547 148 399

Minimum count of labels in one stream 1 1 1

Maximum count of labels in one stream 2,695,696 2,695,696 2,695,696

Average count of labels in one stream 168,977.2 401,176.5 82,848.2

This collection has been indexed by the R?-tree, Ordered R?-tree, and the
combination of Ordered R?-tree and Signature R?-tree introduced in the previous
section. In Table 2, we see properties of the created R-trees1. We see that the
page utilization is by 7% higher in the case of the R?-tree than in the case of the
ordered variants. This is caused by inserting of labels exported from the streams.
It means, all labels of one stream were inserted before all labels of another stream.
In the case of the ordered variants, labels are always inserted into the last leaf
node, therefore the page utlization is 50%. Evidenly, if labels are inserted as an
XML document is read or a rebuild algorithm is used, the utilization will be
higher. The lower size of the R?-tree is given by the utilization. As we see, the
overhead of the Ordered R?-tree compared to the R-tree is only 1.5%; the size of
the First Tuple array is 0.05GB. The overhead of the Signature R?-tree is higher:
the size of arrays with multidimensional signatures for two lowest levels of the
tree is 2 × 0.59 GB. It means, the overhead is 31.3% compared to the R?-tree
and Ordered R?-tree, however the results show that the Signature R?-tree is the
most efficient from the query processing time point of view. In this case, we used
the following configuration of multidimensional signatures (for detail see [13]):
the signature length for the leaf nodes and super-leaf nodes was 128 and 2048
for each dimension, respectively, the number of hashing functions was 3, and one
bit was set for each tuple value.

Labels are variable-length tuples with the maximal length for an XML col-
lection. The maximal length is 14 for this collection. We used an approach intro-
duced in paper [12] where the multidimensional forest indexing variable-length
tuples has been introduced. In this case, two multidimensional spaces have been
created: the first one includes labels of the length 1–7 and the second one in-
cludes labels of the length 8–14. Since our queries retrieved only labels up-to the
length 7, we used only the first multidimensional space in our experiments (and
in Tables 2–4). In Table 1, we see statistics of streams for labels of the length 1–7
as well. This tree includes 59 mil. labels (see also Table 2) and the average count
of labels in one stream is higher than in the whole collection (401,176.5 labels).

1 All data structures have been implemented in C++
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Table 2. R?-trees Statistics

R?-tree Ord. R?-tree Ord-Sig. R?-tree

Dimension 7

Paged Size [B] 2,048

Leaf Node Capacity [items] 63

#Leaf Nodes 1,624,012 1,855,441 1,855,441

#Inner Nodes 96,350 109,142 109,142

#Tuples 59,374,127

Avg. #Tuples in Leaf Nodes 36.56 32 32

Page Utilization [%] 57.9 50.9 50.9

Total Tree Size [GB] 3.28 3.31 4.94

R-tree Size [GB] 3.28 3.36 3.75

First Tuple Array [GB] – 0.05 0.05

Signatures level 0 [GB] – – 0.59

Signatures level 1 [GB] – – 0.59

Avg. count of pages of one stream 10,973.1 12,536.8 12,536.8

In our experiments, we tested three groups of queries. The first group includes
queries of the type 1, for example (292, ∗, ∗, ∗, ∗, ∗, ∗) or (18, ∗, ∗, ∗, ∗, ∗, max). The
second group includes queries of the type 2, for example (297, ∗, ∗, ∗, ∗, ∗, 860099805)
or (18, ∗, ∗, ∗, ∗, 1718073587, max). The third group includes queries of the type 4,
for example (295, 0, 5, 2462, ∗, ∗, 860712262) or (18, 0, 4, 134143, ∗, 1718073587, max).
The DAC (Disk Access Cost) [14] for these queries is shown in Table 3. We used
cQ (so called relevance) introduced in [13] as a quality ratio of range query pro-
cessing: cQ = Nr/Np, where Nr is the number of relevant leaf nodes, it means
nodes including tuples in the query rectangle, Np is the number of all accessed
leaf nodes. Evidently, if only relevant nodes are accessed during a range query
then cQ = 1.

Table 3. cQ and DAC for Tested Queries

Query Result R?-tree Ordered R?-tree Ord-Sig. R?-tree
Group Size cQ DAC cQ DAC cQ DAC

1 630,366.8 0.85 71,182.5 1.00 20,863.5 1.00 20,863.5
2 7.3 0.03 58,951.8 0.25 11,157.5 0.83 69.0
3 1 1.00 8.5 0.75 7.5 1.00 7.5

We see that for the Query Group 2, cQ is rather low for the R?-tree. In the
case of the Ordered R?-tree, cQ is higher (0.25), but it is close to 0 for the most
of queries. Whereas cQ is low for some query groups in the case of the R?-tree
and Ordered R?-tree, cQ is 1 or close to 1 for the Ordered-Signature R?-tree.
In Table 4, we see the query processing time for tested queries. We must note
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that we read all pages from the disk and we did not use any method to efficient
reading of pages during the range query processing (see [7]), since, in the case
of real XML query processing, pages are not read together.

Table 4. Query Processing Time for Tested Queries [s]

Query Group Result Size R?-tree Ordered R?-tree Ord-Sig. R?-tree

1 630,366.8 16.44 4.99 4.99
2 7.3 8.43 1.79 0.03
3 1 0.00 0.00 0.00

We must note that the result of a range query is not sorted in the case of the
R?-tree, therefore labels of the result must be sorted and it means an additional
overhead. Another problem of the R?-tree is that leaf nodes include labels of
various streams, whereas ordered variants include labels of one stream in the
same leaf nodes. Consequently, it is necessary to consider the combination of
Ordered and Signature R?-trees to indexing XML data. Moreover, we see that
the average count of pages accessed (measured by DAC) << the average count of
pages of one stream (12,536.8 in this case) for query groups 2 and 3. In the case
of the Query group 1, we read all labels in a stream and DAC is approximately
equal to the count of pages in the streams.

4 Conclusion

In this article, we introduced a multidimensional implementation of the stream
index for the path labeling schemes related to holistic join approaches. We also
show that this stream index can be extended in such a way that it supports fast
searching in XML nodes with a content. Our preliminary results showed that
it is necessary to combine two variants of the R?-tree: Ordered and Signature
R?-trees. In our future work, we should compare the performance of our solution
with other stream implementations for real XML queries. We must also solve the
storage of variable-length labels since the solution using the multidimensional
forest is not optimal.
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Filip Křižka is a member of team solving the grant of GAČR, Czech Republic, No.
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public, No. GA201/09/0990, Zpracováńı XML dat and SGS grant SP2011/172,
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2. F. Křižka, M. Krátký, and R. Bača. Benchmarking a B-tree Compression Method.
In Proceedings of the Conference on Theory and Practice of Information Technolo-
gies (ITAT 2009), 2009.
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Abstract. In this paper, we focus on the concept of time from the per-
spective of an agent in a Multi-Agent Systems. We propose a method
of modelling dynamic behaviour of these systems using Transparent In-
tensional Logic. We also describe several issues where the formalization
affects the implementation of both the system and the agents, and pro-
pose solutions to the problems that may arise.
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1 Introduction

Multi-agent system (MAS) is a system of autonomous, intelligent, but resource-
bounded agents. The agents are active in their perceiving environment and acting
in order to achieve their individual as well as collective goals. To this end the
agents have to be able to communicate and collaborate with each other as well
as with their environment by exchanging messages. This paper shows the basic
possibilities of using Transparent Intensional Logic in Multi-agent system.

The paper is organized as follows. In the next section we propose basic de-
scribe of Multi-Agent system. In section 2 we are introducing Transparent Inten-
sional Logic. In the third section we’ll discuss the time problem in MAS. Finally,
in section 4 we describe the communication of the agents in MAS.

2 Transparent Intensional Logic

Transparent Intensional Logic (TIL)[1] is a logical system founded by Prof. Pavel
Tichý[2]. It is a higher-order system primarily designed for the logical analysis
of natural language. As an expressive semantic tool it has a great potential to
be utilised in artificial intelligence and in general whenever and wherever people
need to communicate with the computers in a human-like way.

Due to its rich and transparent procedural semantics, all the semantically
salient features are explicitly present in the language of TIL constructions.

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2011, pp. 411–416.
VŠB – Technical University of Ostrava, FEECS, 2011, ISBN 978-80-248-2449-9.
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It includes explicit intensionalisation and temporalisation, as well as hyper-
intensional level of algorithmically structured procedures (known as TIL con-
structions) which are of particular importance in the logic of attitudes, epistemic
logic and the area of knowledge representation and acquisition.

3 Multi-Agent System design

Simulation of a real system in a virtual one poses several challenges. Usually this
is related to the limited computational capacity and thus it is solved by simpli-
fying the problem. In case of MAS, however, there is one aspect of real world
that cannot be reproduced in software and necessitates the use of a different
approach.

One of the key parts of implementation is the TIL inference machine. For the
purpose of this paper, we define inference machine as a black-box component,
which takes knowledge base (as a set of TIL constructions) and a query (a TIL
construction) as an input and produces positive answer if the query can be
inferred from the given knowledge base and negative answer otherwise.

3.1 Time

Time is an essential aspect of the MAS system and there are two possible ways
how to handle it. Either it can be a part of implementation or a part of formaliza-
tion. Since TIL allows very easy usage of time in inference, we prefer the latter.
This also transparently prevents possibility of contradictions in the knowledge
base due to improper handling of time. For the purposes of a MAS system, we
can easily use the type of real numbers to map the time moments, presupposing
the hypothesis of continuum.

By including the time aspects into formalization, the agents can effectively
take into account both past states of the system and predict future possibilities
based on trustworthy facts (e.g. ”reliable agent TrafficSign17 sent me message
that for the next 20 system ticks the Crossing5 will be closed, so I won’t plan
my route through there”). Such information can be stored in agent’s knowledge
base in the form of rules.

3.2 Centralization

In a real world, all systems are decentralized in a sense that no individual part of
the system has a complete control over any other part. Thus there is no central
dispatcher to control the behaviour of the system. Hence a real-world system is
unpredictable and we have to take that into account.

To adduce an example, consider two robotic agents. First robot jumps and
lands. Afterwards neither of them need to consult any central authority to de-
termine the jumper’s current position; both agents simply accept the fact and
store it into their individual knowledge-bases. Furthermore, the actual position
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is guaranteed to be consistent for both agents, so the stored knowledge depends
only on the ability to observe the actual state of the world correctly.

However, this is not possible in virtual systems. To properly model real world
systems it is necessary to include a central authority that determines the objec-
tive state of the system. We can benefit from implementing this central individual
as a passive agent (these are kind of agents with very limited capability, their
purpose is to pass along information which they receive from other agents in the
system).

Due to the lack of a counterpart for this agent in real world systems and
its special position, we refer to it as the system (”agent queries the system”) or
more specifically the system agent in case of ambiguity.

We are faced with similar problem when dealing with agents’ ability to per-
ceive the state of the system. The solution to this problem varies depending on
the purpose of the concrete MAS. Generally, the two possibilities are either to
feed the information to the agent constantly (being more true to the real world)
or to provide sensory information on demand.

First case requires implementation of short-term memory, otherwise the agent
would only be able to base its decisions on current sensory input, which usually
doesn’t correspond to reality. The price for this simpler approach is a rapid
expansion of agent’s knowledge base, because the agent can be overloaded with
facts that it cannot manage.

More complicated is the implementation of a query based perception. When-
ever an agent is confronted with a fact that it cannot understand, the agent must
put a query to the system (e.g. ”Am I seeing a pedestrian?”, ”Have I ever seen a
yellow car?”). These queries can become quite complicated. Moreover, the sys-
tem cannot give an answer beyond the scope of the querying agent’s perception
(”Has anyone seen a pedestrian?”).

3.3 Active agents

The second constraint on agent’s knowledge base is the possibility of false knowl-
edge. This would project into agent’s inferred facts and if allowed to spread, it
would also break down the entire system. Similar effect can be caused by extend-
ing agent’s inference beyond deduction (for example with inductive reasoning).

An agent itself cannot directly affect the state of the MAS. The agent can,
however, control (to a degree) its own actions. These however must be limited
by system’s ”natural laws” and determination of consequences of all actions fall
to the system agent.

To properly formalize this chain of responsibility, we must separate the agents
decision to take some action from the occurrence of said action.

Actions in the knowledge base are represented as simple predicate functions
that take at least three arguments: world, time and agent taking the action. For
example:

[ [ [ 0JumpTo 0World] 0Time1] 0Agent1 0Place1]
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represents that in the MAS given by World, the Agent1/ι has Jumped at
Time1/τ to Place1/ι. The action should be always formalized with the most
specific description available. We can also extend system’s rules in a way that
mentioned construction entails the fact that the agent jumped.

[ [ [ 0Jump 0World] 0Time1] 0Agent1]

3.4 Decisions a simulation

To include the action in system’s knowledge base, the agent must communicate
its intention to take the action to the system. The system will then proceed with
determining the effects of a given decision and inform the agent of these effects.

When there is a decision required of the agent, the system sends it to the
agent for notifying. The agent will then use all available decision schemes to
generate possible decisions. Then the agent will create sets of decisions that it
wants to simulate. This step has a great influence on the efficiency of the agent.

Single decision per simulation is the most simple option, but such an agent
would exhibit almost no foresight. Better would be combining more decisions
that occur sequentially in time. It’s fairly obvious that an unoptimized solution
would lead to exponential increase in required computational time. To prop-
erly represent reality, we need to allow not only sequential decisions, but also
concurrent ones.

Practically, there needs to be a limit on how many decisions can agent make
at once and how far into the future. This more or less represents what might be
called agent’s intelligence.

Each set of decisions will be then added with agent’s private knowledge base
into a simulation knowledge base. The actual simulation is not a process based
on a time-line, as it is usually understood, but merely a computation of desir-
ability of the resulting state of the system. This can be done by inferring how
many of agent’s goals were achieved (goals are further described in section about
formalization).

When finished, the agent will choose set of decisions with most desirable
effects and send the decision the system asked for. The agent may simulate its
decisions in future, but only the immediate decisions are relevant to the system.

4 Time problem

To show insufficiency of the solution without using temporal aspect of the prob-
lem, let’s define more simpler game with limited scope. We will use just one
agent-player (denoted by Z) and a map consisting of two places (A and B). The
player will be able to move between these two places without restriction. We will
introduce appropriate rules for the player movements into the system. We also
have to include a rule stating that the player can be at one place at a time.

At the beginning, the player will be at place A. Knowledge base of game thus
contains these facts and rules:
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∀x((LocatedAt(x,A) ∧MovesTo(x,B)) ⊃ LocatedAt(x,B))
∀x((LocatedAt(x,B) ∧MovesTo(x,A)) ⊃ LocatedAt(x,A))
∀x(LocatedAt(x,A) ⊃ ¬LocatedAt(x,B))
∀x(LocatedAt(x,B) ⊃ ¬LocatedAt(x,A))
LocatedAt(Z,A)

And as a result of the last fact, we can also deduce that ¬LocatedAt(Z,B).
Now the player makes a decision to move in the place B: MovesTo(Z,B)

and the system infers which is the new position of the player:

∀x((LocatedAt(x,A) ∧MovesTo(x,B)) ⊃ LocatedAt(x,B)) ∧MovesTo(Z,B)
|= LocatedAt(Z,B)

We can now see that this conclusion contradicts the assumption that
¬LocatedAt(Z,B). Obviously, the problem is due to the fact that we did not
take into account temporal aspects of agents positions. This can be solved by
removing invalid facts from knowledge base, but a more elegant solution is to
introduce time to our formal representation of the system.

5 Communication

Basic standards for communication in MAS are given by FIPA (The Foundation
for Intelligent Physical Agents). A message, which can take up an arbitrary form,
is defined as the basic unit of communication. According to FIPA standards, a
message should contain a set of attributes. The most important attributes of
communication are performative, content and ontology.

A crucial role among these attributes plays the content of the message. Per-
fomative denotes a type of the message. Basic performatives are Query, Inform
and Request. Content carries the semantic of the message. It can be encoded in
any suitable language. We use TIL constructions as a content language of agent
messages. Ontology is a vocabulary of the domain-specific terms. These (and
only these) terms can be used in the content of the message. More about agent
communication and architecture of an intelligent agent in MAS see in[3].
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For example we demonstrate simple communication between MAS and agent.
We have two agents, first for MAS called Agent0, second to represent figure,
called Agent1. In our example Agent1 needs to know his location. So Agent1
sends message to Agent0. Content of this message is query to Agent1’s location:

λwλt [ 0Messagewt
0Agent1 0Agent0 λwλt [ 0Querywt

0Location]]

Agent0 receives message and responds with current location of Agent1:

λwλt [ 0Messagewt
0Agent0 0Agent1

λwλt[ 0Answerwt
0Location[[ 0LocatedAt w] 014] 0Agent1 0Place3]]

6 Conclusion

In this paper, we have demonstrated the basic possibilities of using Transpar-
ent Intensional Logic in Multi-agent system. We demonstrated a method for
the definition of facts, rules and communication between agents in the multi-
agent system that is changing in time and presents solution using Transparent
Intensional Logic.
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Abstract. In this paper we introduce Transparent Intensional Logic (TIL) as a 

tool apt for the specification of ontologies and knowledge representation. On-

tology is characterized as the result of conceptualization of the domain under 

scrutiny. We specify the structure and content of ontology and the notion of on-

tology is distinguished from the notion of conceptual analysis. We show that 

TIL can serve as a highly expressive universal framework that makes it possi-

ble to rigorously specify the content of ontology and respective knowledge 

base, including the relations between particular concepts.  

1   Introduction 

In this paper we introduce an otology and specification language based on the Trans-

parent Intensional Logic (TIL). From the formal point of view, TIL is a hyperinten-

sional, typed partial lambda calculus. A main feature of the -calculus is its ability to 

systematically distinguish between functions and functional values. In this paper we 

also introduce TIL as an useful tool for ontology specification. 

2   Basic principles of TIL 

TIL1 is an overarching semantic theory for all sorts of discourse, whether colloquial, 

scientific, mathematical or logical. The theory is a procedural one, according to 

which sense is an abstract, pre-linguistic procedure detailing what operations to 

apply to what procedural constituents to arrive at the product (if any) of the proce-

dure. Such procedures are rigorously defined as TIL constructions. The semantics is 

entirely anti-contextual and compositional and it is, to the best of our knowledge, the 

only one that deals with all kinds of context in a uniform way. Thus the sense of a 

sentence is an algorithmically structured construction of the proposition denoted by 

                                                        
1 For more details see [1]. 
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the sentence. The denoted proposition is a flat, or unstructured, mapping with do-

main in a logical space of possible worlds. Our motive for working „top-down‟ has to 

do with anti-contextualism. 

Intuitively, construction C is a procedure (a generalised algorithm). Construc-

tions are structured in the following way. Each construction C consists of sub-

instructions (constituents), each of which needs to be executed when executing C. 

Thus a specification of a construction is a specification of an instruction on how to 

proceed in order to obtain the output entity given some input entities.  

There are two kinds of constructions, atomic and compound (molecular). Atom-

ic constructions (Variables and Trivializations) do not contain any other constituent 

but themselves; they specify objects (of any type) on which compound constructions 

operate. The variables x, y, p, q, …, construct objects dependently on a valuation; 

they v-construct. The Trivialisation of an object X (of any type, even a construction), 

in symbols 0
X, constructs simply X without the mediation of any other construction. 

Compound constructions, which consist of other constituents as well, are Composi-

tion and Closure. Composition [F A1…An] is the operation of functional application. 

It v-constructs the value of the function f (valuation-, or v-, -constructed by F) at a 

tuple argument A (v-constructed by A1, …, An), if the function f is defined at A, 

otherwise the Composition is v-improper, i.e., it fails to v-construct anything.2  Clo-

sure [x1…xn X] spells out the instruction to v-construct a function by abstracting 

over the values of the variables x1,…,xn in the ordinary manner of the -calculi. 

Finally, higher-order constructions can be used twice over as constituents of compo-

site constructions. This is achieved by a fifth construction called Double Execution, 
2
X, that behaves as follows: If X v-constructs a construction X‟, and X’ v-constructs 

an entity Y, then 2X v-constructs Y; otherwise 2X is v-improper, failing as it does to v-

construct anything.  

TIL constructions, as well as the entities they construct, all receive a type. The 

formal ontology of TIL is bi-dimensional; one dimension is made up of construc-

tions, the other dimension encompasses non-constructions. On the ground level of 

the type hierarchy, there are non-constructional entities unstructured from the algo-

rithmic point of view belonging to a type of order 1. Given a so-called epistemic (or 

objectual) base of atomic types (-truth values, -individuals, -time moments / real 

numbers, -possible worlds), the induction rule for forming functional types is ap-

plied: where , 1,…,n are types of order 1, the set of partial mappings from  1 

… n to , denoted „( 1…n)‟, is a type of order 1 as well. Constructions that 

construct entities of order 1 are constructions of order 1. They belong to a type of 

order 2, denoted „*1‟. The type *1 together with atomic types of order 1 serves as a 

base for the induction rule: any collection of partial mappings, type ( 1…n), in-

volving *1 in their domain or range is a type of order 2. Constructions belonging to a 

type *2 that identify entities of order 1 or 2, and partial mappings involving such 

constructions, belong to a type of order 3. And so on ad infinitum.  

                                                        
2 As mentioned above, we treat functions as partial mappings, i.e., set-theoretical objects, unlike the construc-

tions of functions.  
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The sense of an empirical expression is a hyperintension that is a construction 

that produces a (possible world) -intension, where -intensions are members of 

type (), i.e., functions from possible worlds to an arbitrary type . On the other 

hand, -extensions are members of a type , where  is not equal to () for any , 

i.e., extensions are functions whose domain is not the set of possible worlds.  

Intensions are frequently functions of a type (()), i.e., functions from possi-

ble worlds to chronologies of the type  (in symbols: ), where a chronology is a 

function of type ().  

Notation: An object A of a type  is denoted „A/‟. That a construction C/n v-

constructs an object of type  is denoted „C v ‟. We use variables w and t as v-

constructing elements of type  (possible worlds) and  (times), respectively. If C v 

 v-constructs an -intension, the frequently used Composition of the form 

[[Cw]t], the intensional descent of the -intension, is abbreviated „Cwt‟. The analysis 

of a sentence consists in discovering the logical construction (procedure) encoded by 

a given sentence. To this end we apply a method of analysis that consists of three 

steps:3 

1) Type-theoretical analysis, i.e., assigning types to the objects that receive men-

tion in the analysed sentence.  

2) Synthesis, i.e., combining the constructions of the objects ad (1) in order to con-

struct the proposition of type  denoted by the whole sentence.  

3) Type-Theoretical checking. 

Let us analyse the sentence “Tom is seeking a parking place”.  

Ad (1) types: Tom/; Seeking/(()): the relation-in-intension of an individual to 

a property the instance of which the individual wals to find; Parking/(): a proper-

ty of individuals. The whole sentence denotes a proposition, i.e. an object of type .  

Ad (2). We aim at literal analysis of the sentence. Thus semantically simple expres-

sions are analysed as Trivializations of the objects they denote: 0Tom, 0Seek, 
0Parking. Now we need to apply the relation Seeking to Tom and Parking. However, 

the relation-in-intension is not a type-theoretically proper object to be applied; it 

must be extensionalised first: [[0Seeking w] t]  (()), or 0Seekingwt for short. 

The Composition [0Seekingwt 
0Tom 0Parking] v  v-constructs the truth-value T or 

F according as in a given world w and time t of evaluation Tom is seeking a parking 

or not. In order to construct the proposition denoted by the sentence, we must now 

abstract over the values of w and t. Thus we have: 

wt [
0
Seekingwt 

0
Tom 

0
Parking]   

Ad (3) Finally we perform a type-theoretical control in order to check whether par-

ticular constituents are combined in compliance with the definition of constructions. 

wt  [0Seekingwt      
0Tom    0Parking] 

    ( (())           ()        
     

            

           

                                                        
3 For details see [2]. 
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3   Ontology content and representation4 

Formal ontology is a result of the conceptualization of a given domain. It contains 

definitions of the most important entities, forms a conceptual hierarchy together with 

the most important attributes and relations between entities. Material individuals are 

mereological sums of other individuals, but only contingently so. Similarly, values of 

attributes and properties are ascribed to individuals contingently, provided a given 

property is purely contingent, that is without an essential core. Thus we advocate for 

a (modest) individual anti-essentialism. On the other hand, on the intensional level 

of propositions, properties, offices and roles, that is entities which we call ‘inten-

sions’, the most important relation to be observed is that of requisite. For instance, 

the property of being a mammal is a requisite of the property of being a whale. It is 

an analytically necessary relation between intensions that gives rise to the so-called 

ISA hierarchy. Thus on the intensional level we advocate for intensional essential-

ism; an essence of a property is the set of all its requisites. Finally, on the hyper-

intensional level of concepts, relations to be observed are equivalence (i.e. producing 

the same entity), refinement (a compound concept is substituted for a simpler yet 

equivalent concept), entailment and presupposition.  

The structure of ontology building starts on the hyper-intensional level with the 

specification of primitive concepts. Next we specify compound concepts as ontologi-

cal definitions of entities of a given domain. Having defined entities, we can specify 

their most important descriptive attributes. The building process continues by speci-

fying particular (empirical) relations between entities and analytical relations of 

requisites that serve to build up ontological hierarchy. Finally, the most important 

general rules that govern behaviour of particular agents are specified. Here again we 

distinguish analytically necessary constraints from nomic and common necessities 

that are given by laws and conventions, respectively; they are not valid analytically 

necessary. Summarising, basic parts of a formal ontology should encompass:  

(1) Conceptual (terminological) dictionary which contains: 

a) primitive concepts 

b) compound concepts (ontological definitions of entities) 

c) most important descriptive attributes, in particular identification of entities 

(2) Relations 

a) empirical relations between entities, in particular the part-whole relation 

b) analytical relations between intensions, i.e., requisites and essence, which 

give rise to ISA hierarchy 

(3) Rules 

a) Analytically necessary rules  

b) Nomologically necessary rules 

c) Common rules of ‘necessity by convention’ 

Ontological definition of an entity is a compound construction of the entity. Such a 

definition often serves as a refinement of a primitive concept of the entity, which 

makes it possible to prove some analytic statements about the respective concepts. 

                                                        
4 There are many frameworks dealing with ontology problematics, more in [3],[4] 
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3.1 Agents’ Ontology 

The terminological vocabulary is determined by the set of primitive concepts which 

are Trivializations of non-constructions. Compound concepts are then ontological 

definitions of so-constructed objects. Attributes are empirical functions of type 

(). If  is a numeric type, then the attribute is descriptive. Consistency con-

straints are constructions of propositions which determine admissible states of a 

knowledge base. The degree of necessity of a given constraint is specified as follows. 

If C v  v-constructs the respective condition to be met, the basic kinds of con-

straints ordered from the highest to the lowest are:  

a) Analytically necessary rules; these are specified as wt C.   

b) Nomic necessary rules; these are specified as form wt C. 

c)    Common rules of „necessity by convention‟; these are constructions of the 

form wt x [C …x …]. 

For instance, the rule that a road consists of at least one and at most eight lanes 

is empirical necessity by convention. It is this Closure: 

wt x [[0Roadwt x]  [0y [[0Part_ofwt y x]  [0Lanewt y]]   

[[0Card y [[0Part_ofwt y x]  [0Lanewt y]]]  08]]] 

On the other hand, the rule that a road is an element of the traffic infrastructure 

is analytical. It is specified by this construction: 

[0Req 0Element_Infra 0Road] = wt [x [[0Roadwt x]  [0Element_Infrawt x]]] 

We use two specific types which serve for agents‟ learning, sharing and distribu-

tion of knowledge: 

 Unrecognised/(n): the respective message content wt 0Unrecognisedwt 
0What informs the receiver Whom that the concept What has not been recog-

nized, it is not contained in the sender Who‟s ontology. Thus the message is a 

request for refinement.  

 Refine/(nn): the function that assigns to a construction What another con-

struction C‟ such that C‟ is equivalent to What by constructing  the same entity, 

and C‟ is a more detailed instruction than What.  

wt [0Refinewt 
0What = 0C‟]. 

Here is an example of a scenario.  An agent a is asking an agent b to inform about 

the action he is just executing; b informs a that he is moving; However, a does not 

have a primitive concept 
0
Moving in its ontology. For this reason a sends a message 

of the type Unrecognised asking for the definition of this concept: 

wt [0Unrecognisedwt 
00Moving] 

The agent b then answers by a message of type Refine that contains the respective 

definition informing b that the concept of moving is defined here as going to a speci-

fied destination by means of a conveyor: wt [[0Refinewt 
00Moving] = 

0[wt x y z [[0Going_towt x y z]  [0Destinationwt x y]  [0Conveyorwt z]]] 
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Supposing that the primitive concepts 0Going_to, 
0Destinationwt, 

0Conveyor the 

agent a „knows‟ they can store the new piece of knowledge into their ontology and 

then ask for additional information like, for instance, the type of a conveyor. 

Conclusion 

In this paper we described basic principles of TIL. Also we specified a typical con-

tent of ontology, and the main tenets of building and sharing the ontology by particu-

lar agents. The need for a fine-grained logical semantics has been demonstrated. We 

advocated for TIL with its expressive procedural semantics, because this is the way 

how distinguish between the three kinds of context: extensional, intensional and 

hyperintensional.  Due to its rich ontology, TIL operates on all the three levels of 

abstraction smoothly, in an extensional way. 
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Abstract. Increasingly we witness the accidents, causing not only incal-
culable damage to railway electrification and security systems, but also
losses of lives. The train, derailed at high speed, can destroy great area
of those systems, and paralyze the traffic for tens or hundreds hours.
An obstacle, that prevents free passage trough the hazardous area, could
be the source of such an accident. Cameras are suitable for monitoring
such areas and recording them for a long period of time, but in com-
bination with a suitable computer vision algorithm, it can completely
autonomously inform us about extraordinary situations. In this paper
we examine the problem of monitoring the critical areas using multi-
ple cameras and combination of camera images to obtain large enough
precision to determine hazard level of the situation in the secured area.
Furthermore, we show an example of possible use of the system in prac-
tice and in the end we discuss the results of our work.

1 Introduction

Damage to the traction system have dire consequences. Besides the possible loss
of life or bodily injury there could arise considerable financial cost to repair the
damage and it is also necessary to provide an alternative traffic at the time of
the failure. Many things must planned and executed eg. shutdown, servicing,
inspections, investigations and other various activities that follow after an acci-
dent. Most companies know what to do after the accident, as they have prepared
emergency plans. However, the main effort of every company should be accident
prevention. The accident itself is the result of a combination of one or more fac-
tors that may not independently cause the accident, but their combination may
be crucial for its rise. Prevention of Accidents is the set of actions that minimize
the risk of its occurrence, or at least its consequences. We focused on the use of
cameras as a tool for minimalization of damage. We are trying to find hazards
before an accident occurs.

Most areas that are guarded by a camera system are operated by humans.
These days it is required to use the computer vision algorithms to ensure con-
tinuous supervision of a supervised area. Examples of such an applications are
measurement of trafic parameters, detecting objects and their position etc. [1][3].
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We secure the area near the railway electrification and safety system. In this area
obstacles could derail the train and it might harm people or damage installed
wiring and safety equipment. In this paper we present a method for monitoring
of these areas through a system of cameras and combination of their images
using computer vision algorithm in such a way that any obstacle is accurately
measured and hazard level is determined. This paper is organized as follows.
First, we familiarize readers with the critical area and its classification. Further-
more, we present a method for measuring the size of an obstacle, and finally we
show an example of practical application.

2 Critical Area

Critical area is a place where an increased risk of the accident occurs. In our
case, the railway area. If an object (obstacle) is located on the railway track,
we have to remove it from this area or inform the responsible person as soon
as possible because it could cause a train derailment and subsequent damage to
the most of the systems. The most critical areas are those where other objects
besides trains (cars, pedestrians, etc.) often enter into the track. Examples of
such an areas are train stations, railway crossings, overpasses, bridges and other
structures that may fall into the track, or areas near other structures from which
dangerous objects may fall off. Those are usually secured only by prohibition of
entry. For this the signs, trafic lights, and sometimes even camera systems are
used.

Camera systems have the advantage that a worker performing a monitoring
function does not have to be directly present in the secured area, but still can
watch all the action on the screen. In addition, video is stored, which is a good
source of information for the investigation of any accident event. We also extend
this system by obstacle detection and its measurement from the image. This
is important from the point of view, that man, no matter how vigilant and
observing he is, can not monitor what is happening in all critical areas at once.
Our method allows to inform the security worker in a short time of areas, where
something could be wrong.

3 Camera System

Most of the applied camera systems are aimed to cover the largest area possible.
However, we try to cover relatively small area with more than one camera. We
do this because we want to measure the position and size of the object more
precisely. Using only one camera, we get only a little and distorted information
about the object. But if we look at it from several angles, we get much more
information. In our method, we measure the base of the object, which allows us
to find out if it intervenes with the critical region. This would be very difficult
without the use of at least two cameras. If we use just one, we see it only from
one perspective, and do not know how it looks on the other side. The greater
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the number of cameras are used, the greater the accuracy of the measurement
we get.

Besides the number of cameras it is also necessary to consider their position
around the critical area. It makes little sense to have cameras close to them
selfs, because they would provide nearly the same image. It is advisable to place
the camera against each other. Then the object would be covered from most of
the sides. For more than two cameras, the placement should be on a circle that
encloses the supervised area and the angular distance between those cameras
should be the same (Fig. 1), but it is not necessary. It is also advisable to choose
the number of cameras as multiples of two, because it allows us to always have
a camera in pairs. It turns out that in the most cases two cameras are sufficient
and it is not necessary to place them in exactly the same distance from the
critical area. But It is important that all cameras see the whole supervised area.

Fig. 1. Example of the camera positioning around the critical area

4 Measurement of the Obstacle Basement

The actual measurement of the size of the obstacle is a task which consists of
several sub-tasks. First, we have to obtain images from all cameras. Then, all the
images have to be transformed into the same space using top-view transforma-
tion. Next we use background detection algorithm on all of the images and using
background substracion we get segment, representing the area of the obstacle.
The combination of these images is used to find the base of the object. The next
section describes all these steps in detail.
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4.1 Image acquisition

IP cameras are the best choice for our purpose because of the easy connectability
using computer networks. Most of them provide picture using various protocols
such as HTTP, MJPEG, and others. Therefore, getting the images from the
cameras is relatively simple. The problem that arises is the synchronization of
the images. Each camera sends an image slightly time-shifted and it is therefore
necessary to synchronize the images. Synchronization is well described in this
publication [4], and therefore I will not describe it in detail. Generally it is suffi-
cient to measure the delay of the images provided by all cameras. By measuring
the time differences we select only those images that correspond with each other
and we use them for further processing.

4.2 Top-View Transformation

To combine the images, we have to transform them into the same space (plane)
first. We transform all the images to the view from above. We use geomet-
ric transformation known as the homography. It is a transformation converting
image from one plane to another. Practically this means marking some corre-
sponding points in all images and then using them for homography to transfer
them into the same top-view image space. For simplicity, the points at the cor-
ners of the critical area are used. Boundaries of critical areas are chosen in the
form quadrangle and so we have to handle four points only. Homography is
homogeneous transformation, which generally has the form (1)

x′ = Hx, (1)

where H is the homography transformation matrix, x is the point coordinates
vector in the input image, and x′ is the coordinates vector in the ouput image
after the transformation. We are trying to find transformation matrix H using
four correspondence points. So we get eight equations (four points in one and
four points in the second picture) and 8 unknowns. This leads to the exact
solution and we do not need to use a minimizing scheme. It should be noted
that computations of those matrices are performed only once at the start of the
application and then it is used to perform the transformation for the whole time.
This could have been done only because cameras does not change their possition
(they are static). For a deeper understanding of the homography we refer to this
publication [2].

4.3 Background substraction

This step marks the picture pixels of the obstacle. This is where methods of
background substraction are used. Those are based on modeling of the back-
ground from the video sequence and finding the difference of this model with
the current frame obtained from camera. As a result we get affiliation of the
picture areas to the background or foreground. This means that image points
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marked as background have values approaching to zero and points marked as
foreground have values approaching to one.

There are many methods for modeling of the background like the observation
of average intensity of each image point, a mixture of Gaussians (MOG), or a
methods based on the analysis of principal components (PCA). Methods with
the smallest error are MOG and PCA, but considering the conclusions from the
authors of the publication [5], where they proposed the idea that the results does
not depend that much on the method for background detection as much as on
the preprocessing and postprocessing of the image (for example image filtering
and mathematical morphology). In our case we have used the method known
as the running average with selectivity [6] for its speed and simplicity. This
method also does not require retention of several recent images in the memory,
and background modeling is determined by following formula (2)

Bt+1 = αFt(x, y) + (1− α)Bt(x, y), (2)

in the case that the point Ft(x, y) is marked as a backround, and in the case it
is marked as a foreground by this formula (3)

Bt+1 = Bt(x, y). (3)

4.4 Cameras Images Combination and Hazard Level Estimation

Measurement of the base of an object is a crucial part of our method. The base
could be understood as an area in the image covered by the object when viewed
from above. Best results would be achieved with a camera mounted above the
critical area so it would see it from above. In many cases it is not technically
feasible and the camera views the region from the side. This considerably com-
plicates the determination of the size and position of the object. A control of
evacuation of the critical area, based only on images from single a camera leads
to false alarms caused by nearby objects. This alarm arises when the object
stands between the camera and the critical area. When the object is sufficiently
high, it covers greater area. However, using multiple cameras images reduces this
error to minimum because it reveals the other side of the object. This could be
observed in following figures (Fig. 2).

Measurement of the base itself is based on the principle of background visi-
bility. In order to mark the area as a base of an object, it has to be invisible to
each camera. Knowing that the pixels in the area of the picture marked as the
foreground (detected object) have values aproaching to one, and the background
pixels have values aproaching to zero, the object base area in the output image
G is corresponding to minimal functional values of the background images set
B (4). This is based on fuzzy-logical operation called intersection of sets.

G(x, y) = min(B1(x, y), ..., Bn(x, y)) (4)

To measure the danger level of the critical area situation it is necessary
to define another image function H determining the level of danger for each
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part of the critical area. This function returns values from zero to one, where
zeros indicate the safe parts of the critical area and ones the dangerous parts.
The danger level of the situation is then assessed as the maximal value of the
intersection of image functions H and G based on the same formula as (4), but
only for this two image fuctions. Then the result is a single number that gives the
information about the level of danger in the critical area. So if the unambiguous
answer to the question If the area is secure or not is required, it is necessary to
set a threshold for the calculated danger level value. Then the tresholding would
give us the ”yes” or ”no” answer.

Fig. 2. First row: Images from both cameras, Bottom left: Base detection using images
from multiple cameras, Bottom right: Detected area of an obstacle using only one
camera

5 Conclusion

In this paper we have proposed a method which allows to measure the level of
danger in the area secured by multiple cameras minimizing the occurrence of
false alarms. For this purpose a method to measure the base of an object was
designed. We used homography to get top-view image, backgroud substraction
to find an object in the image and visibility across all cameras images to find the
object base. For its low computational cost it is suitable for use in the monitoring
of hazardous areas where immediate response is required. In our case it was
securing of the railway electrification and safety systems, where the camera is
used as a preventative measure and minimizes the accidents occurrence or its
consequences. This method is relatively cheap and easily applicable for other
purposes like securing of the crossroads.
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Abstract. Many organizations are forming virtual teams of geographi-
cally distributed knowledge members to collaborate on a variety of tasks.
But how effective are these virtual teams compared to traditional face-
to-face groups? This paper describes a study about two networks. The
first is an explicit network of a consulting company employee, and the
second is an implicit elearning network. The main objective is to find
a quality knowledge and trustworthy collaborators based on methods of
social network analysis

1 Introduction

Social networking sites has grown tremendously in popularity over the past few
years. Since the early 1990s , the majority of web users were consumers of con-
tent created by a relatively small amount of publishers. From the early 2000s,
user-generated content has become increasingly popular on the web.This change
in behavior of the Web users has improved the level of knowledge exchange
and collaboration among them. However, in some circumstances it is difficult to
achieve efficient and effective knowledge sharing due to the following two barri-
ers: (1) the difficulty in finding quality knowledge, and (2) the difficulty in finding
trustworthy collaborators to interact with [1]. In that case, models of credibility
which are used extensively on search engine research and information retrieval
can be used in order to evaluate the trustworthiness of the actor’s’ knowledge.

Several graph theoretic models of credibility rely strongly on the consider-
ation of the in-degree of the node so as to extract importance and trustwor-
thiness. However, there are social activities derive much of their credibility by
their productions. In that case, the in-degree cannot provide input to evaluate
the importance of that entity and therefore an alternative evaluation is needed,
which has to consider the outputs of the entity [2, 3].

Social networks on the web can be explicit or implicit. Explicit social networks
are the kind of networks where a person is defined by the people s/he connects
to (face book, my space), the ties between the actors are limited to the people
they happen to know. The power of the explicit network appears in the trust
that the contacts represents. While in implicit social networks a person is defined
by his/her interests (amazon). Implicit social circles are groups of people who
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are connected and share particular interests, but don’t know they are actually
connected to each other. Many of the new web 2.0 applications implicitly contain
a lot of valuable information about how people are connected. For example, in
a blogging system, if A and B both comment in many identical blogs, they are
likely to share similar interests [6].

Social network analysis (SNA) has become an increasingly popular way to
approach research problems and describe social processes. The availability of
computing resources to individual researchers and the creation and standard-
ization of software analysis packages, and more recently by graphical packages
that visualize networks motivated researchers to apply it to examine the char-
acteristics and structure of online communities. In [7] SNA techniques and visu-
alizations were used to examine interactions in an online asynchronous forum.
In [8] SNA was used to study of the growth of community and use of Internet
resources among a class of 15 distance learners.In [9] researchers presented some
reflections about the business model of the association of Brazilian universities
and its members actuation based on methods of social network analysis.

In this paper, the authors studied two different social networks, one was
constructed explicitly to provide consulting for the employee of a company, and
the other was derived implicitly from the log files of an elearning system. The
authors’ main objective is to study the behavior of the members of these two
networks using some social networks analysis measures to determine expert users.

2 Explicit Social network

2.1 Dataset Description

This dataset contains two networks from a consulting company (46 employee).
In the first network, the ties are differentiated on a scale from 0 to 5 in terms
of frequency of information or advice requests (Please indicate how often you
have turned to this person for information or advice on work-related topics in
the past three months). 0: I Do Not Know This Person; 1: Never; 2: Seldom; 3:
Sometimes; 4: Often; and 5:Very Often.

In the second network, ties are differentiated in terms of the value placed
on the information or advice received (For each person in the list below, please
show how strongly you agree or disagree with the following statement: In general,
this person has expertise in areas that are important in the kind of work I do.).
The weights in this network is also based on a scale from 0 to 5. 0: I Do Not
Know This Person; 1: Strongly Disagree; 2: Disagree; 3: Neutral; 4: Agree; and
5: Strongly Agree .

2.2 Social Network Analysis

Frequency of Information Request Network Analysis: To show the over-
all structure of the frequency of consulting requests network NetDraw was used
Fig 1.
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Fig. 1. Frequency of consulting requests weighted graph

To work with a binary matrix , the researchers considered to take the value
of 3 (Sometimes) as a cut line. Above this value the connection between two
employee receives the value 1, otherwise 0. The graph density is .08 and the
overall structure of this network is shown in Fig 2. The employee in-degree
centrality was measured by using UCINET 6, and the results showed that Actors
16, 24, 30, 37 and 43 appears as isolates ( with centerality = 0.0) while actors
6,19, 26, and 45 were at the center of the network ( with centrality = 9.0 ).

Fig. 2. Frequency of consulting requests binary graph

Value of Information Network Analysis: The number of consulting re-
quests that an actor gets is not the only factor that determine his level of trust,
to calculate how trustworthy is he/she another test were conducted by the re-
searchers. In this case the in-degree centrality of the value of information was
measured. Each employee were asked to evaluate the value of experience of his
colleagues on a scale of 0 to 5,and UCINET 6 was used to analyze the data.
The results showed that even though actor 20 has less requests of information
(indegree =7) than actor 26 (indegree =9) ,his colleagues considered him more
experienced (indegree = 129)than actor 26 (indegree = 89).
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2.3 Other Measures of Centrality

Degree centrality measures might be criticized because they only take into ac-
count the immediate ties that an actor has, or the ties of the actor’s neighbors,
rather than indirect ties to all others [4]. One actor might be tied to a large num-
ber of others, but those others might be rather disconnected from the network as
a whole. In a case like this, the actor could be quite central, but only in a local
neighborhood. Therefore We have implemented three other measures of central-
ity: Closeness, Betweenness and Eigenvector centrality . All these measures are
valid ways of describing a nodes centrality. However, each value measures a nodes
centrality in different ways.

Closeness centrality approaches emphasize on the distance of an actor to all
others in the network by focusing on the distance from each actor to all others.
It is an inverse measure of centrality: the larger the numbers, the more distant
an actor is, and the less central [4, 5]

Betweenness Centrality is defined as the number of shortest paths that pass
through a node. It is the number of ”times” that any node needs go through a
given node to reach any other node by the shortest path. A high Betweenness
Centrality score can indicate which nodes control the flow of information through
the network [4, 5].

Eigenvector centrality is based on the idea that a node is central to the
extent that it is connected to others who are central. An actor who is high on
eigenvector centrality is connected to many actors who are themselves connected
to many actors

Degree Closeness Betweenness Eigenvector
------------ ------------ ------------ ------------

8 22.222 14.331 30.832 5.985
18 8.889 13.433 1.961 9.308
19 17.778 12.821 0.156 40.689
20 26.667 14.754 27.207 21.844
21 8.889 12.894 0.424 15.629

Table 1, Frequency of Information Request Network Centrality

The findings showed that actor 19 who has smaller degree centrality than
actor 20, has higher egienvector centrality than actor 20, which implies that actor
19 is connected to persons who are centrals by them selfs. Actors 8 and 20 have
the highest betweenness centrality, so they control the majority of information
flow through the network

3 Implicit Social Network

3.1 Dataset Description

This dataset contains a network extracted from the log files of the Moodle elearn-
ing management system used at Silesian University. This network consists of 162
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students and the ties are differentiated on a scale from 0 to 1 in terms of the sim-
ilarity of the students’ blogging behavior. The results from UCINET show that
the density value for the valued matrix of similarity for the students’ network is
.125 with .278 standard deviation.The .125 value for the density of the valued
matrix represents the average level of the blogging behavior similarity between
any couple of students . To calculate the density of this network, the adjacency
matrix was dichotomized ( 0.5 similarity was selected to be the cut line). When
that was done the value for the density was found to be 0.132.

Fig. 3. Students’ blogging similarity weighted graph

Fig. 4. Students’ blogging similarity binary graph

3.2 Social Networks Analysis

The measures of centrality was calculated for the students’ network, and the
results were reported in table 2. Even though student 132 has the highest degree
and betweenness centrality measures, s/he reported lower eigenvector centrality
as compared to that reported by student 56 .
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Degree Closeness Betweenness Eigenvector
------------ ------------ ------------ ------------

38 37 0.000 0.000 0.000
57 56 34.161 3.161 3.558 25.274

132 131 17.391 3.128 0.047 15.405
133 132 34.161 3.162 5.027 19.210
134 133 14.286 3.140 0.093 7.731

Table 2,Students’ blogging similarity Network Centrality

4 Conclusion

The Findings of this study illustrated that in these two different networks actors
showed different styles of behavior. Some actors were isolates while some others
were at the center of the network, receiving information requests from their
colleagues and answering them efficiently. Besides, the study proved that actors
acquires their power and importance in the network not only by the number of
ties that they have, but the level of centrality of their contacts, their distance
from the others and the number of paths passes through them. The study showed
that social network analysis metrics provide useful information about virtual
interactions in both implicit and explicit networks.
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VŠB – Technical University of Ostrava, 17. listopadu 15, 708 33 Ostrava – Poruba

pavel.mipt@mail.ru
2Institute of Computer Science,Academy of Sciences of the Czech Republic, Praha,

Czech Republic
dusan@cs.cas.cz

3Institute of Higher Nervous Activity and Neurophysiology, Russian Academy of
Sciences, Moscow, Russia

aafrolov@mail.ru

Expectation-Maximization Method for Boolean
Factor Analysis
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Abstract. Boolean factor analysis is one of the most efficient methods
to reveal and to overcome informational redundancy of high-dimensional
binary signals. In the present study, we introduce new Expectation–
Maximization method which maximizes the likelihood of Boolean Factor
Analysis solution. Using the so-called bars problem benchmark [2], we
compare efficiencies of the proposed method with Dendritic Inhibition
neural network [7].

1 Introduction

Factor analysis is one of the most powerful statistical method to reveal and re-
duce information redundancy in high dimensional signals. Boolean Factor Ana-
lysis (BFA) as a special case of factor analysis implies that components of original
signals, factor loadings and factor scores are binary values. Each binary signal
can be interpreted as a representation of presence or absence of attributes (bi-
nary signal components) in the pattern. The number of considered attributes is
the dimensionality of the signal space, the appearance of an attribute is encoded
as One, and absence as Zero. The patterns are assumed to be composed of many
“objects” in different combinations. We define an object as a collection of highly
correlated attributes and suppose that objects are relatively independent of one
another. Hence the attributes of different objects are only slightly correlated. In
terms of BFA, objects are factors, attributes constituting the object are factor
loadings, and the presence or absence of an object in the pattern is identified by
the value of the factor score (One or Zero). Correlation between the attributes
constituting each factor can be revealed by statistics over large data set consti-
tuted by patterns that contain each factor many times in different combinations
with other factors. The aim of BFA is to detect this hidden structure of the
signal space and to form a representation in which these independent objects
are presented explicitly.

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2011, pp. 436–441.
VŠB – Technical University of Ostrava, FEECS, 2011, ISBN 978-80-248-2449-9.
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In spite of the fact that binary data representation is typical for many fields,
including social science, marketing, zoology, genetics and medicine, BFA meth-
ods are rather moderately developed. To overcome this lack we propose an
Expectation–Maximization (EM) approach to BFA [5]. This method maximizes
likelihood of BFA solution appropriate to general BFA generative model.

The well-known benchmark for learning of objects from complex patterns is
the Bars Problem (BP)[2]. Using this benchmark, we compare the performance
of the proposed method with Dendritic Inhibition (DI) neural network [7] which
supposed to be most efficient in solving the bars problem [7–9]. We used infor-
mation gain provided by BFA as a measure of performance of BFA methods. It
was shown previously [3] that this measure is sensitive to both noise in signals
and errors in BFA results, and thus is a reliable basis for comparison of different
BFA methods.

1.1 Boolean Factor Analysis Generative Model

In terms of BFA, each pattern of a signal space is defined by a binary row
vector x with dimensionality N equal to the total number of attributes. Every
component of x takes value One or Zero, depending on the presence or absence
of the related attribute. Each factor fi is a binary row vector of dimensionality N
whose One valued entries correspond to highly correlated attributes of the i-th
object. Although the probability of the object’s attribute to appear in a pattern
simultaneously with its other attributes is high, it is not obligatory equal to 1.
We denote this probability as pij , where j is the index of an attribute and i is
the index of a factor. For attributes constituting the factor, that is for attributes
with fij = 1, probability pij is high, and for other attributes (with fij = 0) it is
zero.

As in linear factor analysis, we suppose that additionally to common factors fi
that influence to more than one attribute, each signal also contains some specific
or unique factors that influence to only particular attributes. The contribution of
specific factors is defined by a binary row vector n, which we call “specific noise”.
Each specific factor nj is characterized by a probability qj that j-th component
of vector n takes One.

As a result, any vector x can be presented in the form

x = [
L∨

i=1

si ∧ f ′i ] ∨ n, (1)

where s is a binary row vector of factor scores of dimensionality L, L is the
total number of factors, f ′i is a distorted version of factor fi and n is a specific
noise defining the influence of specific factors. Factor distortion implies that some
Ones of the i-th factor become Zeros with probability 1−pij , that is components
constituting the factor can take Zeros but neither component not constituting
the factor (for components not constituting the factor pij = 0) can take One in
distorted version of factor. Nevertheless it can be One in the input signal due to
the presence of other factors or specific noise. We assume that factors appear in
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patterns (that is related scores si take Ones) independently with probabilities
πi (i = 1, . . . , L).

The aim of Boolean Factor Analysis is to find the parameters of generative
model Θ = (pij , qj , πi, i = 1, . . . , L, j = 1, . . . , N) and the factor scores smi, m =
1, . . . , M for each of patterns of the observed data set X containing M signals.
However, it is supposed that the found factors could also be detected in any
arbitrary pattern x /∈ X if generated by the same model.

We suppose that each component of the common factor is distorted inde-
pendently of the presence of other factors in the input signal and independently
of specific noise. Thus, given generative parameters Θ and factor scores s, the
probability of the j-th component of x to take the value xj is

P (xj |Θ, s) = xj − (2xj − 1)(1− qj)
L∏

i=1

(1− pij)si , (2)

We suppose also that, given generative parameters and factor scores, different
components of x are also statistically independent. Thus

P (x|Θ, s) =
N∏

j=1

P (xj |Θ, s). (3)

Since we assume that factors appear in patterns independently then

P (s|Θ) =
∏

i=1,L

πsi
i (1− πi)1−si . (4)

2 Expectation-Maximization Method — EMBFA

The Expectation-Maximization (EM) method [1] allows for finding parameters
Θ of a given probabilistic generative model to maximize the likelihood of the
observed dataset X . Since it is applied here to BFA generative model we call
it EMBFA. The EM method maximizes the likelihood of the observed data by
maximizing the free energy

F(Θ,g) =
M∑

m=1

∑

s

gm(s)[log P (xm|s,Θ) + log P (s|Θ)] +
M∑

m=1

H(gm(s)), (5)

where gm(s) is the expected distribution of factor scores for the m-th pattern,
H() denotes Shannon entropy. The iterations of EM alternatively increase F
with respect to the distributions gm, while holding Θ fixed (the E-step), and
with respect to parameters of the model Θ, while holding gm fixed (the M-step).

At the E-step, when Θ is fixed, the distributions gm which maximize F(Θ,g)
are calculated according to the following equation

gm(s|Θ) =
P (s|Θ)P (xm|s,Θ)∑
s P (s|Θ)P (xm|s,Θ)

,
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where P (xm|s,Θ) is given by (3) and P (s|Θ) is given by (4). The obtained
distributions gm provide the expected likelihood of the observed data over factor
scores given parameters of the generative model [6].

At the M-step, when distributions gm are fixed, πi can be estimated as
(1/M)

∑M
m=1 smi, where smi =

∑
s gm(s|Θ)si. Respectively, pij and qj can be

found by steepest ascent maximization of F(Θ,g):

∆pij = γ
∂F
∂pij

, ∆qj = γ
∂F
∂qj

(6)

where γ is a learning rate.
Since we assume that probabilities pij are sufficiently high for components

constituting the i-th factor (fij = 1) and equal to zero for other components
(fij = 0), at each iteration step we put pij = 0 if the j-th component satisfies
inequality

pij < 1−
∏

l 6=i

(1− πlplj), (7)

where the right side of the inequality is the probability that the j-th attribute
appears in the pattern due to other factors except fi. It is interesting to note
that without this threshold truncation of pij , EM does not converge because
of uncertainties arising from the competition between factors defined by pij

and noise defined by qj . The obtained values of pij , qj and πi are used as the
input for the next E-step. EM iterative procedure terminates once all values√∑

j(pold
ij − pnew

ij )2/
∑

j pold
ij (i = 1 . . . L) remained smaller than 2.5 · 10−3 for

20 sequential iterations.
When procedure converges, the final values smi are estimates of the factor

scores. To satisfy the generative model, we binarized those values. The binariza-
tion threshold was chosen to maximize BFA information gain [3].

We restricted EMBFA algorithm to the case of sparse scores, when only a
small number of factors (no more then 3) are supposed to be mixed in the ob-
served patterns. In this case, summation over s in the above formulas is reduced
to

∑

s

(...) = (...)s=0 +
∑

i

(...)s=si +
∑

i<j

(...)s=sij +
∑

i<j<k

(...)s=sijk
, (8)

where si is the vector of factor scores with all zeros except si, sij is the vector
of factor scores with all zeros except si and sj , and sijk is the vector of factor
scores with all zeros except si, sj and sk. An increase of the number of terms in
(8) leads to the considerable rise in computational complexity.

3 Performance of BFA Methods in Solving Bars Problem

In this section we compare efficiencies of EMBFA and DI. DI was developed in
[8] for finding parts-based decompositions of images. The method is based on a
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feed-forward neural network with lateral inhibition. The main idea of the method
is to use lateral inhibition of individual synapses instead of total inhibition of a
neuron. As a result of network learning, neurons of the output layer acquire spe-
cific sensitivity to factors constituting patterns of the data set: the appearance of
a factor in the pattern presented to the input layer leads to the strong activation
of the related neuron at the output layer. Output neurons can be activated when
factors are partially distorted and in the presence of noise. Thus, activity of each
neuron at the output layer provides a gradual estimation of the confidence that
this pattern contains the related factor. To transform gradual activity of output
layer to binary vector of factor scores we used the same binarization procedure
as for EMBFA. Namely we used the binarization threshold maximizing the BFA
information gain.

The performance of the methods are compared using information gain G
[4]. The calculation of G for given dataset X and set of factor scores S can
be performed using special procedure [3] which also derives the parameters of
generative model Θ.

For EMBFA, as well as for DI, the number of desired hidden factors has to be
set in advance. In the majority of computer experiments performed by Spratling
[7], this number was taken twice higher than the actual number of factors. In
our experiments with EMBFA and DI, the predefined number of hidden factors
was also taken twice higher than the actual number of factors.

To start the EM procedure, we set πi = 1/32, qj = 0 and initialized pij with
random values uniformly distributed in the range from 0.3 to 0.8.

Figure 1 demonstrates sensitivity of BFA methods to noise. The noise was
assumed to be distributed uniformly over signal components and factors so that
qj = q for any j, and pij = p for any i and j. We tested BFA methods using
data sets of the size M = 800.

0.0 0.1 0.2 0.3
0.0
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0.4
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0.8
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q

(a)

0.0 0.1 0.2 0.3 0.4
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0.8

G

1-p

(b)

Fig. 1. Information gain G in dependence on q for p = 1 (a) and in dependence on p
for q = 0 (b). ◦ – EMBFA, ¤ – DI. Thick line – “ideal” solution.
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In Fig. 1 “ideal” solution corresponds to the case when all scores are exactly
the same as those used in the generated data set. As expected information gain
decreases when noise increases even for “ideal” solution. And for very noisy data
G tends to zero that means BFA has no sense.

As shown in Fig. 1(a) the performance of EMBFA is better for large q (regard-
ing “ideal” solution) and slightly worsen for small q. In contrast DI demonstrates
strong sensitivity to noise: its performance is almost ideal for q = 0 but it is get-
ting worse for noisy data. EMBFA and DI exhibits similar sensitivity to factor
distortion as to specific noise (Fig. 1(b)).

4 Conclusion

The proposed Expectation-Maximization (EMBFA) method is proved to be suit-
able for Boolean Factor Analysis. In comparison with Dendritic Inhibition (DI)
neural network [7], it demonstrates slightly worse performance when noise is
absent. But in contrast to DI, it exhibits a low sensitivity to noise (both factor
distortion and specific noise).
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VŠB – Technical University of Ostrava, 17. listopadu 15, 708 33 Ostrava – Poruba

michal.prilepok@vsb.cz

Bayesian spam filtering and normalized
compression distance

Michal Pŕılepok
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Abstract. Unsolicited or undesired email messages (i.n. spam) has be-
come a major problem lately. One of the major obstacles is to decrease
a rate of false reports, detected in incoming email. This work concerns
additional comparison of incoming email with previously reported spam
messages. To achieve this goal the normalized compression distance was
used, which further contributed to the decrement of rate of false reports.

Keywords: spam, Bayesian spam filter, NCD, compression

1 Introduction

Nowadays, new methods for spam recognition have to be developed, as spammer
are trying hard to fill our mailboxes with undesired email messages (e.g. adver-
tisement, phishing, . . . . As the amount of unwanted email messages increases,
the existing filtering methods have to adapt to fulfill new requirements for better
performance and efficiency. Basic techniques for fighting spam can be divided
into the following categories:

– analysis of the sender,
– analysis of the content of the message,
– analysis of sponsor.

However, neither of these categories is a self-sufficient. Current state of the
art algorithms use combination of all three methods, which proven to be the best
way of fighting spam [2].

The filters based on content analysis of email messages are the most effective.
These filters utilizes multiple content analysis algorithms to successfully detect
spam. Bayesian spam filtering (BSF) is one class of such a filters using statistical
learning as a tool for content analysis.

Filters based on statistical learning are often trained on some well defined
set of emails, where messages are already marked as spam or ham. In learning
process word counts are extracted and each word is assigned with probability of
occurrence in spam and ham. This information is than stored in the database
for further use. The most commonly used method in this process is distribution

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2011, pp. 442–447.
VŠB – Technical University of Ostrava, FEECS, 2011, ISBN 978-80-248-2449-9.
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of email to words (or other parts of the text). Then the algorithm statistically
calculates for every word the probability of email to be spam of ham.

In detection mode, Bayesian filters utilizes information from database to
decide whether the incoming email is spam or ham. This decision is based on
probability distribution of word occurrence in the document. The probability
that email is a spam is than produced and some threshold value have to be
chosen to deduce about result. As mentioned beforehand, the most commonly
used learning filters are based on Bayes theorem. These types of algorithms
could be incorporated in server layer, where they can analyze the global aspect
of data, as well as on end-user computer where the user decision could be added
to filtering result.

As mentioned beforehand, the most commonly used learning filters are based
on Bayes theorem. These types of algorithms could be incorporated in server
layer, where they can analyze the global aspect of data, as well as on end-user
computer where the user decision could be added to filtering result [1, 2].

Fig. 1. Total spam report volume last year [12]

2 Bayesian spam filtering (BSF)

BSF is a statistical learning technique for filtering emails, which uses naive
Bayesian classifiers. Bayesian classifiers works directly on words in email mes-
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sages. The relations among the words are calculated based on Bayes probability
theorem. After that this probability is used to form the decision of what type of
message incoming email is.

If the message contains the specific word, the probability of being spam can
be calculated using the formula (1): [3–6, 10]:

Pr(S|W ) =
Pr(W |S) ∗ Pr(S)

Pr(W |S) ∗ Pr(S) + Pr(W |H) ∗ Pr(H)
(1)

where:

– Pr(S|W ) is the probability of message S contains the word W,
– Pr(S) is the probability that message is spam,
– Pr(W |S) is the probability that the word W appears in spam message
– Pr(H) is the overall probability that message is not spam
– Pr(W |H) is the probability that the word W appears in ham message.

Probability Pr(W |S) and Pr(W |H) are determined in the learning phase of
filter. But recent statistics indicates that actual probability of the email being
spam is approximately 80% ((Pr(S) = 0.8, P r(H) = 0.2)). In this case Bayesian
filters assume that 80% of checked email is spam and only remaining 20% is
ham.

However, the most of BSF does not assume that there is a-priori reason for
an incoming message to be spam. In this case the probabilities are set to be
equal (Pr(S) = 0.5, P r(H) = 0.5).

This type of filters are considered impartial, so they have no prejudice against
incoming messages. However this assumption allows us to simplify the Bayes
formula (2):

Pr(S|W ) =
Pr(W |S)

Pr(W |S) + Pr(W |H)
(2)

A probability values Pr(W |S) and Pr(W |H) are set up in learning phase.
Therefore, data set for the filter initialization should contain about the same
number of ham and spam messages.

The decisions based on only one word would be very prone to error. So it
makes sense that final conclusion would be based on more words. Therefore, it
is worthy of the Bayesian filter determine the probability of resulting message
examined from more words.

BSF consider the words in document as independent items, but this assump-
tions does not hold for natural language. In natural language the words are
depending on each other so that the probability of one affects the other. With
respect to this, one could derive the formula (3) from Bayes theorem:

p =
p1p2 · · · pN

p1p2 · · · pN + (1− p1)(1− p2) · · · (1− pN )
(3)

where:

– p is the probability that message is a spam,
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– p1 is the probability p(S|W1) that spam message contains a first word,
– p2 is the probability p(S|W2) that spam message contains a second word,
– . . . ,
– pN is the probability p(S|WN ) that spam message contains a Nth word.

The result p is usually compared to a given threshold to decide whether the
message is spam or not, If p is lower than the threshold, the message is considered
to be a ham, otherwise it is considered to be a spam.

3 Normalized Compression Distance (NCD)

The normalized compression distance (NCD) is a mathematical tool to deter-
mine if objects are similar. The object similarity is measured by compression
algorithm and is based on algorithmic complexity developed by Kolmogorov,
called Normalized Information Distance (NID). NCD can be used to determine
similar objects of any type, such as music, texts, or sequences of genes. Lately
NCD has been also applied to other domains such as plagiarism detection or
visual data mining [7–9].

The resulting degree of similarity is calculated by the following formula (4):

NCD =
C(xy)−min(C(x), C(y))

max(C(x), C(y))
(4)

NCD produce a result in interval 0 ≤ NCD(x, y) ≤ 1, results close to 0 mean
that x and y are almost identical.

4 The combination BSF and NCD

To achieve even better rate of spam detection, one can combine BSF with other
remedial techniques. One possibility is combining BSF and NCD, where NCD is
used to further refine results by comparing output of BSF with training set.

This method computes the additional similarity with NCD file, which has
approximately the same size as the tested message. Files with different size after
compression lower chance to be similar to tested message.

The resulting value from NCD is in between 0 and 1, where 0 means maximum
similarity to test message. To be able to combine probabilities from BSF and
NCD, one has to use formula (5) to which has been derived from Bayes theorem.

Pr(NCD) = 1−NCD (5)

Now Pr(NCD) has the same meaning as the BSF probability.
The final result is now obtained with formula (6):

P =
PB ∗ PNCD

PB ∗ PNCD + (1− PB)(1− PNCD)
(6)

where:
– P is final probability of message,
– PB is probability of BSF,
– PNCD is modified probability of NCD.
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5 Conclusion

The algorithms were tested on a dataset with 270 045 emails [11], which consists
of 62.23% spam messages and 36.77% ham messages.

Three variants of algorithms were tested:

1. classical BSF without any modifications
2. combination of BSF and NCD, where NCD checks all emails with BSF value

in 〈0.5, 1〉
3. combination of BSF and NCD, where NCD checks all emails with BSF value

in 〈0.5, 0.75〉.

Classical BSF successfully identified 94.50% spam emails with 4.60% of spam
emails passed through and 9.81% ham messages falsely marked as spam. Total
number of emails marked as spam was 6.52% and processing speed was 288 email
per second.

The second variant of algorithm successfully identified 99.49% of spam emails.
Unidentified spam emails were 0.51% and the number of ham emails marked as
spam raised to the value 12.66%. The overall error rate of algorithm is 4.98%
incorrectly detected emails. Average speed of testing emails was 33.83 emails per
second.

Last modification of BSF with more limited additional control by NCD, has
successfully marked 99.49% of spam emails. Rate of unidentified spam was 0.51%
and ham rate of messages identified incorrectly 12.67%. Average speed of testing
emails was 192 emails per second.

Variants utilizing both BSF and NCD proven to be more successful in spam
detection, however with more ham marked as spam and with much slower pro-
cessing speed. This algorithm would need further research to decrease the amount
of false-positive finding to be massively adapted in consumer email clients. This
is left for further research. The results of experiments are summarized in table 1.

Table 1. Comparison of the results

BSF BSF width NCD (>0.5) BSF width NCD (0.5-0.75)

Spam
Success rate 95.40% 99.49% 99.49%
Error rate 4.60% 0.51% 0.51%

Ham
Success rate 90.19% 87.64% 87.33%
Error rate 9.81% 12.66% 12.67%

Overall error rate 6.52% 4.98% 4.98

Throughput 288.36 32.93 192.59
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Abstract The contribution deals with contact problems for two elastic
bodies with friction. After the description of the problem we present
its discretization based on linear or bilinear finite elements. The semi–
smooth Newton method is used to find the solution. We present active
sets algorithms. The non-symmetric and symmetric case is distinguished
with using BiCGSTAB and CGM, respectively. Finally we will arrive at
the globally convergent dual implementation of the algorithm.

Keywords: contact problems, semi–smooth Newton method, dual formulation

1 Introduction

Let us consider two homogeneous isotropic elastic bodies represented by bounded
domains Ωk ⊂ R2 with sufficiently smooth boundaries ∂Ωk, k = 1, 2. Each
boundary consists of three disjoint parts Γ ku , Γ kp , and Γ kc open in ∂Ωk so that

∂Ωk = Γ
k

u ∪ Γ
k

p ∪ Γ
k

c and Γ
k

u 6= ∅; The zero displacements are prescribed on
Γ ku while surface tractions pk ∈ (L2(Γ kp ))2 act on Γ kp . The bodies may get
into contact on the contact interface given by Γ 1

c and Γ 2
c , where we consider

three contact conditions: the non-penetration of bodies, the transmission of con-
tact stresses, and the Coulomb friction law. Elastic properties of Ωk are de-
scribed by the Lamè constants λk, µk > 0. Finally, assume the volume forces
fk ∈ (L2(Ωk))2.

Our aim is to find an equilibrium state of Ω1 and Ω2. By the solution of this
problem we mean displacement vector fields uk = (uk1 , u

k
2)>, k = 1, 2, satisfying

the equilibrium equations and the Dirichlet and Neumann conditions.
To solve the contact problem with the Coulomb friction we use the method

of successive approximations (fixed–point approach) and in each step we solve
the problem with the Tresca friction (according to a predefined mapping).

The formulation of the contact problem with Coulomb friction results in an
implicit variational inequality of the elliptic type. If we replace the slip bounds
(of the Coulomb friction law) by an à-priori given positive function g defined
on Γ 1

c , we arrive at the contact problem with Tesca friction. This well known
problem is represented by the variational inequality of the second type for which
there is a unique solution (for an appropriate g).

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2011, pp. 448–453.
VŠB – Technical University of Ostrava, FEECS, 2011, ISBN 978-80-248-2449-9.



Semi-Smooth Newton Method for 2D Contact Problems . . . 449

2 Discrete problems

After the discretization of our problem we arrive at

Ku− f +N>λν + T>λt = 0, (2.1)
Nu− d ≤ 0, λν ≥ 0, λ>ν (Nu− d) = 0, (2.2)
|λt,i| ≤ Fiλν,i
|λt,i| < Fiλν,i ⇒ ut,i = 0
|λt,i| = Fiλν,i ⇒ ∃ct ≥ 0 : ut,i = ctλt,i



 i = 1, . . . ,m. (2.3)

We use two Lagrange multipliers λν ,λt ∈ Rm that are the opposite of the dis-
crete relative normal and tangential contact stresses, respectively. The stiffness
matrix and the load vector are represented by K and f , respectively. Matrices
N and T are associated with the contact nodes in normal and tangential dir-
ection, respectively. F stands for the coeficient of the Coulomb friction. Our
unknown vector of the nodal displacement is u. As this is just short report we
have omitted the corresponding dimensions.

In order to obtain the discrete contact problem with Tresca friction, we re-
place Fiλν,i in (2.3) by the entries gi of g ∈ Rm, g ≥ 0.

Next we use the equivalent formulation of the previous problems as the sys-
tems of non-smooth equations. We introduce the projection mappings

P Rm+ : Rm 7→ Rm+ PΛ(r) : Rm 7→ Λ(r)

with Rm+ := {µ ∈ Rm : µ ≥ 0}, Λ(r) := {µ ∈ Rm : |µ| ≤ r}, respectively and
r ∈ Rm, r ≥ 0. The definitions of the components of P Rm+ , PΛ(r) are based on
the max-function in R1:

(P Rm+ )i(µ) = max{0, µi}, (2.4)

(PΛ(r))i(µ) = max{0, µi + ri} −max{0, µi − ri} − ri. (2.5)

Denote y := (u>,λ>ν ,λ
>
t )> ∈ R2n+2m and consider a parameter ρ > 0. The

discrete contact problem with Coulomb friction is equivalent to the equation

G(y) = 0 (2.6)

where G : R2n+2m 7→ R2n+2m is defined by

G(y) :=



Ku− f +N>λν + T>λt
λν − P Rm+ (λν + ρ(Nu− d))
λt − PΛ(Fλν)(λt + ρTu)


 .

2.1 Algorithms

As we use the semi-smooth Newton method (SSNM) our algorithms are based
on the following iterative scheme:

F o(y(k−1))y(k) = F o(y(k−1))y(k−1) − F (y(k−1)), k = 1, 2, . . . , (2.7)
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where F : R2n+2m 7→ R2n+2m is slantly differetiable and F o(y) is a slanting
function to F at y ∈ R2n+2m. It is well known that sequence {y(k)} generated
by (2.7) converges superlinearly to the solution of F (y) = 0 when the initial
iterate y(0) ∈ R2n+2m is a sufficiently accurate approximation of the solution.

We will show an implementation of SSNM that is equivalent to an active
set algorithm. Firstly, let us introduce notations. Let M = {1, 2, . . . ,m} be the
set of all indices and let y = (u>,λ>ν ,λ

>
t )> ∈ R2n+2m be given. The active set

Aν := Aν(y) corresponding to the non-penetration condition is defined by

Aν(y) = {i ∈M : λν,i + ρ(Nu− d)i > 0}
and the respective inactive set is its complement Iν := Iν(y) =M\Aν(y). For
S ⊆M we introduce the diagonal matrix

DS = diag(s1, . . . , sm) ∈ Rm×m, si =

{
1 for i ∈ S,
0 for i /∈ S.

Non–symmetric case. First we propose the algorithm for direct solving dis-
crete contact problems with Coulomb friction. To this end we introduce two
inactive sets I+

t := I+
t (y), I−t := I−t (y) corresponding to the condition of Cou-

lomb friction:

I+
t (y) = {i ∈M : λt,i + ρ(Tu)i > Fiλν,i},
I−t (y) = {i ∈M : λt,i + ρ(Tu)i < −Fiλν,i}.

The respective active set is At := At(y) =M\ (I+
t (y) ∪ I−t (y)). After suitable

adjustments we arrive at the following algorithm.

Algorithm ActiveSetCoulomb1

(0) Set k := 1, ρ > 0, εu > 0, u(0) ∈ R2n, λ(0)
ν ,λ

(0)
t ∈ Rm.

(1) Define the active and inactive sets at y = ((u(k−1))>, (λ(k−1)
ν )>, (λ(k−1)

t )>)>:

Aν = Aν(y), Iν = Iν(y), At = At(y), I+
t = I+

t (y), I−t = I−t (y).

(2) Solve:



K N> T>

DAνN DIν 0
DAtT F(DI−t −DI+

t
) DI+

t ∪I−t





u(k)

λ(k)
ν

λ
(k)
t


 =




f
DAνd

0


 .

(3) Set err(k) := ‖u(k) − u(k−1)‖/‖u(k)‖. If err(k) ≤ εu, return u := u(k),
λν := λ(k)

ν ,
and λt := λ

(k)
t .

(4) Set k := k + 1 and go to step (1).
As we deal in step (2) with non–symmetric matrices with generalized saddle–

point structure we use BiCGSTAB.
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Symmetric case. The only difference when we want to propose the algorithm
for solving the discrete problem with Tresca friction is in the definition of inactive
sets when Fiλν,i is substituted by gi. The algorithm then differs only in the
step (2). The matrix now can be made symmetric and we can use CGM. The
algorithm stays the same and the step (2) is presented below.

Algorithm ActiveSetTresca
(2) Solve:




K N>Aν T
>
At

NAν 0 0
TAt 0 0






u(k)

λ
(k)
ν,Aν
λ

(k)
t,At


 =



f − T>I+

t
gI+

t
+ T>I−t gI−t

dAν
0


 ,

and set λ(k)
ν,Iν = 0, λ(k)

t,I+
t

= gI+
t

, λ(k)

t,I−t
= −gI−t .

In order to solve the discrete contact problem with Coulomb friction, one
can use the algorithm ActiveSetTresca in each successive approximation. In or-
der to achieve high computational efficiency, we prefer the inexact implement-
ation in which one iteration of the algorithm ActiveSetTresca is performed. In
other words, we modify the algorithmic scheme ActiveSetTresca so that we take
g := F max{λ(k−1)

ν , 0} in the beginning of each iteration.

3 Implementation

In this section, we interpret each step (2) of algorithm ActiveSetTresca as the
minimization of a strictly quadratic objective function in terms of λ, for that one
can use the conjugate gradient method. We will arrive at the globally convergent
dual implementation of the algorithm; see [3].

We start with notations.

A = {i| i ∈ Aν} ∪ {i+m| i ∈ At} and I = {1, 2, . . . , 2m} \ A.

Denote

B =
(
N
T

)
, c =

(
d
0

)
, λ =

(
λν
λt

)
,

and
q(λ) =

1
2
λ>Aλ− λ>b,

where A = BK−1B>, b = BK−1f − c. Finally note that the gradient to q at
λ reads as

∇q(λ) = Aλ− b.
The linear system in step (2) of algorithm ActiveSetTresca reads as

(
K B>A
BA 0

)(
u(k)

λ
(k)
A

)
=
(
f̂
cA

)
, (3.8)
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where f̂ = f − T>I+
t
gI+

t
+ T>I−t

gI−t and the remaining components of λ(k) are
given by

λ
(k)
ν,Iν = 0, λ(k)

t,I+
t

= gI+
t
, λ

(k)

t,I−t
= −gI−t . (3.9)

The following lemma interprets the solution.

Lemma 1. (i) Let A = ∅. Then λ(k) is fully determined by (3.9) and

u(k) = K−1f̂ = K−1(f −B>λ(k)).

(ii) Let A 6= ∅. Then λ(k)
A is the minimizer to the problem

min
1
2
λ>AAAAλA − λ>Ab̂A, (3.10)

where b̂A = BAK
−1f̂ − cA. The remaining components of λ(k) are given by

(3.9) and

u(k) = K−1(f̂ −B>Aλ(k)
A ) = K−1(f −B>λ(k)).

In the next lemma, we show how to define the active and inactive sets without
the knowledge of u(k).

Lemma 2. Let λ = λ(k). It holds:

Aν = {i ∈M : λν,i − ρ∇iq(λ) > 0}.
I+
t = {i ∈M : λt,i − ρ∇i+mq(λ) > gi},
I−t = {i ∈M : λt,i − ρ∇i+mq(λ) < −gi}.

Finally, we show how to determine λ(k) via the constrained minimization
problem.

Lemma 3. Let A 6= ∅. Then λ(k) determined in step (2) of algorithm Active-
SetTresca is the minimizer of the problem:

min q(λ) (3.11)
subject to λν,Iν = 0, λt,I+

t
= gI+

t
, λt,I−t = −gI−t . (3.12)

Algorithm ActiveSetTresca (Dual Version: Implementation 1)

(0) Set k := 1, ρ > 0, ελ > 0, λ(0) ∈ R2m.
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(1) Define the active and inactive sets at λ = λ(k−1):

Aν = {i ∈M : λν,i − ρ∇iq(λ) > 0},
I+
t = {i ∈M : λt,i − ρ∇i+mq(λ) > gi},
I−t = {i ∈M : λt,i − ρ∇i+mq(λ) < −gi},
Iν =M\Aν , At =M\ (I+

t ∪ I−t )

and A, I.
(2) If I 6= ∅, set λ(k)

I so that λ(k)
ν,Iν = 0, λ(k)

t,I+
t

= gI+
t
, λ

(k)

t,I−t
= −gI−t .

If A 6= ∅, find

λ
(k)
A := arg min

1
2
λ>AAAAλA − λ>Ab̂A.

(3) Set err(k) := ‖λ(k) − λ(k−1)‖/‖λ(k)‖. If err(k) ≤ ελ, return

u := K−1(f −B>λ(k)), λ := λ(k)

and stop.

(4) Set k := k + 1 and go to step (1).

At this moment we implement CGM in step (2) of this last algorithm. Some
numerical experiments have been done.
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Abstract. Intrusion Detection System (IDS) is a system, that monitors
network traffic and tries to detect suspicious activity. In this paper we
discuss the possibilities of application of Support Vector Machines (SVM)
for use in the IDS. There we used SVM as classification SVM of type 1,
known too as C-SVM. By appropriate choosing of kernel and SVM pa-
rameters we achieved improvements in detection of intrusion to system.
Finally, we experimentally verified the efficiency of applied algorithms in
IDS.

Key words: Intrusion Detection System, SVM, kernel

1 Introduction

Three criteria are important for computer systems security: confidentiality, in-
tegrity and availability. Computer security is defined as a protection against
threads for these criteria. The major manners of computer security are tech-
niques like user authentication, data encryption, avoiding programming errors
and firewalls. They are known as first line of defense. The last line of defense
is used Intrusion Detection System (IDS). An Intrusion Detection System is
software application (device respectively) that monitors network and system ac-
tivities for malicious attempts, threads or policy violations and produces reports
and statistics. Several machine-learning paradigms including soft computing ap-
proach [2], neural networks and fuzzy inference system [11], genetic algorithms
[14], Bayesian network, matrix factorization approach [16], multivariate adap-
tive regression splines etc. have been investigated for the design of IDS. In this
paper we investigate and evaluate the performance of classification via Support
Vector Machines. The motivation for using SVM is to improve the accuracy of
the Intrusion Detection System.

2 Classification SVM of type 1 (C-SVM) and their
parameters

Support Vector Machine (SVM) is a preferably technique for linear binary data
classification. In [10] authors state that a classification task usually involves

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2011, pp. 454–459.
VŠB – Technical University of Ostrava, FEECS, 2011, ISBN 978-80-248-2449-9.
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separating data into training and testing sets. Each instance in the training set
contains one target value (i.e. the class labels) and several attributes (i.e. the
features or observed variables). The goal of SVM is to produce a model (based
on the training data) which predicts the target values of the test data given only
the test data attributes.

Fig. 1. General linear binary classification case.

Given a binary training set (xi, yi), xi ∈ Rn, yi ∈ {−1, 1}, i = 1, . . . ,m, the
basic variant of the SVM algorithm attempts to generate a separating hyper-
plane in the original space of n coordinates (xi parameters in vector x) between
two distinct classes, Fig. 1. During the training phase the algorithm seeks for
a hyper-plane which best separates the samples of binary classes (classes 1 and
−1). Let h1 : wx + b = 1 and h−1 : wx + b = −1 (w,x ∈ Rn, b ∈ R) be possible
hyper-planes such that majority of class 1 instances lie above h1 and majority
of class −1 fall below h−1, whereas the elements coinciding with h1, h−1 are
hold for Support Vectors. Finding another hyper-plane h : wx + b = 0 as the
best separating (lying in the middle of h1, h−1), assumes calculating w and b,
i.e. solving the nonlinear convex programming problem. The notion of the best
separation can be formulated as finding the maximum margin M that separates
the data from both classes. Since M = 2 ‖w‖−1, maximizing the margin cuts
down to minimizing ‖w‖ Eq.(1).

min
w,b

1
2
‖w‖2 + C

∑

i

εi (1)

with respect to: 1− εi − yi(w · xi + b) ≤ 0, −εi ≤ 0, i = 1, 2 . . . ,m
Regardless of having some elements misclassified (Fig. 1) it is possible to bal-

ance between the incorrectly classified instances and the width of the separating
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margin. In this context, the positive slack variables εi and the penalty param-
eter C are introduced. Slacks represents the distances of misclassified points to
the initial hyper-plane, while parameter C models the penalty for misclassified
training points, that trades-off the margin size for the number of erroneous clas-
sifications (bigger the C smaller the number of misclassifications and smaller
the margin). The goal is to find a hyper-plane that minimizes misclassification
errors while maximizing the margin between classes. This optimization problem
is usually solved in its dual form (dual space of Lagrange multipliers):

w∗ =
m∑

i=1

αiyixi (2)

where C ≥ αi ≥ 0, i = 1, . . . ,m, and where w∗ is a linear combination of train-
ing examples for an optimal hyper-plane. However, it can be shown that w∗

represents a linear combination of Support Vectors xi for which the correspond-
ing αi Langrangian multipliers are non-zero values. Support Vectors for which
C > αi > 0 condition holds, belong either to h1 or h−1. Let xa and xb be two
such Support Vectors (C > αa, αb > 0) for which ya = 1 and yb = −1. Now b
could be calculated from b∗ = 0.5w∗(xa + xb), so that classification (decision)
function finally becomes:

f(x) = sgn
m∑

i=1

αiyi(xi · x) + b∗ (3)

To solve non-linear classification , one can propose the mapping of instances
to a so-called feature space of very high dimension: ϕ : Rn → Rd, n � d i.e.
x → ϕ(x). The basic idea of this mapping into a high dimensional space is to
transform the non-linear case into linear and then use the general algorithm
already explained above Eqs. (1), (2), and (3). In such space, dot-product from
Eq. (3) transforms into ϕ(xi) · ϕ(x). A certain class of functions called kernels
[6] for which k(x,y) = ϕ(x) · ϕ(y) holds, are called kernels. They represent
dot-products in some high dimensional dot-product spaces (feature spaces), and
yet could be easily recomputed into the original space. As example was chosen
a Radial Basis Function Eq. (4), also known as Gaussian kernel [1], and was one
of implemented kernels in the experimenting procedure.

k(x,y) = exp(−γ ‖x− y‖2) (4)

Now Eq. (3) becomes:

f(x) = sgn
m∑

i=1

αiyik(xi · x) + b∗ (5)

After removing all training data that are not Support Vectors and retraining
the classifier, the same result would be obtained [6] by applying the function
above. Thus, one depicted, Support Vectors could replace the entire training
set, which is the central idea of SVM implementation.
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3 Experiments

The data used for training and testing was prepared by the Agency DARPA
intrusion detection evaluation program in 1998 at MIT Lincoln Labs [13]. Ex-
periments were performed on a collection containing five pairs of data sets: the
learning set (5092 vectors of 42 attributes) and testing set (6890 vectors of 42
attributes). Each pair represents a learning and testing data for one type of five
classes of network attacks. Individual vectors describing the network traffic are
described by 41 attributes (range 0− 1, is therefore not necessary to normaliza-
tion). The 42nd attribute was used in learning process. The attribute determines
type of network attack in the question. In the case of testing, the existence of the
attribute was neglected. We measure only classification accuracy of the vector,
that describes the network attack.

3.1 Classification Using SVM type 1 (C-SVM)

It is necessary to determine the appropriate combination of parameters C and γ
for better efficiency. In our experiment, the parameter C is in the range of 2−5

and 215 in increments of powers of 2 and a parameter γ is in the range of 2−15 and
23 in increments of powers of 2. We used 110 combinations of parameters C γ in
total. In the case of same results of prediction with different parameters C and γ,
the combination of parameters with the lowest time-intensive calculation model
was chosen. In Tables 1,2, 3, and 4 is possible to see the best result combination.

The four most utilized kernel functions (linear, polynomial, RBF and sig-
moid) was used for process of learning. As technology, we used library LibSVM [5].

Table 1. Classification using linear kernel.

Attack type Training time C γ Accuracy
(s) (%)

Normal 0.71 2−1 2−1 99.55
Probe 0.25 23 2−1 99.81
DOS 0.35 27 2−3 99.81
U2R 0.17 23 2−3 99.80
R2L 0.35 25 2−5 99.64

4 Conclusion

In this paper we have described the method for the illustrated prediction accu-
racy by using SVM in the IDS. The best average success in SVM algorithm is
more than 99%. Best of all kernels is RBF kernel, it has a success rate 99.846%.
It will be useful to compare these kernel methods on other document collections.
In our future work we will investigate other kernel functions to search for better
attacks prediction in the IDS and SVM paralelization.
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Table 2. Classification using polynomial kernel.

Attack type Training time C γ Accuracy
(s) (%)

Normal 0.78 213 2−7 99.83
Probe 0.24 2−3 2−1 99.81
DOS 0.47 29 2−5 97.18
U2R 0.16 215 2−5 99.80
R2L 0.24 215 2−5 99.71

Table 3. Classification using RBF kernel.

Attack type Training time C γ Accuracy
(s) (%)

Normal 0.88 21 2−3 99.87
Probe 0.26 25 2−5 99.90
DOS 0.29 215 2−7 99.88
U2R 0.18 29 2−3 99.83
R2L 0.37 213 2−7 99.75

Table 4. Classification using sigmoid kernel.

Attack type Training time C γ Accuracy
(s) (%)

Normal 0.95 25 2−5 99.58
Probe 0.38 27 2−5 99.88
DOS 0.43 215 2−9 99.83
U2R 0.20 25 2−3 99.83
R2L 0.42 211 2−7 99.65

Table 5. Classification using SVM.

Attack type SVM kernel

linear polynomial RBF sigmoid

Normal 99.550 99.830 99.870 99.580
Probe 99.810 99.810 99.900 99.880
DOS 99.810 97.180 99.880 99.830
U2R 99.800 99.800 99.830 99.830
R2L 99.640 99.710 99.750 99.650
Average 99.722 99.266 99.846 99.754
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Abstract. Robot Soccer is a very attractive platform in terms of research. It 

contains a number of challenges in the areas of robot control, artificial intelli-

gence and image analysis. This article presents a look at the overall architecture 

of the game and describes some results of our experiments, mainly in analysis 

and optimization of strategies. 

1   Introduction 

Robot soccer is interesting mainly for its multi-agent research [1], including real-time 

image processing [2] and control, path planning, obstacle avoidance and machine 

learning. The robot soccer game presents an uncertain and dynamic environment for 

cooperating agents [3]. 

In robot soccer, the game situation in the playground is typically read in terms of 

the robot postures and ball position. Using real-time information of this dynamically 

changing game situation, the system of robot soccer team would need to continually 

decide the action of each team robot, and to direct each robot to perform a selected 

action. 

The very objective of the game is as simple as in real football. Win the game over 

an opponent by higher number of scored goals. To achieve this goal it is necessary the 

best possible cooperation of team players and adaptability to the opponent's actual 

strategy. However, this often is not quite as easy, because your opponent is obviously 

trying the same thing. 

2   Architecture 

The main objective was to create a unified and robust library for robot soccer game, 

which will be used for the game of real robots and also for the game running in the 

simulator. The library consists of a number of interconnected modules that contain the 

functionality required for prediction, image analysis and derivation of the opponent's 

strategy or robot control. Such architecture brings many advantages. In particular, the 

possibility to experiment with different methods used to select the best winning strate-

gy, or even create partially simulated game containing real and simulated robots. 
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One of the key elements of the library is storage. Storage is used as a global 

repository of information about the current game. It contains the coordinates and 

speed of the robots of both teams and a ball. Information about the robot also includes 

a so-called MoveTo coordinates, which are calculated by strategies and that tell the 

simulator or physical robots, where should the robot move in next steps. 

Our library also includes a multi-threaded support which means that the simulator 

engine and strategies for both teams now runs in separate threads. In practice, it looks 

like this. Simulator engine at regular intervals pulls current MoveTo coordinates of all 

robots from the storage, then calculates the new coordinates of real objects on the 

gamefield, redrawn the gamefield area of simulator and fill the newly calculated 

coordinates of all objects back into storage. At the same time there runs algorithms in 

separate threads for strategies of both teams. These algorithms can pull the current 

real coordinates of all objects on the gamefield from storage, according to them 

selects the appropriate rule from strategy and after tactics, fills the new MoveTo 

coordinates for each robot back into Storage. This cycle is repeated until the end of 

the game. 

 

 

 
 

Fig. 1. Inner game representation 

3   Strategies and Tactics 

The strategy is a list of rules that describe the behavior of robots due to the current 

situation on the gamefield. Since a real coordinates of robots in the physical scene 

would be too detailed, here we introduce the grid coordinates (Fig. 1), which are also 

much more illustrative. The gamefield is logically divided into 6 x 4 squares and these 

grid coordinates are used by strategies. Each rule thus contains the grid coordinates of 

the ball, my and opponent’s robots and also coordinates of where to move my robots. 

A more detailed description of strategies and rules can be found in [4]. 

Tactics are located under the strategies in the term of hierarchy so tactics are per-

formed after strategies. The rule of strategy determines into which square (grid coor-

dinate) robot has to move but only tactics determines the way how to get there. Tactics 

affect the behavior of the robot at a lower level than strategy, i.e. whether it can shoot, 

pass the ball, or to go toward the goal with the ball.  
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3.1   Generation of Offensive strategies 

The main idea here is to generate an offensive strategy. One possible way is by ana-

lyzing the log from the recorded game. For this purpose we can use our simulator. In 

every step of the game, simulator records the coordinates of all robots on the game-

field, coordinates of the ball and the rules of the strategies that were at the moment 

chosen for both teams. From this log we are able to easily reconstruct the course of the 

game and find out the last selected rule from opponent’s strategy that has led to his 

scoring. This rule is extracted and put it into the set of rules of the other team to im-

prove their strategy. The results of these experiments show that adding this rule, and 

then playing the same game, it is possible to substantially alter the development of the 

whole match, or even change the overall result for benefit of the other team.  

In future work we would like to focus on generating defensive strategy that works 

similarly to the above mentioned case. From the last rule before the goal, we create 

defensive rule, which prevents the original rule to be executed on the opponent’s side. 

These experiments are currently based on information from the log but for future 

practical use we plan to generate offensive and defensive strategies in real-time during 

game. 

 

 

 
Fig. 2. Hub rule 19 

3.2   Hub strategies 

Before we discuss the problem of the hub strategy, firstly we introduce ranking model 

of strategies. K. Bryan and T. Leise [5] rank the importance of web pages according to 

an eigenvector of a weighted link matrix. This model is helpful to rank strategies. But 

strategy ranking is different to page ranking. In [5], a core idea in assigning an 

importance score to any given web page is that the page’s score is derived from the 

links made to that page from other web pages. The links to a given page are called the 

backlinks for that page. The web thus becomes a democracy where pages vote for the 

importance of other pages by linking to them.  



Robust library for Robot Soccer Game 463

However, in strategy ranking, the strategy’s score is derived from the links made 

from that strategy to other strategies. The links from a given strategy are called the 

forwardlinks for that strategy. The strategy thus becomes a power where strategies 

influence other strategies by linking to them. The strategy that has more links to other 

strategies is more important because that strategy has more influence on the process of 

game, the game situation is mostly depend on the follow-up execution of that strategy. 

In addition, this kind of strategy is a hub because many other strategies have to be 

achieved through it (Fig. 2). If we can destroy opponent’s hub, then we eliminate most 

of the follow-up rules of opponent. Also to protect our strategy, we can find our hub 

and replace it with other rules that do not have this one common element by creating 

so-called parallel strategy. 

 

 

 
 

Fig. 3. Main screen of Robot Soccer Simulator 

4   Robot Soccer Simulator and Strategy Creator 

One part of the library is a 2D Simulator that has been mentioned several times before 

(Fig. 3). Its use in the robot soccer game is almost necessary, especially for testing 

new strategies and tactics, or simply if you do not have a sufficient number of physical 

robots. The simulator also allows us to replay a recorded game from log, which is 

perfect for subsequent analysis of the previously played match. 

An integral part of the simulator is an application called Strategy Creator, which is 

used for easy and intuitive creation of our strategies for the above-mentioned robot 

soccer library. The strategy is created by insertion of rules that are created based on 
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the current situation on the gamefield. Strategy Creator also includes area called the 

region of interest (represented by a square around the ball), which prioritizes robots 

that are located within this area, when selecting the best rule from the strategy. 

5   Conclusion 

Description of strategy as well as the very architecture of robot soccer game is still an 

open question. Many researchers propose different approaches how to describe strate-

gies or design architecture. We present one of many possible solutions, architecture 

based on several interconnected modules that contain the necessary functionality. This 

architecture allows us to experiment with different modules independently of the rest 

of the library. This article describes some methods for improvement of this architec-

ture on which we are currently working on. Due to constantly improving the function-

ality of these modules, library is in constant development. 

6   Publications 

The following list contains only sent articles: 

 

Experimental Soccer Robot Identification Using Light-Emitting Diodes 

Martinovič J., Ochodková E., Svatoň V. and Kocyan T. 

 

Improvement of Hub Strategy in Robot Soccer Game 

Wu J., Snášel V., Martinovič J., Ochodková E., Svatoň V. and Abraham A. 

 

Generation of Offensive Strategies in Robot Soccer Game 

Wu J., Snášel V., Martinovič J., Ochodková E. and Svatoň V. 
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Abstract. Image processing can consists of segmentation. It could be
performed by a human or an algorithm. In both cases, results can be
evaluated by different methods. Such evaluation compares two segmen-
tations, typically. This could serve for evaluation of quality of current
segmentation or whole algorithm. Still, the results are based on one of
many evaluation methods. Poor quality of evaluation method will lead
to misleading results of quality of the segmentation algorithm. There-
fore, evaluation methods should be also evaluated. Following article will
present some evaluation methods, evaluation methodology and a data
set. Results will show the quality of each evaluation method.

Keywords: Segmentation evaluation, Segmentation Difference.

1 Evaluation methods

Evaluation of segmentations is often done by humans. The main advantage is
natural view on results. On the other hand, the evaluation is very slow and costly.
Many algorithms for automatic evaluation of segmentations were proposed. They
differ by limitations on segmentations, speed and quality. The first two can be
and was easily measured but the third was omitted. Still, it is crucial to know the
quality of evaluation algorithm. Results of low quality evaluation are useless. This
article tries to describe and present evaluation of evaluation methods. Results are
then used for classification of presented algorithms. Following section provides
overview of segmentation evaluation algorithms, evaluation methodology, testing
data set and the results of quality evaluation.

Detailed description of all methods would be too extensive, so only references
will be provided. Few methods had to be extended because they were proposed
for comparison of two segments only. Such extensions will be described.

Methods evaluating segmentations can be split into two different categories.
Methods from the first category evaluate segmentation using the original image.
In the second category, methods do not use the original image, thus they evaluate
two segmentations to each other.

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2011, pp. 465–470.
VŠB – Technical University of Ostrava, FEECS, 2011, ISBN 978-80-248-2449-9.
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1.1 Image-Segmentation Methods

First category consists of methods evaluating a segmentation using the original
image. They include measuring of mean color, deviation of color in segments and
contrast on segment borders, typically.

Goddness Uniformity (GU) [14] uses only the deviation of color. The same
approach is used in Figure of Certainty (FOC) [14]. Variation of color in seg-
ments, as well as number of segments, was proposed Liu and Yang (LY ) [7].
Borsotti et al. (BC) [1] used the same approach but penalized equally sized
segments.

On the other hand, Levine and Nazif (LN) [6] proposed measuring of contrast
of neighboring segments weighted by the length of the common border. The only
method, that uses variation of color in segments, as well as contrast between
neighboring segments, was proposed in Zeboudj contrast (ZC) [2]. Using the
smallest neighborhood could lead to very high sensitivity to noise.

1.2 Segmentation-Segmentation Methods

Pair of Multi-class Errors (MI , MII) were proposed by W. A. Yasnoff et al. [14].
They require the same number of segments and corresponding segments have
to have the same index. The same requirement occurs in Symmetric Divergence
(SY D) [14]. D. Martin et al. proposed three quite similar methods (GCE, LCE,
BCE) [5, 11]. They are independent on number of segments and does not need
a priori knowledge of correspondence. Using the similarity of these methods,
another method was artificially created (GBCE) [12].

One of many methods proposed by Q. Huang and B. Dom is called Hamming
distance (HD) [5]. They proposed also 4 other methods without any naming.
The only of them, which can be easily and practically used, is called H2µ [4]. It
is second proposed method that uses mean distances.

The simplest method denoted as Partition Distance (PD) [3] sums only sizes
of intersections of corresponding segments. On the other hand, it requires equally
numbered corresponding segments. Such condition is fulfilled by preprocessing of
both segmentations. Same formula is proposed by Meilă and Heckerman (MH)
[10]. The correspondence is found in original segmentations, therefore the results
would totally differ from PD. Larsen (L) [9] uses relative size of intersections and
takes the largest one only. The last presented method that uses intersections was
proposed by Van Dongen (V D) [5]. It is one of few methods which are metrics.

Following methods are based on distance measuring. Such evaluations are
slower than previous methods which used only sizes of intersections. On the
other hand, distance of pixels to a single set can be computed in O(n) time
which is practically still fast enough. Yasnoff et al. (Y D) [13] proposed sum of
square of distances. Unfortunately, the results cannot be normalized. Figure of
Merit (FOM) [14] multiplies the square by a parameter, one is added and the
reciprocal value is taken. The results are higher than zero but lower or equal to
one, evidently. Monteiro and Campilho (MC) [11] used combination of distance
and logarithm of distance. Again, the results cannot be normalized.
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Another group of methods compute number of couples of pixels. Both pixels
of each couple can occur either in the same segment, or in the different seg-
ments. In case of two segmentations, each couple can have one of four possible
properties according to being/not being in the same segment in first/second seg-
mentation. Number of such couples are denoted naturally as N11, N10, N01 and
N00. Following methods use these four variables only.

Jaccard (JC) [5] divided N11 by sum of N11, N10 and N01. Fowlkes and
Mallows (FM) [9] used geometric mean in the numerator. Wallace (W ) [5] used
similar formula as Jaccard, but he used either N01 or N10 to obtain two symmet-
rical results. Another metric was defined by Mirkin (M) [9]. We could obtain
method proposed by Rand [5] from M by simple linear modification. There-
fore, the quality evaluation of both methods will be the same. Rand method
was extended for fuzzy segmentations (PRI) [5]. Still, the results for discrete
segmentations are the same.

Last group of methods is based on statistical approach. Object Count Agree-
ment (OCA) [14] evaluates the number of segments only. It uses limit, integral
and gamma function. Classical entropy of information is used in Normalized
Mutual Information (NMI) [5]. The basis was taken and another metric has
arisen. It is called Variation of information (V I) [9].

1.3 Extension of Methods

Some methods evaluate only single segment but we need evaluation of whole
segmentations. Methods MI , MII and FOM are modified and denoted as SMI ,
SMII and SFOM . Modification can be expressed by the following formula:

SX(S1, S2) =

∑
s∈S1

|s| ·X(s, corr(s))∑
s∈S1

|s| , (1)

where X is original method and corr(s) is segment corresponding to segment s.

1.4 Segmentation Difference

Following proposed method belongs to segmentation-segmentation category. It
will be presented in more detail. Segmentation Difference (SD) was already
proposed and presented in [12]. Basis of the method was retained but slight
modifications were made.

SD(S1, S2) = (GD(S1, S2), BDx(S1, S2)), (2)

GD(S1, S2) =
∑
i |ci| · g(i)∑

i |ci|
, (3)

g(i) = − log2




∑

j∈ci1

(
|s1j |∑

k∈ci1
|s1k|

)2

 ·


∑

j∈ci2

(
|s2j |∑

k∈ci2
|s2k|

)2



 ,(4)
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BD1(S1, S2) =

∑
i

(∑
j∈ci1

d(j, ci2) +
∑
j∈ci2

d(j, ci1)
)

9 · w · h ·
√

w · h
, (5)

BD2(S1, S2) =
2 ·∑i |ci|

(∑
j∈bord(ci1) d(j,bord(ci2))

|bord(ci1)| +
∑

j∈bord(ci2) d(j,bord(ci1))

|bord(ci2)|

)

3 ·
√

w · h ·∑i |ci|
,(6)

|ci| =
∑

j∈ci1

|s1j |+
∑

j∈ci2

|s2j |, (7)

d(j, x) = min
k∈x
||j − k||2, (8)

where s12 is the second segment from the segmentation S1, ci1 is segment from
i-th correspondence and segmentation S1, d(j, x) is distance of a pixel j to a set
of pixels x, w and h are width and height, respectively, and bord(x) is set of
border pixels of a segment x.

Correspondence virtually connects segments from both segmentations. It
could be categorized according to number of segments. One-one correspondence
includes only one segment from each segmentation. One-many can contain more
than one segment but either from the first or the second segmentation. Finally,
many-many can include arbitrary number of segments from both segmentations.

The results of a method can differ greatly according to used type of corre-
spondences. Segmentation Difference can process many-many correspondences.
Still, we could use one-many only. Two different BD variants were presented.
In conjunction with two possible types of correspondence, we could use four dif-
ferent variants of Segmentation Difference (see table 1). All four variants were
evaluated.

BD1 (5) BD2 (6)

one-many SD1 SD3

many-many SD2 SD4

Table 1. Table of variants of Segmentation Difference using different types of corre-
spondence and different definition of Border Distance.

2 Methodology and Results

Image segmentation database was created in Berkeley [8]. It consists of 300 im-
ages and each image was segmented by four humans at least. In case of image-
segmentation evaluation methods, each method should evaluate a segmentation
belonging to the correspondent image by a lower number and the segmentation
from different image by a higher number. If we obtain results of a single method
using all the images and segmentations, we could define a threshold that will
determine which numbers are low and which are high. Practically, there will be
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some results, which will belong to the higher numbers even if it represents seg-
mentation corresponding to the image. This is denoted as false rejection (FR).
Symmetrically, low result which represents segmentation from different image
is denoted as false acceptation (FA). Rates of both types of errors could be
computed from the whole set of results. Naturally, we search for the optimal
threshold, which will decrease the total error rate to the minimum. Such optimal
threshold error rate will represent quality of an image-segmentation algorithm.
Similarly, we could obtain results from evaluation of couples of segmentations
using segmentation-segmentation algorithms. The quality of an algorithm is the
error rate of optimal threshold. Number of results of image-segmentation algo-
rithm was 980700. Number of results of symmetrical segmentation-segmentation
algorithms was 5341546, while for asymmetrical algorithms it was 10683092 re-
sults.

FR FA 0.0000000000
ZC 0.06 0.05 0.3163930000
GU 0.17 0.13 0.3616590000
FOC 0.2 0.12 0.1080047000
LN 0.15 0.21 0.3062310000
LY 0.38 0.12 0.4998090000
BC 0.02 0.48 0.4998096000
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Fig. 1. Results of quality evaluation of image-segmentation and segmentation-
segmentation algorithms.

Image-segmentation and segmentation-segmentation algorithms are evalu-
ated separately due to different basis of evaluation approaches and practical use.
Error rates of optimal thresholds can be seen in graphs in figure 1. Error rate is
presented by fractional numbers. The lower the error is, the higher the quality
of an evaluation algorithm is.
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3 Conclusion

Presented methods were implemented and evaluated using large image segmenta-
tion data set. Quality evaluation showed great differences in presented methods.
Best image-segmentation method was Zeboudj contrast with total error around
10%. In case of segmentation-segmentation algorithms, the best was proposed
SD3 algorithm with average error lower than 3.3%.

References

1. M. Borsotti, P. Campadelli, and R. Schettini. Quantitative evaluation of color
image segmentation results. Pattern Recogn. Lett., 19:741–747, June 1998.

2. Jean-Pierre Cocquerez and Sylvie Philipp-Foliguet. Analyse d’images : filtrage et
segmentation. Masson, Paris, 1995.
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Abstract. The Mean-Shift segmentation method is very popular for its
good segmentation and filtration results. Many variations of Mean-Shift
methods appeared in the last years in order to improve segmentation
quality and, especially, the speed. In this paper, a hierarchical approach
to the Mean-Shift segmentation is discussed. We present our methods
called Hierarchical Blurring Mean-Shift and Hierarchical Evolving Mean-
Shift.

Keywords: mean-shift, segmentation, filtration, hierarchy, acceleration

1 Introduction

In 1975, the Mean-Shift (MS) algorithm was presented [2]. It is a clustering
algorithm often used for filtration and segmentation of various datasets. In this
paper, we will focus on filtering and segmenting digital images represented by a
set of pixels. Original MS has quite good results in respect of a filtration quality
but has a disadvantage in an insufficient speed. Therefore, in the last years many
new variations of Mean-Shift methods appeared.

Mean-Shift is an iterative algorithm that search for the position with the
highest density of data points. Each data point is shifted according to the com-
puted mean-shift vector toward the density maximum. This maximum to which
many of similar data points converge, is called an attractor. The similarity of
points is given by a parameter σ that limits the size of a neighbourhood (the
area and brightness range in which the mean-shift method is computed).

2 Mean-Shift Methods

Consider X = {xn}N
n=1 ⊂ Rd as a dataset of N points in the d-dimensional

space. The Kernel density estimator with a kernel K(x) can be defined as

p(x) =
1
N

N∑

n=1

K

(∥∥∥∥
x− xn

σ

∥∥∥∥
2
)

. (1)
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In this equation, N is the number of pixels, x is a pixel being processed and
xn are the pixels in a neighbourhood of the processed pixel. The term denoted by
σ is a bandwidth, which limits the size of the neighbourhood. We can distinguish
between two types of bandwidths. The spatial limit (in x and y axis) is denoted
by σs and the range limit (luminance or colour) is denoted by σs.

Kernel function K(x) is used as a weighting function. Many various types of
kernels exist, we will focus on Epanechnikov kernel, which is denoted by equation

K(x) =
{

1 , if
∥∥1− x2

∥∥ ≤ 10, if ‖x‖ > 1 . (2)

If we use previously mentioned Epanechnikov kernel in the original version
of MS, mean shift vector would be represented by the equation

mσ,k(x) =

∑N
i−1 xik

(∥∥x−xi

σ

∥∥2
)

∑N
i−1 k

(∥∥x−xi

σ

∥∥2
) − x, (3)

where the term x is the former position of the processed pixel and new
computed position of this pixel is represented by the first term. It is computed
as a weighted mean of pixels which belong to the searching window (sphere with
dimensions given by σs and σr respectively).

Blurring Mean-Shift (BMS) [1] is an another method of Mean-Shift with
a small modification of equation leading to a significantly different method of
computation. MS does not change the original dataset (the computation is done
with the original data), BMS changes the dataset in each iteration with computed
values. Data modified in the previous stage are used as the source data for the
next iteration. It is proven that BMS has faster convergence in comparison to
MS. The main advantage of BMS is that it reduces the number of iterations.
The equation of BMS can be written as

mσ,k(x) =

∑N
i−1 xik

(∥∥xm−xi

σ

∥∥2
)

∑N
i−1 k

(∥∥xm−xi

σ

∥∥2
) − x. (4)

Evolving Mean-Shift (EMS) was presented in 2009 [6]. The mean shift vector
is considered as an energy. The energy between two pixels is given by the equation

Exixj
= f(xi)

(
k(0)− k

(
xi − xj

hxi

))
. (5)

The term fxi
is a shrinking factor which can be used for modifying the size of

the kernel. We set this value to 1, because we will use new hierarchical approach
to modify the size. Energy of the dataset is a sum of all energies between all
pixels.

At last, Hierarchical Mean-Shift (HMS) was also presented in 2009 [3]. It
utilizes multiple Mean-Shift steps (we call it stages). Each stage uses different
kernel size. Benefits of the hierarchical approach will be cleared in Section 3
devoted to our HBMS and HEMS method.
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3 Hierarchical Blurring and Hierarchical Evolving
Mean-Shift

In this section we will present our methods Hierarchical Blurring Mean-Shift [5]
and Hierarchical Evolving Mean-Shift [4]. Number of computation is not only
dependent on the size of a source image but also on the size of the searching
window. In MS and BMS, number of steps is given by nπσ2r, where n is the
number of pixels, σ is a radius of the searching window (πσ2 is its area or number
of pixels in a neighbourhood) and r is number of iterations. It is obvious that we
can only lower number of iterations (which BMS does in comparison with MS)
and the size of the neighbourhood. Smaller neighbourhood (lower value of σs)
significantly improves the speed, but on the other hand, the number of segments
rises and the segmentation is worse (more smaller segment emerge).

Idea of the hierarchical approach is that we can process this segmentation
(using small σs) very fast and we obtain lowered number of small segments that is
significantly smaller than original number of pixels. If we consider these segments
as source pixels for the next mean-shift stage (weighted according to the number
of pixels that the segments contains), we lower the number of source points n.
So we can enlarge the size of the searching window in the next stage, while
a complexity of computation will remain almost the same due to the reduced
dataset. In the next stages, smaller number of larger segments is formed. Many
stages can be run with increasing searching window and all of these stages run
in very short time. BMS is more suitable for hierarchical approach as it forms
more uniform segments lower in number than MS. Therefore, the reduction of
the dataset and computational time is more significant. We proved it in [5].

4 Experiments

This section presents the experiments with HBMS and HEMS algorithms. We
will concentrate on the segmentation quality, although this property can hardly
be numerically evaluated as it is partly subjective. As a source image, the famous
Lena gray-scale photo in 256 × 256 pixels was used. We also used picture from
The Berkeley Segmentation Dataset. This picture has 481× 321 pixels.

Figure 1(a) show filtered results of MS, BMS and EMS methods as well as of
the 2-stage and the 3-stage configurations. We used σr = 24 for all algorithms
and stages. Parameter σs was set to 40 for the final stage. In the 2-stage config-
uration, σs1 = 5. We used σs1 = 3 and σs1 = 9 in the 3-stage configuration.

MS, BMS and EMS show nice filtered result with dithered gradients. There-
fore, filtered images are quite nice for a human eye, but they do not form clearly
defined segments. It obviously depends on the use of segmented images, whether
it is appropriate or not. All 2-stage versions have clearly defined boundaries.
These images have also good filtration, although slightly bigger difference be-
tween the original (presented in [5]) and filtered image is visible. 3-stage methods
sometimes form more artifacts, but the advantage is in much higher speed. We
can achieve 20 − 50× speedup with the 2-stage algorithm and sometimes more
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than 100× speedup with the 3-stage variant. The speedup is highly dependent
on a choice of kernel sizes (σs in early stages). Study of the optimal choice of
the window size is a subject to further investigation.

(a) MS, t = 1588s (b) HMS2, t = 50s (c) HMS3, t = 10.5s

(d) BMS, t = 161s (e) HBMS2, t = 6.2s (f) HBMS3, t = 3.6s

(g) EMS, t = 480s (h) HEMS2, t = 22.3s (i) HEMS3, t = 12.4s

Fig. 1. Segmentation output from each method we compared.

Figure 2 shows evolution of segmentation in the 2-stage and the 3-stage
HBMS. Kernel sizes were experimentally set to the values which led to the best
computational time. The dataset originally contains 154,401 pixels (segments).

Hierarchical approach decreased computational time approximately 55 times
in comparison with BMS. The 3-stage configuration decreased computational
time more than 90 times. The numbers of segments in each stage are presented in
the Table 1. The 2-stage HBMS has very similar segmentation quality as original
BMS in fraction of original time. The 3-stage HBMS achieved greater speedup,
but segmentation is visually slightly worse in respect of boundary shapes.
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1st stage 2nd stage 3rd stage all stages 1st stage 2nd stage 3rd stage

BMS 851.86 s 0 s 0 s 851.86 s 62 - -

HBMS2 9.12 s 6.29 s 0 s 15.41 s 2749 52 -

HBMS3 5.93 s 2.26 s 1.3 s 9.49 s 5004 459 31
Table 1. Computational time of BMS and HBMS with final searching window σs = 50.

The original image After 1st stage After 2nd stage After 3rd stage∗

Fig. 2. Segmentation output after each HBMS stage (σs1 = 4, σs2 = 50 in the first
row and σs1 = 3, σs1 = 10, σs2 = 50 in the second row.
* BMS at the top

In a case of HEMS, significant improvement in the speed is also obvious.
Even the 2-stage configuration achieved 64× speedup. We were able to achieve
95× speedup in the 3-stage variant of algorithm.

1st stage 2nd stage 3rd stage all stages 1st stage 2nd stage 3rd stage

BMS 2727.28 s 0 s 0 s 2727.28 s 25 - -

HBMS2 19.63 s 22.5 s 0 s 42.13 s 1953 36 -

HBMS3 10.02 s 8.95 s 9.71 s 28.68 s 4477 183 36
Table 2. Computational time of BMS and HBMS with final searching window σs = 50.

Hierarchical variants of EMS have slightly larger number of segments. Nev-
ertheless, segments have adequately shaped boundaries according to significant
gradients and only weak post-processing can be needed. Subjectively, the filtra-
tion and segmentation quality has been lowered a little, but the improvement
in the speed is a huge compensation. EMS is slightly less appropriate for the
hierarchical approach than BMS in respect of image quality.
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The original image After 1st stage After 2nd stage After 3rd stage∗

Fig. 3. Segmentation output after each HEMS stage (σs1 = 4.5, σs2 = 50 in the first
row and σs1 = 3, σs1 = 16, σs2 = 50 in the second row.
*EMS at the top

5 Conclusion

Hierarchical approach applied to various Mean-Shift methods proved to be very
efficient way to significant increase of the computational speed without decreas-
ing the segmentation quality (HBMS) or only small degradation of the filtration
and segmentation quality in the case of HEMS. If we experimentally set the best
σ values for each stage, we were able to get 60× and more than 90× speedup with
150.000 pixel image in the 2-stage and the 3-stage configuration respectively.
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Abstract. In adaptive e-learning we try to make learning more efficient by 

adapting the process of learning to students’ individual needs. To make this 

adaptation possible, we need to know key students characteristics – his 

motivation, group learning preferences, sensual type and various learning 

styles. One of the easiest ways to measure these characteristics is to use 

questionnaires. New questionnaire was created because there was no 

questionnaire to measure all these characteristics at once. This questionnaire 

was filled by 500 students from different fields of study. These results were 

analyzed using clustering, decision tree and principal component analysis. 

Several interesting dependencies between students’ properties were discovered 

using this analysis.  

Keywords: learning styles, e-learning, data mining analysis 

1   Introduction 

In [1] we outlined behavior of intelligent, virtual teacher who would adapt their 

teaching to both static and dynamically changing characteristics of students. Key parts 

of static student characteristics are learning styles, which we will analyze further on. 

For definition of learning styles we will use [2]: Learning styles are delicate 

manifestations of human individuality in different learning situations. They are 

procedures of learning which person prefers in given period. Procedures original by 

their orientation, motivation, structure, succession, depth, elaboration and flexibility. 

Man uses them in most pedagogical situations; they are less dependent on content of 

learning. Learning styles have character of meta strategy, which is grouping activities 

of lower order: individual learning strategies, learning tactics in them and parts of 

learning tactics – learning operations. Monitoring them, evaluating them and orienting 

them in specific direction. Regulating them according to conditions of learning, 

course of learning, results of learning and social context of learning. 
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2 Properties of the Student 

By analyzing and studying the already published classifications by various authors 

we have come to the following characteristics that may be taken into account in the 

area of e-learning. We have divided these characteristics into several groups: 

The group of characteristics called the sensual perception describes the form of 

information most convenient for the student – visual type, auditive type, kinaesthetic 

type and verbal type. For this group of characteristics we used the VARK 

questionnaire [3]. 

Another group of characteristics called the social aspects deals with the company 

most convenient to the student within the learning process – whether the student 

prefers learning with his classmates, with a teacher or by himself. For his group of 

characteristics the LSI questionnaire was used [4]. 

The group of characteristics called the affective characteristics deals with student’s 

feelings and attitude which influence the learning process. The most important 

characteristic of this category is motivation. For this group a part of the LSI 

questionnaire was used [4]. 

The most extensive group of characteristics is called the tactics of learning. These 

describe the „technology“ of the way the student learns. The method of the student’s 

learning is described by the order of learning, which can be done either subsequently 

in mutually related blocks (pole rule) or in almost random manner, without 

connections, with large skipping (pole latitude). To describe this characteristic a part 

of the ILS questionnaire was used [5]. 

According to the way of learning we divide the tactics to theoretical deduction and 

experimentation. To describe these characteristics a part of the ILS questionnaire was 

used [5]. 

According to the order of learning there can be either detailistic or holistic tactics. 

For this characteristic a part of the TSI questionnaire was used [6]. 

The conception of student’s learning can be divided into three levels: deep, 

strategic and surface. This characteristic is tested by ASSIST questionnaire [7]. 

The learning auto-regulation defines, to which extent the student is able to manage 

his learning independently. This implies his need of external supervision of the 

processes of learning where, on one side, there are those who appreciate punctual 

instructions and on the other side those who prefer to manage the learning processes 

themselves. For this characteristic a part of the LSI questionnaire was used [4]. 

2.1   Measure of Properties 

To measure aforesaid characteristics, it is best to use questionnaires. In the pilot 

phase we used the above mentioned questionnaires, but their combination wasn’t 

applicable due to their length. This led to inaccurate filling of the questionnaires, 

shown by the results of their analysis [8]. These reasons led to compiling a new 

shorted questionnaire LPQ [9]. The usual duration of filling the LPQ is only ten 

minutes while measuring all properties needed. 
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Most questions in the LPQ questionnaire are made of statements together with 

scales of agreement to this statement. These scales are usually from 1 (I don’t agree) 

to 5 (I agree). Some questions have four variants, one for each sensual type. 

This questionnaire was converted into electronic form. Before filling the 

questionnaire, its purpose was introduced to the students. A group of university 

students from different fields of study were asked to fill this questionnaire, as well as 

a group of high school students. Total of 508 students filled this questionnaire, 190 

from those being grammar school students, 196 pedagogical university students, 68 

high school students and 62 informatics university students. The duration of filling the 

questionnaires varied between two minutes and half an hour. To exclude suspiciously 

fast filling students we sat aside 45 questionnaires filled in less than five minutes. 

From filled questionnaires we saved data about students’ answers and 

questionnaire results that were computed according to a scoring key of this 

questionnaire. Values of all properties ranged from 0 to 100, zero meaning that the 

student does not possess this characteristic and one-hundred meaning that he does. 

For the data analysis association rules method, which looks for dependencies 

between attributes and conveys them in form of rules, was used. Each rule consists of 

a condition and a conclusion and is assigned with reliability and support. Reliability 

provides information about how many percent of records found with this condition 

being true meet also the conclusion. Support provides information about for how 

many percent of records the condition is true. 

Decision tree analysis was also performed. This analysis finds numbers of 

interesting rules for one goal attribute. Rules are then represented in a form of a tree. 

Leafs gives value of the goal attribute, nodes are conditions of rules and branches are 

values of conditions. Finally, a cluster analysis was performed, which tries to find 

groups of similar objects that are different from other group‘s objects in data. 

3   Results of Analysis 

3.1 Association Rules 

Association rules found many dependencies between properties. We were looking 

for rules with minimal support of 10% and minimal reliability of 70% and found total 

of 147 rules. Majority of these rules have very low level of depth learning in 

conclusion. Conclusions also contained visual type, strategic learning and motivation. 

Some of these rules are shown in Table 1. Most interesting are the rules with high 

support. For example almost half of non-visual type of students mostly don’t possess 

depth learning style (see rule number 1). Unfortunately 70% of all students don’t 

possess depth learning style, so many of these rules are deformed by this fact. 

Because of this we can’t make any valid conclusions based on this analysis. But we 

can use its results to determine goal attributes for the decision tree analysis: depth and 

strategic learning, visual perception and motivation. 
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Table 1: Picked rules with 70% minimal reliability and 10% minimal support, ordered by 

support 

 

3.2 Decision Tree Analysis 

This method was used for four goal attributes based on the association rule analysis 

results: depth and strategic learning, visual perception and motivation. Further on we 

describe results of these analyses. 

By analyzing depth learning (see Fig. 1) we found out that holistic, group learning 

students mostly have depth learning style. Other results derived from this tree can’t be 

unfortunately used because 70% of students in this data sample don’t have depth 

learning style. 

Num Condition Conclusion Support Reliability

1 visual = very low depth = very low 43% 71%

2 strategic = very low depth = very low 38% 76%

3 social (alone - group) = middle depth = very low 38% 72%

4 verbal = low depth = very low 31% 73%

5 theoretical – experimental = high depth = very low 31% 76%

… … … … …

32 motivation = high, theoretical – experimental = high depth = very low 17% 73%

33 social (alone - group) = middle, verbal = low depth = very low 17% 75%

34 auditive = middle visual = very low 16% 80%

… … … … …

69 13% 72%

70 depth = very low 13% 73%

… … … … …

87 motivation = high 12% 70%

88 strategic = very low, visual = middle depth = very low 12% 79%

… … … … …

107 visual = very low 11% 71%

… … … … …

147 autoregulation = low, social (alone - group) = low depth = very low 10% 87%

depth = very low, systematic (sequential - random) = 

very low

strategic = very 

low

visual = very low, motivation = high, strategic = very 

low

depth = very low, visual = very low, field = 

University, pedagogical

depth = very low, surface = very low, autoregulation = 

low
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Figure 1: Decision tree for depth learning 

 

The analysis of strategic learning style revealed that most experimenting students, 

not learning alone and randomly don’t possess the strategic learning style. Other rules 

provided by this tree cannot unfortunately be used because of their low reliability. 

By analyzing motivation we discovered that students have high motivation if they: 

 don’t possess surface learning style, 

 possess surface learning but don’t have high auto-regulation, 

 possess neither surface learning style, nor high auto-regulation nor strategic 

learning style. 

Through the analysis of visual perception we found out that students don’t possess 

visual perception if they: 

 are auditive types, 

 are not auditive and are kinesthetic types, 

 are neither auditive nor kinesthetic, but are verbal types. 

3.3 Cluster Analysis 

Agglomerative clustering didn’t find any significant clusters. The out-coming 

dendogram only showed isolated points that gradually clustered to one global cluster. 

If there were several big clusters, it would mean that there are often only some 

combinations of students’ properties and majority of these combinations are very rare.  

But there are no such clusters so we can’t simply set small number of learning types 

and assign students to them. 
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4   Conclusion 

Newly created LPQ questionnaire has many advantages over previously used group of 

questionnaires. Its main benefit is lower filling time that led to more honest filling. 

Analysis of filled questionnaires found only minor dependencies between chosen 

learning styles. That’s why it’s suitable to use formerly defined learning styles. One 

potential problem is that very few students possess the depth learning style. This can 

be explained by ill questions in the questionnaire or by the composition of the set of 

the tested students. 

Another important conclusion derived from the cluster analysis is that students 

can’t be divided in several groups that have similar properties. To the contrary, we 

must deal with every student individually because his properties are very different 

from the properties of other students. This is an important result for the design of the 

adaptive learning system. We can’t adapt learning to only several groups and simply 

test every student and assign him to one of the groups. 

LPQ questionnaire proved to be suitable for using directly in adaptive learning 

process. It will be presented to untested students at the beginning of the lecture. We 

plan to do more analysis of results of this questionnaire on students that will 

participate in adaptive learning. 

These results were published at [10]. 
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Abstract. The paper is oriented to the problem of clustering for large
datasets with high-dimensions. Based on the learning phase using arti-
ficial neural network, especially Self organizing map, which we find as a
suitable method for the reduction of the problem complexity. Due to the
fact, that the learning phase of artificial neural networks can be time-
consuming operation (especially for large high-dimensional datasets), we
decided to accelerate this phase using parallelization to improve the com-
putational efficiency.

1 Introduction

Recently, the problem of high-dimensional data clustering is arising together
with the development of the information and communication technologies which
supports growing opportunities to process the large data collections.

With increasing data dimensionality, there are commonly discussed two main
challenges. The first is the dimensionality, which rapidly increases the computa-
tional complexity with respect to the number of dimension. Therefore, this prob-
lem makes some common algorithms computationally impracticable in many real
applications. The second challenge is the specific similarity representation in the
high-dimensional space.

The authors propose the effective clustering algorithm exploiting the features
of neural networks, especially Self organizing maps (SOM), for the reduction of
data dimensionality. The problem of computational complexity is solved using
the parallelization of the basic SOM algorithm.

2 Self Organizing Maps

Self organizing map (SOM), also called Kohonen map, is a type of artificial neural
network invented by professor Teuvo Kohonen in 1982 [8]. The input space of
the training samples is represented in a low dimensional (often two-dimensional)
space, called map. The model is capable of projecting the high-dimensional space
to the lower-dimensional space [9] and is efficient in the structure visualization
due to its feature of the topological preservation using a neighborhood function.
The obtained low-dimensional map is often used for pattern detection, clustering,
or for characterization and analysis of the input space.

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2011, pp. 483–488.
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SOM technique has been applied in many spheres like speech recognition
[11, 3], image classification [7, 2], document clustering [6, 4] etc. The detailed
description of the SOM application is provided in [3].

The model of SOM consists of two layers of nodes. The input layer for re-
ceiving and transmitting the input information and the output layer called the
map represented the output characteristics. The output layer is commonly orga-
nized as the two-dimensional map of nodes, but there are known extensions as,
for example, hexagonal grid of output layer. The both layers are feed-forward
connected. It is known, that the maps with the smaller grid of the output layer
have the behavior similar to K-means clustering [1]. Thr larger output maps have
the ability to describe the topological characteristics of the input data collection
(often with using U-Matrix for the interpretation of the distance between the
nodes).

The SOM input layer is given by input vectors x ∈ Rn. Each node of this
layer is then connected with one of the output nodes K by means of a weight of
reference vector wk ∈ Rn, k = 1, . . . ,K. During the learning phase, the weight
vector wk(t) is computed for the network at time t, where t = 0, 1, . . . is discrete
time index for each input vector x(t). The passage through the network at time
t is an epoch. The learning (training) phase is performed through competitive
learning, where for each training example x(t) is computed similarity to all
weight vectors wk(t). The output neuron with the most similar vector is then
called as the best matching unit (BMU). The weights of the winning neuron and
the neurons in the closest neighborhood are then updated and adjusted for the
appropriate input vector. The weight vector initialization is commonly assigned
randomly, or by using other data mining methods. Concrete implementation
of the SOM depends on the method used for the weight vectors’ actualization
during the training phase.

2.1 Parallel SOM Algorithms

Till lately, most of the conventional algorithms were designed as sequential.
The sequential algorithms were well suited to the past generation of computers,
which basically performed the operations in the sequential fashion. With the
development of the parallel computation, where the operations were performed
simultaneously, there is growing the necessity to redesign the serial algorithms
to their parallel implementations.

The parallelization of SOM learning algorithms can be implemented by the
network partitioning. The network partitioning is the implementation, where
the neural network is partitioned among the processors. Then, each input data
sample is processed by its assigned processor or the parallel task. The network
partitioning was implemented by several authors [5, 12].
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Fig. 1. SOM Map Division

The main principle of our parallel imple-
mentation is based on division of the neural
network into the parts, where each part is as-
signed to one processor. This division is shown
in the Fig. 1, where we have the map of 5× 4
nodes. This map is divided into 3 parts which
are associated with 3 processors. Not always
there is the possibility to divide the map into
the identical parts. In these cases, there is the
neural network (map) divided using the prin-
ciple, that the parts of the network differ in
at the most one neuron.

The training phase is based on the serial
version of the SOM algorithm. Each process

finds its own BMU in its part of the map; this node is then compared with
other BMU obtained by other processes. The information about the BMU of the
whole network is then transmitted to all the processes, which in accordance with
this information update weights of the appropriate nodes in their parts of the
network.

Extended Parallel SOM Algorithms During the competitive learning phase,
where for each input vector x(t) is computed similarity to all weight vectors
wk(t), and where the best matching unit (BMU) is founded, we have notified
the problem with high computation complexity while working with higher dimen-
sions. Instead of standard method for calculation of similarity with Euclidean
distance, see Eq. (1), we have used its modified version using multiplication, see
Eq. (2).

dk(t) =

√√√√
n∑

i=1

(xi − wi)2, (1)

where n is the dimension of input vector x, and w is the neuron’s weight.

dk(t) =

√√√√
n∑

i=1

x2
i − 2xiwi + w2

i (2)

Due to this modification we can calculate x2
i and w2

i at the beginning, and
then during the computation of euclidean distance we can compute only 2∗xi∗wi.
Than, in the actualization phase, we must recalculate only the part w2

i , because
only this value is changing during the weight actualization.

During the learning process, the standard approach is, that there are changed
all the neuron weights. In our case, where we are working with spars data col-
lection, there can be changed only the weight values, which are different from
zero[10].
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This method brings certain level of error, which can be eliminated using two
approaches:

– We can do standard actualization in periodic epochs.
– We can do standard actualization only if any of weight component exceeds

the limit value (threshold).

3 Experiments

The experiments was oriented to the acceleration of the SOM algorithm. As
mentioned above, we have tested the parallel implementation of the SOM al-
gorithm training phase for various dimensions of the SOM map and the input
vector.

All the experiments were performed on Windows HPC server 2008 with 6
computing nodes, where each node has 8 processors with 12 GB of memory.

3.1 Standard SOM Acceleration

The first experiment was provided on the training set of 300 2-dimensional sam-
ples, while the dimension of the neural network (SOM map) was changed. The
outputs are presented in the Table 1, where the records with asterisk (*) were
provided only by one computing node. In these cases, there is not provided the
network communication between processes and due to this fact is the computa-
tion faster.

Table 1. Computing Time Dependence on Map Dimension and Number of Processors

Processors Computing Time [hh:mm:ss]

Map Dimension Map Dimension Map Dimension
100× 100 300× 300 500× 500

1* 0:01:20 0:12:57 0:35:57
8* 0:00:16 0:01:56 0:21:43
16 0:00:14 0:01:06 0:03:18
24 0:00:13 0:00:50 0:02:05
32 0:00:15 0:00:48 0:01:37
40 0:00:15 0:00:38 0:01:21

The second experiment was provided on the map with selected dimension
of 100 × 100 nodes, while the input vector dimension of the training data set
was changed. There was used the training set of 150 records. The outputs are
presented in the Table 2, where the records with asterisk (*) were provided
only by one computing node. In this cases, there is not provided the network
communication between processes; due to this fact is the computation faster.
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Table 2. Computing Time Dependence on Input Vector Dimension and Number of
Processors

Processors Computing Time [hh:mm:ss]

Input Vector Dimension 4 Input Vector Dimension 8

1* 0:06:29 0:12:08
8* 0:01:01 0:01:48
16 0:00:36 0:01:00
24 0:00:27 0:00:44
32 0:00:25 0:00:38
40 0:00:23 0:00:34

As we can see from Tables 1 and 2, the acceleration of the SOM algorithm is
appreciable. With growing number of processors is increasing the computation
effectiveness, and the computational time is sufficiently reducing.

3.2 Extended SOM Acceleration

We have used sparse data collection of 8707 input vector dimension, the data
collection consisted on 1033 records. We have set the SOM map of 25 × 25
neurons, for learning phase were processed 50 epochs. For the approach with
hybrid algorithm was set the threshold for weight actualization to 0.3.

Table 3. Final Error and Total Time for Different Experiments

Usage of Euclidean distance Threshold Error Time
(sec)

All epochs (standard algorithm) 3.0875 185.649
First and last epoch 3.7578 7.351
First and last epoch yes 3.2512 18.002
Every tenth epoch 3.7523 7.835
Every tenth epoch yes 3.2124 23.128
Every even epoch 3.6535 14.962
Every even epoch yes 3.1200 53.747
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Abstract. This article deals with issues of communication sequential processes. 

The first part is devoted to the process algebra in general. Further in text lan-

guage of CSP is described in more details. This article is focused on familiari-

zation with the structure of language of CSP, such as sequential communica-

tion, recursion, selection, parallel communication, hiding, renaming, and behav-

ioral processes. There is described the usage of behavioral diagrams for visual 

record of CSP language in the last section. 

1   Introduction 

With development of advanced computing architectures, the emphasis is put on new 

optimized algorithms. These algorithms use parallelism and concurrency. Processes 

which implement algorithms decompose into more parallel processes which cooperate, 

communicate and synchronize. For modeling and verification of such systems of sim-

ultaneous processes are strictly necessary formal means. For a description of parallel 

and distributed systems is used process algebra. Process algebra sees the system as a 

network of processes. Process can be any system whose behavior is expressed by 

discrete actions. Actions are either interactions between processes (communication) or 

may be internal actions of processes that are independent on other processes. Working 

with processes can be also affected by operations. On the basis of defined semantic 

processes and complicated operations, different processes session equality (congru-

ence due to the comparison, weak bi-simulation, strong bi-simulation) can be defined. 

If we use the specifications and implementations to describe the same process algebra, 

we should be able to show that implantation meets specification proving relationship 

of equality. Unfortunately, most of the problems formulated by means of process al-

gebras is un-decidable in principle. The process algebra includes: CCS (Calculus of 

Communicating Systems) [2,3], ACP (Algebra of Communicating Processes) [4], CSP 

(Communicating Sequential Processes) [1]. Further in this text CSP are described. 

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2011, pp. 489–494.
VŠB – Technical University of Ostrava, FEECS, 2011, ISBN 978-80-248-2449-9.
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1.1   CSP 

Communicating Sequential Processes (CSP) is based on the mathematical theory of 

concurrent processes. This language was created in 1978. The current form of the 

language went through many changes. The mathematical theory of concurrent pro-

cesses deals with the simultaneously of calculations and affect each other. This lan-

guage is constantly evolving and improving.  Huge contributes was in 1968 by Carl 

Adam Petri with his research with Place / Transition Net, also known under the name 

of Petri nets. 

CSP is an advanced language for modeling concurrent systems. CSP and PN modeling 

languages are based on the same mathematical theory of concurrency process. Here I 

would like to refer to the interesting work Stochastic Analysis of CSP Specifications 

Using CSP and-a-Petri Net Translation Tool: CSPN [5] 

CSP is an advanced language for modeling concurrent systems based on Petri nets. 

CSL is a formal language for describing and modeling of parallel systems which 

communicate with each other via messages. Communication is meant only communi-

cation between systems, but it can also be man-channel communication system. CSP 

can be used in practice where there is a parallel communication. Eg. to verify the 

parallelism in the electronic banking system or to describe security protocols. By the 

process algebra CSP is constantly evolving and improving, leading to increasing the 

usability of applications. 

2   History 

CSP was first described in 1978 by a British professor of CAR Hoare [1]. This person 

is known for his algorithm such as QuickSort or Hoare logic, which is a set of logical 

rules considering correctness of programming languages.3   Structure 

3.1   Base elements 

CSP processes communicate with each other or with an observer events or actions. 

They are visible, and describe the process behavior. The process is located at a 

particular time in any state. An example might be throwing coins into the vending 

machine for coffee and choc vending machine after release. Events are thus: 

 Coins: Coin for vending machine 

 Choc: choc form vending machine 

 

The set of all (visible) events is called the alphabet and is marked with the Greek letter 

Σ (sigma large). It is associated with the process and tightly set. The process cannot 

perform events outside of alphabet. There can be also invisible internal process 

events. Those internal actions are marked with τ (tau small). 
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Processes are marked with capital letters, events are marked with small. The simplest 

process is the process STOP. It is behaves in a way that does not perform any action. 

Although it initially does not appear, it may be useful as an equivalent of such a pro-

cess, which has no action and does not accept any communication - for example, it can 

happen when the system is stuck in the deadlock. How importance has critical states 

will be described below. 

 

3.2   Communications 

As already mentioned, the CSP processes communicate with each other. To select the 

communication between processes in CSP is a prefix operator. If we consider the 

event  u a process P, syntax notation looks like this u → P means that the program 

performs at an event and then behaves exactly as described in process P. Our model 

example of a vending machine for choc it could be written as follows: 

coin → STOP 

This example shows that, after inserting coins into the vending machine, nothing hap-

pens. The same events can be repeated, as the following example, the vending ma-

chine after inserting two coins will stop working. 

coin → coin → STOP 

Processes can also be characterized by a tree structure, consisting of circles connected 

by arrows. In the terminology of automata, the wheel represents the state of the pro-

cess and the arrow represents the transaction between the states. The root wheel tree 

(usually the highest) symbolizes the start condition, which varies in the direction of 

the arrows down. Each arrow is describing an event that occurs during a transaction. 

The arrows leading from the same wheels must have a different label. 

 
Fig. 1. Select choc 

In these three examples, each branch of the tree stem end with STOP, it represents the 

wheel with no outgoing arrows. 

 

3.3   Recursion and its problems 

To describe repetitive behaviors we use recursion. Thus, we can create a loop of the 

commands. As an example I give a vending machine for candies. 

 

VENDING MACHINE = coin → choc→ VENDING MACHINE 

 

The above example shows that the vending machine, after inserting a coin gives a 

choc and then waits for the insertion of additional coins. Recursion can be also written 

like this: 
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AUTOMAT = µ X:{coin, choc} • ((coin →( choc → X)) 

This is the identical record as the first record of that recursion. But this is a process 

description in abbreviated form. 

 
Fig. 2. Recursive selection of candies 

 

To write down the recursion we use unnamed arrow that leads from the lowest process 

to the root process. 

These two images symbolize the same sequence of processes. This is one of the weak-

nesses of images, because it is hard to prove congruence of transactions drawn. 

Another problem about these images is, that they cannot demonstrate processes with 

very large or infinite number of states. 

 

 
Fig. 3. Problem 

In this example will never be enough room to draw the whole picture. 

 

3.4 Parallel Processes 

So far, attention has focused on modeling only sequential processes. When communi-

cating parallel processes, we consider the situation that when communicating between 

Adele and Barbara and third party listens. 

In parallel communication processes interact. Parallel communication operator, denot-

ed P | | Q This notation means that the parallel communication can occur only if a ∈ Σ, 

which can process and execute the process P and process Q 

This example is better understood with knowledge of sequential processes, where 

there is a withdrawal from the intersection of sets (alphabets) A ∩ B. Then the system 

behaves as P(a) || Q(a). Parallel processes can also be synchronized in a process alge-

bra based on defined events. 
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4 Overview operator and their importance 

α → P - prefix operator, performs the input or output event α and then goes into the 

process P 

(α → P) □ (β → Q) - a deterministic choice of branching according to the course of 

events (it must be α ≠ β), 

(α → P) ○ (β → Q) - nondeterministic choice of branching according to the course of 

events (it can be α = β) 

P ||| Q - operator of the leading, independent parallel composition, 

P || {α} || Q - operator of a parallel interface, parallel composition with a shared event 

α, 

(α → P) \ {α} - operator of hiding (hiding) α events. 

5 Behavioral diagrams 

Behavioral diagrams describing the system behavior based on the UML specification. 

These diagrams in UML describe the behavior of states and events that trigger the 

transition from one state to another. To do this we need to create a new process in the 

CSP for each of the states in the diagram. So we cannot use standard notation, but 

adapted. It is a combination of UML diagrams(such activity diagram) and diagrams 

used for the definition of algebra CSP. 

Example: 

VENDING MACHINE = coin → (choc → VENDING MACHINE | coffee 

VENDING MACHINE) 

CUSTOMER = coin → coffee →Skip  

SYSTEM = VENDING MACHINE A||A VENDING MACHINE 

A = {coin, choc, coffee} 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3. Diagram specifies the vending machine. 

Skip 
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5.1   CSP and BPMN 

Interesting study carried out by Wong in Article: A Process Semantics for BPMN.[6] 

BPMN is bridge between design and implementation of business processes. This arti-

cle describes how BPMN (like an activity diagram) can subset of CSP. This semantics 

can formally developers to analyze and compare BPMN diagrams. 

6 Conclusions 

Demands on computer systems are extremely increasing. System failure could lead to 

huge losses. Therefore new systems require reliability. The main roles of increasing 

system reliability are the usages of formal methods. They can extremely enhance secu-

rity systems and errors can be detected in the earlier stages of design.  

Unfortunately, formal methods are usually mathematically based methods. Most of 

developers don’t know much about it. In practice mostly project managers skip formal 

specification and verification, because this study leads to an increase in time and hu-

man resources in the project development cycle. 
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Abstract. This paper summarises results of the trial academic IP Nearshoring 
Project and it extends previous papers which introduce and present first out-
comes. As long as project lasted for 3 years, challenge of comparing final re-
sults has arisen. Discussion about issues influencing nearshoring software ser-
vices is the main concern of our investigation. Questions we wanted to be an-
swered were extracted from participants’ feedback data and questionnaires. 
Results are affected by real factors teams had to face. Project also involved is-
sues such as a different technical background, cultural differences, various at-
titudes, communication and linguistic skills. 

1   Introduction 

Various studies have been written about outsourcing, offshoring and nearshoring as 
they play important role in developing products or providing services in today’s 
world. Their use reduces production costs and sometimes also brings quality im-
provement. Let us shortly clarify these concepts. Outsourcing is one of the modern 
successful approaches for reducing costs. It refers to contracting-out of business 
processes to third-party domestic provider. Generally it involves transfer of one or 
more business functions previously performed in-house to external provider. The 
contracting-out of services to providers in other countries is called offshore outsourc-
ing or offshoring, for short. Furthermore, nearshoring is one type of offshoring and 
refers to the outsourcing of business or IT processes to providers in nearby countries 
[1]. 

Further text discuss quality of deliverables produced together with communication 
and project management methods involvement when nearshore services. The main 
idea is to show the interdependences within several aspects observed in this limited 
experimental project. 

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2011, pp. 495–500.
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2   Project Overview 

IP Nearshoring was a project under the auspices of the Life Long Learning Pro-
gram of EU as the Intensive Programme. Teams from six different European univer-
sities were participating in here. Countries involved were Netherlands, Poland, Ro-
mania, Czech Republic, Finland and Sweden. Each team was given one of two case 
studies as an assignment. Software Development Process was adjusted by dividing 
into two parts where two teams were involved in one process. Teams prepared speci-
fication and analysis of the information system based on entry cases. Then teams 
exchanged created specifications and every team had to implement product or proto-
type based on specification obtained from partner team. Final project stage consists 
of two weeks of presenting teams’ outputs, evaluations and lectures. Consequential 
part of every presentational session included team’s evaluation of each deliverable. 

Each university was represented by one team of circa 10 students, supervised by 2-
3 professors. During each year few IT projects were proposed to teams. Every team 
was given one case assignment. Firstly, team made specification on basis of case 
obtained from client. In the first phase team played role of company that uses out-
sourcing services, titled as contractor. When first phase of creation specification was 
finished, contractor passed documentation to partner team. Second phase begun and 
it embraced implementation of the final product following the specification received. 
Partner team was acting as an outsourcing service provider, titled as subcontractor 
[2]. 

3   Evaluation Techniques 

The additional part of the project included presentations and discussions on work 
done. Groups debated mostly about specification or product issues and how product 
complied with specification and the suitability of employed project management 
methodologies. Last part of the day contained evaluation where teams provided feed-
back by given questionnaire for every specification and product parts. Teams an-
swered 7 questions, but 4 of them were filtered out of the usage in our analysis. Fil-
tering number of questions was necessary due to data incompleteness. Questions 1,6 
and 7 has been chosen for processing. Further conclusions are mainly based on ques-
tionnaires provided. 

 
Questions given in team feedback forms: 

1. What do you think of the quality of the deliverables? 
2. Is the method/technique used appropriate? 
3. Is the method/technique usable in nearshoring context? 
4. What are the advantages of the methods/techniques? 
5. In which way can consistency be improved? 
6. In which way can communication be improved? 
7. What do you think about the project management? 
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All answers to questions had textual character. Thus it was necessary to categorize 

answers for easier statistical processing. We have set up 5 category levels demon-
strating quality levels of certain issue.  

 
Quality category levels are: 

  1 – poor; 
  2 – satisfactory; 
  3 – good; 
  4 – very good; 
  5 – excellent. 

4   Outcomes 

Each team had free hands in the terms of managing their work. Professors’ super-
vision had minimal impact and it should not affect overall results. Teams could have 
used any project management method, specification tools and programming lan-
guages or other tools for development.  

Leading professors were observing few key aspects throughout whole programme 
period [2] 

  Ability each team define user requirements, system requirements and 
software requirements 

  Method used for specification and analysis 
  Ration of how much of functional and non-functional requirements were 

actually implemented 
  If subcontractor team followed specification 
  Level of communication between contractor and subcontractor teams 

4.1   Quality of deliverables 

First two charts (Fig. 1and Fig. 2) visualize dependency between specification quality 
and product quality over 3 years. Trend of specification quality and trend of product 
quality are recognizable. First three handovers FI  RO, RO  PL, NL  CZ fol-
low the growing trend. 
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Fig. 1. Quality of delivered specification 

 

 
Fig. 2. Quality of implemented product 

4.2   Level of communication 

Communication quality level was evaluated as lower average most of the time. Qual-
ity of communication affects relations between specification and product quality. 
Chart on Fig. 3 proves hypothesis that deliverables with higher quality evaluation 
involved more frequent and most efficient communication. This outcome points to 
importance of communication between contractor and subcontractor. 
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Fig. 3. Relation between quality of specification, product and communication 

4.3   Project management methods 

Several project management methods and methods for organization team work were 
selected by throughout whole programme period. Nine teams did not use any specific 
method labelled as common sense in further text. The rest of the teams took advan-
tage of one of well known methods such as RUP (Unified Process), Prince2, DSDM, 
Scrum, XP or their combination. Teams reached significantly better results when one 
of the standardized methods was employed. 
 
Evaluation of methods does not reflect interdependencies between questions given in 
questionnaire form. This lack in evaluation criteria is due to fact that questionnaires 
were not designed from statistical point of view [3]. However task of the feedback 
questionnaires was fulfilled as far as they gathered general feedback on work of each 
team and highlighted issues teams were facing. 

 
 

5   Conclusions 

IP Nearshoring as experimental academic project demonstrated working proce-
dures in nearshoring context around Europe. This experiment pointed out issues and 
risks when part of IT businesses are outsourced. Nearshoring brings well-funded 
advantages compare to offshoring such as lower impact of cultural differences, work-
ing in the same or very close time zone, language tightness, higher level or standard 
educational system. Thus these benefits are balanced with higher software costs. 
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We can highlight several aspects observed in our project. The quality of produced 
documentation during specification phase has significant impact on the quality prod-
uct built on its basis. Teams using some defined project management method or 
method for organization team work achieved better results than teams using ad hoc 
methods. Questionnaire outcomes also showed that teams were result driven when 
providing feedback. Communication as problematic related to project management 
and team work appeared to be very meaningful. Lack of communication between 
contractor and subcontractor was higher for most of the teams. Defining milestones 
during the process seems to be necessary in order to present work progress. That is 
why agile and iterative approaches come into scene in nearshoring. Technical differ-
ences could have influenced analysis as far as university teams took slightly different 
subjects. In the other hand cultural differences had not practical impact due to geo-
graphical closeness when nearshored. 

We consider IP programmes as an interesting source of statistical experiments 
were several aspects can be observed. The design of questionnaires must be empha-
sized, in order not to affect the outputs of individual questions. 
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VŠB – Technical University of Ostrava, 17. listopadu 15, 708 33 Ostrava – Poruba

{jiri.walder,michal.kratky}@vsb.cz

Fast Encoding and Decoding Algorithms for
Variable-length Codes
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Abstract. Data compression has been widely applied in many data pro-
cessing areas. Compression methods utilize variable-length codes with
the shorter codes assigned to symbols or groups of symbols that appear
in the data frequently. Fibonacci, Elias-delta, and Elias-Fibonacci codes
are representatives of these codes, and are often utilized for the com-
pression of numbers. Time consumption of encoding as well as decoding
algorithms is important for some applications in the data processing
area. In this case, efficiency of these algorithms is extremely important.
Fast encoding and decoding algorithms Fibonacci, Elias-delta, and Elias-
Fibonacci codes are presented in this paper. Our approach is up-to 7.9×
more efficient than the conventional bit-oriented algorithms.
Keywords: compression, encoding, decoding, Elias-delta, Fibonacci, Elias-
Fibonacci

1 Introduction

Data compression has been widely applied in many data processing areas. Vari-
ous compression algorithms have been developed for processing text documents,
images, video, etc. In particular, data compression is of the foremost importance
and has been well researched as it is presented in excellent surveys [18, 24].

The time consumption of decompression is sometimes more critical than the
time of compression; therefore, efficient decompression algorithms were stud-
ied in many works for the decompression of data structures [20, 11, 3] or text
files [17, 9]. Pages are decompressed during every reading from the secondary
storage into the main memory or items of a page are decompressed during every
access to the page. In the case of a physical implementation of database sys-
tems, retrieval of compressed data structure’s pages can be more efficient than
retrieval of uncompressed pages due to the fact that the cost of decompression
is lower than the cost of page accesses to the secondary storage [3, 1]. If insert or
update operations are considered, data compression becomes more significant.

Fast encoding/decoding algorithms have been intensively studied in a con-
nection with video and audio encoders/decoders. These studies often integrate
the variable-length codes in encoders and decoders. The result is the follow-
ing recommendations: T.81 for JPEG [21] and H.261 for MPEG encoder [13].
These encoders use the Exponential Golomb [22] or Huffman codes. Many works

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2011, pp. 501–506.
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and patents (e.g. [10, 14, 23]) deals with fast encoders/decoders for these codes.
These algorithms use very short fixed translation tables for encoding/decoding
of 8 bit-length numbers. These encoders are therefore not useful for general uni-
versal codes where the number domain can be large (e.g. 32 bit-length numbers).
These large number domains are often used in the data processing area or in the
text files compression; therefore, other algorithms using more general variable
length codes are investigated.

The first effort to develop fast decoding algorithms for Fibonacci codes of
order ≥ 2 has been proposed in [15, 16]. The fast encoding algorithms for Fi-
bonacci, Elias-delta, and Elias-Fibonacci codes have not yet been studied.

In this article, we present an overview of the work related to fast encod-
ing and decoding algorithms for Elias-delta, Elias-Fibonacci, and Fibonacci of
order 2 and 3 codes. In Section 2, we provide a brief description of techniques
applied in fast encoding and decoding algorithms. Some applications of variable-
length codes are described in Section 3. In Section 4, experimental results are
put forward; the proposed fast algorithms are compared to the conventional
approaches.

2 Fast Encoding and Decoding Algorithms

In our work we developed fast encoding and decoding algorithms for Elias-delta,
Fibonacci of order 2 and 3 and Elias-Fibonacci codes. We put forward the de-
tailed overview of conventional encoding algorithms in our article [7] and for
decoding algorithms in [5].

The main issue of the conventional encoding/decoding algorithm is handling
encoded numbers in the bit-by-bit manner. To design a fast encoding/decoding
algorithms, encoded numbers are separated into segments larger than one bit.
These principles have been utilized in both our works for decoding [5] and fast
encoding [7] algorithms. We refer reader to these articles for more details. In the
following text we only summarize all important facts of these articles.

The fast encoding algorithms are based on precomputed tables. This tables
allow encoding individual numbers directly into the code. The encoding requires
the number segmentation which is carried out by right shifting. In case of Elias-
delta and Elias-Fibonacci code we use binary shifting whereas in all Fibonacci
codes we use newly introduced Fibonacci right shift operation. In our article we
presented theoretical background on Fibonacci right shift operation and also the
algorithm for effective Fibonacci right shift computation.

The fast decoding algorithms are based on a finite automaton with a pre-
computed mapping table for each state of the automaton. The precomputed
table included in each automaton state allows converting segments of the input
stream’s bytes directly into decoded numbers for each state. The mapping table
also defines the new automaton state for each segment. The algorithm for map-
ping table building is based on a conventional bit-oriented algorithm. During
the building of the mapping table we must consider all states and possibilities
when we read the current segment. Decoding also requires shifting, but in case
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of decoding we need left binary operation for Elias-Fibonacci and Elias-delta
codes. For Fibonacci code we presented the theoretical background of new Fi-
bonacci left shift operation and we also presented the effective Fibonacci left
shift computation.

3 Applications of Fast Decoding and Encoding
Algorithms

Various codes have been applied for the data compression [19]. In contrast with
fixed-length codes, statistical methods utilize variable-length codes, with the
shorter codes assigned to symbols or groups of symbols that have a higher prob-
ability of occurrence.

In our works [1–3], we utilized variable-length codes in two applications. In
first we applied these codes for the compression of XML node streams with the
following advantages: we can decrease the size of the data file and, therefore,
decrease the number of disk accesses and we can store variable-length tuples.
Tuples in a regular stream block are stored in an array with the fixed items’
size.

In second case we utilized variable-length codes for the compression the R-
tree [12, 8]. We applied the difference technique [18] to coordinates in minimum
bounding boxes because they are close to each other. After that we assigned the
smaller differences by shorter codes. The nodes are decompressed always when
they are read from the disk. As result, we again decreased the size of the data
file and, therefore, decreased the number of disk accesses and achieved the faster
R-tree query processing. This compression is described in [3, 2].

4 Experimental Results

The proposed Fast encoding/decoding algorithms have been tested and com-
pared with the conventional algorithms. The algorithms’ performance has been
tested for various collections. The tests were performed on a PC with dual core
Intel 2.4GHz, 3 GB RAM using Windows 7 32-bit.

The test collections used in experiments had the same size: 10, 000, 000 num-
bers. The proposed algorithms are universal and may be applied for arbitrary
numbers > 0. However, we worked with numbers ≤ 4, 294, 967, 295, it means the
maximal value is the value of the 32 bit-length binary number.

We tested uniformly, normally, exponentially random distributed 8, 16, 24
and 32-bit numbers. The results for different distributions are presented in Fig-
ure 1 and Tables 1 and 2.

All fast algorithms achieved better encoding/decoding times than conven-
tional algorithms. The speedup ratio for encoding ranges from 3.8× for Fibonacci
or order 3 code to 7.9× for Elias-Fibonacci code and for decoding ranges from
5.6× for Fibonacci or order 3 code to 6.4× for Elias-Fibonacci code.
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Table 1. Times of conventional and fast encoding algorithms for different distributions.

Conventional Algorithm [s]

Fibonacci 2 Fibonacci 3 Elias-delta Elias-Fibonacci

Uniform 4.524 4.711 3.619 3.417
Normal 2.420 2.673 2.047 2.220
Exponential 2.471 2.699 2.045 2.248

Avg 3.14 3.36 2.57 2.63

Fast Algorithm [s]

Fibonacci 2 Fibonacci 3 Elias-delta Elias-Fibonacci

Uniform 1.122 1.343 0.390 0.328
Normal 0.578 0.641 0.358 0.343
Exponential 0.624 0.621 0.374 0.328

Avg 0.77 0.87 0.37 0.33

Table 2. Times of conventional and fast decoding algorithms for different distributions.

Conventional Algorithm [s]

Fibonacci 2 Fibonacci 3 Elias-delta Elias-Fibonacci

Uniform 6.099 7.565 4.586 4.524
Normal 3.183 3.979 2.559 2.652
Exponential 3.214 4.040 2.606 2.808

Avg 4.17 5.19 3.25 3.33

Fast Algorithm [s]

Fibonacci 2 Fibonacci 3 Elias-delta Elias-Fibonacci

Uniform 1.092 1.327 0.671 0.624
Normal 0.499 0.764 0.468 0.468
Exponential 0.530 0.718 0.500 0.467

Avg 0.71 0.94 0.55 0.52
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Fig. 1. Times of conventional and fast encoding algorithm (a) and times of conventional
and fast decoding algorithms (b) for various number distributions

5 Conclusion

In this article, we presented fast encoding/decoding algorithms for Elias-delta,
Fibonacci of orders 2 and 3, and Elias-Fibonacci codes. Fast encoding/decoding
algorithms are based on the precomputed mapping tables and utilize segmen-
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tation instead of bit-by-bit conventional algorithms. The Fast Fibonacci encod-
ing/decoding algorithm utilizes the newly proposed Fibonacci shift operation,
whereas Elias-delta and Elias-Fibonacci utilize a common shift operation. In our
experiments, all fast decoding algorithms are up-to 6.4× faster than the conven-
tional algorithms and up-to 7.9× for encoding algorithms. We also describe few
applications of these codes. In our future work, we want to develop fast algo-
rithm for other variable-length codes. We also plan to utilize universal codes in
more applications.
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Abstract. The robot soccer game is full of challenging in the field of
robot and artificial intelligence. Strategy is a kernel subsystem of robot
soccer game. In our work, we propose a ranking model of strategies,
based on which we can detect hub strategy and solve its problem. Addi-
tionally, we also present a method to generate offensive strategies. The
experiment that eliminates the impact of external factors at mostly shows
the effectiveness of strategic description and validity of our method.

1 Introduction

Robot soccer is a challenging platform for robotics and artificial intelligence.
Through the game of robot soccer, soccer robotics studies how multiple soccer-
playing robots on each team could be built to cooperate in an adversarial envi-
ronment to achieve specific objectives. In order to cooperate well, soccer robots
must execute a series of actions according to a certain strategy, which is hidden
behind the series of actions, so that the team robots could achieve their common
targets. Hence, the strategies play an important role in robot soccer game.

Description of Strategies is the basis of the robot soccer game. Many different
forms of strategic description have been developed to support corresponding
decision-making system, such as multi-agent strategic modeling [1, 2], strategy-
based decision tree [3], and case-based reasoning [4], etc. All of these approaches
contain two common elements, i.e. grid positions and possession of ball. These
common elements are also reflected in our description of strategies [5].

In [5], we present that strategy can be expressed easily as (M, O, B, D),
where M is the teammates’ positions of mine, O, opponents’ positions, B, ball
position, and D, my teammates’ destination grids. Then the case in Fig. 1
can be described as “If (M1, M2, M3, M4) is close to (A1, A2, B1, B2), and if
(O1, O2, O3, O4) is close to (B1, B2, C1, C2), and if B is close to (B2), then
(M1, M2, M3, M4) go to (A1, B2, C1, C2)”. Now if we represent the grid position
by using digital coordinates, the case in Fig. 1 can be denoted as follows.
◦ Mine 11 12 21 22 ;
◦ Oppo 21 22 31 32 ;
◦ Ball 22 ;
◦ Dstn 11 22 31 32 .

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2011, pp. 507–512.
VŠB – Technical University of Ostrava, FEECS, 2011, ISBN 978-80-248-2449-9.
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Fig. 1. An example case.

The strategies set contains many strategies. The ability of robot team is
represented by the whole strategies set. Therefore, how to optimize strategies
set is an important issue in robot soccer game. In strategies set, there exist hub
strategy. Many other strategies have to be achieved through the hub strategy. If
we can destroy opponent’s hub strategy, then we eliminate most of the follow-up
rules of opponent, and vice versa. Additionally, the offensive strategy could be
generated by game simulation.

This paper is organized as follows. Section 2 introduces the ranking model
by which we could detect hub strategy. Based on the model, in section 3 we
propose a method to solve the problem of hub strategy. In section 4 we present
a method to generate offensive strategies and prove its validity by simulation
game of robot soccer. Finally, section 5 draws the conclusions.

2 Ranking Model of Strategy

K. Bryan and T. Leise [6] rank the importance of web pages according to an
eigenvector of a weighted link matrix. This model is helpful to rank strategies.
But strategy ranking is different to page ranking.

In [6], a core idea in assigning an importance score to any given web page
is that the page’s score is derived from the links made to that page from other
web pages. The links to a given page are called the backlinks for that page.
The web thus becomes a democracy where pages vote for the importance of
other pages by linking to them. While in strategy ranking, the strategy that
has more links to other strategies is more important because that strategy has
more influence on the process of game, the game situation is mostly depend on
the follow-up execution of that strategy. In addition, this kind of strategy is a
hub because many other strategies have to be achieved through it. If we can
destroy opponent’s hub strategy, then we eliminate most of the follow-up rules
of opponent, and vice versa.

Fig. 2 shows an example of a strategies set with only four strategies. An arrow
from strategy A to strategy B indicates a link from strategy A to strategy B.
For strategy 1, we have x1 = x2/1+x3/3+x4/2, since strategy 2, strategy 3 and
strategy 4 are forwardlinks for strategy 1 and strategy 2 contains only one link,
strategy 3 assembles three links, while strategy 4 receives two links. Similarly,
x2 = x3/3 + x4/2, x3 = x1/2, x4 = x1/2 + x3/3. These linear equations can be
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In this case we obtain x1 = 0.3750, x2 = 0.1875, x3 = 0.1875, x4 = 0.2500.
Thus strategy 1 gets the highest importance score.

It should be noted that the node with highest importance score may be
foible of the system. Opponent may hinder the implementation of our strategy
by attacking this node, and vice versa.

3 Hub Strategy

Robot soccer simulator is a good test bed for strategies set. In the simulator,
two teams such as red and blue team will share the same strategies selection
algorithm, prediction of movement, tactics, and so on, which would eliminate
the impact of the simulator, and distinctly display differences between the two
strategies sets. According to the game simulation result, we can find the better
strategies set, because the better one could achieve better competition result.

In our method, firstly we detect the hub strategy based on the ranking model,
then we replace the hub strategy by other new strategies in order to decrease
the influence of hub strategy to follow-up strategies. In our experiment, there
are three strategies set, named RedI, RedII and Blue, where RedI contains 19
strategies, RedII and Blue 18 ones. The last 7 strategies of RedI are displayed
in Table 1, and last 6 strategies of RedII and Blue in Table 2 and Table 3
respectively. These strategies are the difference of the three strategies set.

Fig. 3(a) corresponds to the structure of the last 7 strategies in RedI. Fig. 3(b)
shows the structure of the last 6 strategies in RedII. Apparently, in RedI strategy
19 is a hub strategy, while in RedII they are parallel strategies. Due to space
limitation, we don’t list the common 12 strategies of all three strategies set.

Table 4 lists ten games’ results of RedI vs Blue, where RedI team got 3 wins,
3 defeats and 4 ties. Table 5 lists ten games’ results of RedII vs Blue, where
RedII team got 4 wins, 2 defeats and 4 ties. Obviously, the strategies set of
RedII team is better than RedI. The reason is that strategies set Blue hinders
the implementation of hub strategy 19 in RedI, while in RedII there isn’t hub
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Table 1. Last 7 Strategies of RedI.

Rule Mine Oppo Ball Dstn

13 31344243 42435154 42 41435253
14 31344243 42435154 42 42435253
15 31344243 42435154 42 32435253
16 41435253 52536263 52 52536263
17 42435253 52536263 52 52536263
18 32435253 52536263 52 42536263
19 21243233 42435154 33 31344243

Table 2. Last 6 Strategies of RedII.

Rule Mine Oppo Ball Dstn

13 31344243 42435154 42 41435253
14 32334243 42435154 42 42435253
15 22324243 42435154 42 32435253
16 41435253 52536263 52 52536263
17 42435253 52536263 52 52536263
18 32435253 52536263 52 42536263

Table 3. Last 6 Strategies of Blue.

Rule Mine Oppo Ball Dstn

13 32332223 41443233 32 42432233
14 42432233 52534243 42 52533243
15 52533243 52534243 52 62634253
16 31323323 41443233 32 41424322
17 41424322 52534243 42 51525332
18 51525332 62635253 52 62635242

Table 4. RedI vs Blue.

Team Score

RedI 1 0 1 2 0 0 1 2 3 1
Blue 1 0 1 0 1 0 0 0 4 3

Table 5. RedII vs Blue.

Team Score

RedII 1 0 1 2 1 1 1 0 2 0
Blue 0 1 0 3 1 1 0 0 1 0

strategy and all strategic implementation are resultful. Therefore, the problem of
hub strategy could be resolved by replacing hub strategy by parallel strategies.
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Fig. 3. (a) Graph of the last 7 strategies in RedI; (b) Graph of the last 6 strategies in
RedII.

4 Generation of Offensive Strategies

According to the game simulation result, it’s easy to know which strategies set is
better, because the better strategies set could achieve better competition result.
In the game log file, we can find the process of goal, which is useful to improve the
generation of strategies set. For example, we can find the last action before goal
score in the log file of game, and then transform it to be an offensive strategy.

In our experiment there are two teams, i.e. red and blue team, whose strate-
gies set is named Redset and BluesetI, respectively. Due to space limitation, we
don’t list the content of strategies set. In the strategies set of red team, there are
10 strategies, while 38 strategies in blue team. Table 6 lists ten games’ results
of Redset vs BluesetI, where blue team got three wins, five defeats and two ties,
with 5 gains and 7 loss balls.

In the first game, the last action before red team made score can be repre-
sented as follow,
◦ Mine 42 53 62 63 ;
◦ Oppo 13 42 42 53 ;
◦ Ball 63 ;
◦ Dstn 42 53 63 63 .
which can be added as a new strategy to the strategies set, and then blue team
get a new strategies set BluesetII. Table 7 lists ten games’ results of Redset vs
BluesetII, where blue team got eight wins and two ties, with 11 gains and only
2 loss balls. Apparently, the strategies set of blue team is improved greatly by
the last strategy that greatly enhances blue team’s offensive.

Table 6. Redset vs BluesetI.

Team Score

Red 1 0 1 0 0 2 0 2 1 0
Blue 0 0 0 1 1 1 2 0 0 0
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Table 7. Redset vs BluesetII.

Team Score

Red 0 1 0 0 0 0 0 1 0 0
Blue 1 2 1 1 0 2 1 1 1 1

5 Conclusions

In this paper, based on the ranking model, we propose a method to solve the
problem of hub strategy in robot soccer game. Firstly we detect the hub strategy
by ranking model, then replace the hub strategy by parallel strategies. Now we
get a new strategies set RedII. If the game result between RedII and Blue is
better than that of RedI and Blue on the statistical level, we can say the new
strategies set RedII is better than RedI, and also we can say the method to
improve hub strategy is effective. Additionally, we present a method to generate
offensive strategies. We extract one action from the game log file which results in
a goal score, then add it as a new offensive strategy to the team’s strategies set
whose score falls behind. Now we get a new strategies set. If the new strategies set
could vanquish the former preponderant set on the statistical level, we can say the
added new offensive strategy is effective. We test the method in simulation game,
because in the simulator everything is same for two teams except strategies,
which can eliminate the impact of external factors. The differences of the game
results simply reflect the performance of strategies set.
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Abstract. This paper illustrates how to implement effectively solvers
for elasto-plastic problems. We consider the time step problems for-
mulated by nonlinear variational equations in terms of displacements.
To treat nonlinearity and nonsmoothnes we use semismooth Newton
method. In each Newton iteration we have to solve linear system of alge-
braic equations and for its numerical solution we use TFETI algorithm.
In our benchmark we demonstrate our approach on von Mises plasticity
with isotropic hardening and use return mapping concept.

Key words: Elasto-plasticity, Domain decomposition, TFETI

1 Introduction

The paper is organized as follows. We briefly review the TFETI methodology
that transforms the large primal problem of elastostatics in terms of displace-
ments into the smaller and better conditioned dual one in terms of the La-
grange multipliers (pressures) whose conditioning is further improved by using
the projectors defined by the natural coarse grid. Further we briefly review the
elasto-plasticity methodology for von Mises plasticity with isotropic hardening.
We illustrate the efficiency of our algorithm on the solution of 3D elasto-plastic
model benchmark and give encouraging results of numerical experiments.

2 TFETI domain decomposition

To apply the TFETI domain decomposition, we tear the body from the part of
the boundary with the Dirichlet boundary condition, decompose the body into
subdomains, assign each subdomain a unique number, and introduce new “glu-
ing” conditions on the artificial intersubdomain boundaries and on the bound-
aries with imposed Dirichlet data.

More specifically, the original body Ω is decomposed into a system of s
homogeneous isotropic elastic bodies, each of which occupies, in a reference
configuration, a subdomain Ωp in Rd, d = 2, 3, p = 1, . . . , s. After decompo-
sition each boundary Γ p of Ωp consists of three disjoint parts Γ p

U , Γ p
F , and Γ p

G,

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2011, pp. 513–518.
VŠB – Technical University of Ostrava, FEECS, 2011, ISBN 978-80-248-2449-9.
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Γ p = Γ
p

U ∪ Γ
p

F ∪ Γ
p

G, with the corresponding displacements Up and forces Fp

inherited from the originally imposed boundary conditions on Γ . For the artifi-
cial intersubdomain boundaries, we use the following notation: Γ pq

G denotes the
part of Γ p that is glued to Ωq and Γ p

G denotes the part of Γ p that is glued to
the other subdomains. Obviously Γ pq

G = Γ qp
G . An auxiliary decomposition of the

problem with renumbered subdomains and artificial intersubdomain boundaries
is in Fig. 1.

Fig. 1. TFETI domain decomposition with subdomain renumbering and traces of dis-
cretization

The gluing conditions require continuity of the displacements and of their
normal derivatives across the intersubdomain boundaries. The mechanical prop-
erties of Ωp are defined by the Young modulus Ep, the Poisson ratio νp, and the
density ρp.

Let cp
ijkℓ and gp denote again the entries of the elasticity tensor and a vector

of body forces, respectively. For any sufficiently smooth displacement u : Ω
1 ×

. . .×Ω
s → Rd, the total potential energy is defined by

J (u) =
s∑

p=1

{
1
2
ap(up,up)−

∫

Ωp

(gp)⊤updΩ −
∫

Γ p
F

(Fp)⊤updΓ

}
, (1)

where

ap(up,vp) =
∫

Ωp

cp
ijkℓe

p
ij(u

p)ep
kℓ(v

p)dΩ and ep
kℓ(u

p) =
1
2

(
∂up

k

∂xp
ℓ

+
∂up

ℓ

∂xp
k

)
. (2)

Let us introduce the product Sobolev space

V = H1(Ω1)d × . . .×H1(Ωs)d, (3)
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and let

K = {v = (v1, . . . ,vs) ∈ V : vp = Up on Γ p
U , vp = vq on Γ pq

G }

be its non-empty, closed, and convex subset. The displacement u ∈ K of the
system of subdomains in equilibrium satisfies

J (u) ≤J (v) for any v ∈ K. (4)

The finite element discretization of Ω = Ω
1 ∪ . . . ∪ Ω

s
with a suitable num-

bering of nodes results in the quadratic programming (QP) problem

min
u

1
2
u⊤Ku− f⊤u subject to Bu = c, (5)

where K = diag(K1, . . . ,Ks) denotes a symmetric positive semidefinite block-
diagonal stiffness matrix of order n, B denotes an m × n full rank constraint
matrix, f ∈ Rn is a load vector, and c ∈ Rm is a constraint vector.

The diagonal blocks Kp that correspond to the subdomains Ωp are positive
semidefinite sparse matrices with known kernels, the rigid body modes. This
is a great advantage because all blocks can be effectively regularized and then
decomposed using any standard sparse Cholesky type factorization method for
nonsingular matrices [2, 3].

The matrix B with the rows bi and the vector c with the entries ci enforce
the prescribed displacements on the part of the boundary with imposed Dirichlet
condition and the continuity of the displacements across the auxiliary interfaces.

A parallel and numerically scalable algorithm for the numerical solution of (5)
is introduced in [3] with scalability demonstrated up to 315 millions of unknowns
and 4800 cores.

3 Elasto-plasticity

Elasto-plastic problems are the so-called quasi-static problems where the history
of loading is taken into account. We consider the von Mises elasto-plasticity with
the strain isotropic hardening and incremental finite element method with the
return mapping concept [1].

The elasto-plastic deformation of an body Ω after loading is descibed by
the Cauchy stress tensor σ, the small strain tensor ε, the displacement u, and
the nonnegative hardening parameter κ. Symmetric tensor is represented by the
vector and its deviatoric part is denoted by the symbol dev.

Let us denote the space of continuous and piecewise linear functions con-
structed over a regular triangulation of Ω with the discretization norm h by
Vh ⊂ V , where V =

{
v ∈ H1(Ω)d : v = 0 on ΓU

}
. Let

0 = t0 < t1 < . . . tk < . . . < tN = t∗ (6)

be a partition of the time interval [0, t∗]. Then the solution algorithm after time
and space discretizations has the form:
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Algorithm 3.

1. Initial step: u0
h = 0, σ0

h = 0, κ0
h = 0,

2. for k = 0, . . . , N − 1 do (load step)
3. From previous step we know: uk

h, σk
h, κk

h and compute △uh, △σh, △κh

△εh = ε(△uh), △uh ∈ Vh, (7)

△σh = Tσ(σk
h, κk

h, △εh), (8)

△κh = Tκ(σk
h, κk

h, △εh). (9)

4. Solution △σh(σk
h, κk

h, ε(△uh)) is substituted into equation of equilibrium:
∫

Ω

△σT
h (σk

h, κk
h, ε(△uh))ε(vh)dx = 〈△fk

h , vh〉, ∀vh ∈ Vh. (10)

This leads to a nonlinear system of equations with unknown △uh which
is solved using the Newton method. The linearized problem arising in each
Newton step is solved by the TFETI algorithmic scheme [3, 7].

5. Then we compute values for the next step: uk+1
h = uk

h + △uh, σk+1
h =

σk
h +△σh, κk+1

h = κk
h +△κh.

6. enddo

Basic relations for the return mapping concept can be found in [7].

4 Numerical experiments

Described algorithms were implemented in MatSol library [4] developed in Mat-
lab environment and tested on the solution of 3D problems.

Let us consider a 3D plate with a hole in the center (due to symmetry only a
quatre of the whole structure is used). The geometry of the body with traces of
decomposition and discretization is depicted in Fig. 2. In Fig. 3 we see a zoom of
Fig. 2 near the hole. Symmetry conditions are prescribed on the left and lower
sides of Ω. The surface load g(t) = 450 sin(2πt) [MPa], t ∈ [0, 1

4 ] [sec], is applied
to the upper side of Ω. The elasto-plastic material parameters are E = 206900
[MPa], ν = 0.29, Y = 450, Hm = 100 and the time interval [0, 1

4 ] [sec] is divided
into 50 steps. We consider a mesh with 4450 nodes and 19008 tetrahedrons.

In the nth Newton iteration we compute an approximation △un by solving
the constrained linear problem of the form

min
B△un=o

1
2

(△un)⊤Kn△un − (△un)⊤△fn

using the scalable TFETI algorithmic scheme proposed in [3]. We stop the New-
ton method in every time step if ‖△un+1 −△un‖/ (‖△un+1‖+ ‖△un‖) is less
than 10−9.

Notice that the maximum number of the Newton iterations is small for all
time steps, therefore the method is suitable for the problem. In the following
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figures, we depict plastic and elastic elements and von Mises stress in the xy
plane with the z coordinate 0 [mm]. In Figs. 4 and 5, we can see which elements
are plastic (gray color) and which are elastic (white color) in chosen time steps.
Particularly, in time steps 1-12 we observe only elastic behavior, and in time
steps 13-50 plastic behavior of some elements. The maximum value of hardening
at each time step is depicted in Fig. 6. The von Mises stress distribution on
deformed mesh is showed in Fig. 7.

5 Conclusions and goals

We have presented an efficient algorithm for the numerical solution of elasto-
plastic problems. These problems lead to the quasi-static problems, where each
nonlinear and nonsmooth time step problem is solved by the semismooth New-
ton method. In each Newton iteration we have to solve an auxiliary (possibly
of large size) linear system of algebraic equations. We proposed a new approach
how to solve such system efficiently using in a sense optimal algorithm based on
our Total-FETI variant of FETI domain decomposition method. We illustrated
the efficiency of our algorithm on the solution of 3D elasto-plastic model bench-
mark and gave results of numerical experiments. The results indicate that the
algorithm may be efficient.

Nowadays we adapt this approach to the solution of contact problems.
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Dostál, MatSol - MATLAB efficient solvers for problems in engineering.
http://matsol.vsb.cz/.
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2010

6. M. Čermák, T. Kozubek, A. Markopoulos, An efficient solution of elasto-plastic
problems in mechanics, SNA 2011, ISBN 978-80-86407-19-7
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Abstract. This paper deals with discussion of several variants of par-
allelization of the projections to the natural coarse space in the TFETI
algorithm. A 2D elasticity benchmark was implemented using PETSc
parallelization library and scalability was demonstrated up to 201 mil.
of unknowns and 3072 cores.

Keywords: domain decomposition method, FETI, parallel implementation, coarse
problem, scalability.

1 Introduction

FETI (Finite Element Tearing and Interconnecting) domain decomposition meth-
ods are based on ”divide and conquer” strategy. They are suitable for parallel
solution of elliptic partial differential equations arising from many technical prob-
lems. The original FETI-1 method was proposed by Farhat and Roux [1]. It is
based on the decomposition of the spatial domain into non-overlapping subdo-
mains that are ”glued” by Lagrange multipliers.

Application of the duality principle not only reduces the problem size and
the condition number but also simplifies constraints so that efficient algorithms
that utilize cheap projections and other tools may be used. Later, Farhat, Man-
del, and Roux [2, 3] introduced a “natural coarse problem” whose solution was
implemented by auxiliary projectors so that the resulting algorithm became in
a sense optimal.

In our approach, we use the Total-FETI (TFETI) [4] variant which simpli-
fies the construction of the generalized inverse of the stiffness matrix by using
Lagrange multipliers not only for gluing the subdomains along the auxiliary
interfaces, but also to enforce the Dirichlet boundary conditions. Basis of the
kernel of the stiffness matrix is then apriori known and can be constructed eas-
ily. In addition, this fact allows easy yet powerful regularization of the stiffness
matrix and computation of its stable generalized inverse.

The generalized inverse has a block diagonal layout corresponding to the
decomposition into subdomains so that its application can be carried out in
parallel without any communication and high parallel scalability is enjoyed. For
fixed discretization, the increasing number of subdomains decreases the sub-
domain problem size. This results in shorter times for the subdomain stiffness

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2011, pp. 519–524.
VŠB – Technical University of Ostrava, FEECS, 2011, ISBN 978-80-248-2449-9.
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matrix factorizations and subsequently forward and backward substitutions dur-
ing stable generalized inverse application. On the other hand, the dual dimension
(the number of Lagrange multipliers) and the coarse problem size increase which
results in longer times for all dual vector operations and orthogonal projectors
applications. In this paper, different parallelization strategies of the coarse prob-
lem solution are proposed and their efficiency is demonstrated on a 2D linear
elasticity benchmark up to 201 mil. of unknowns and 3072 cores.

2 Coarse space projector parallelization

Let us start with the discrete primal TFETI formulation of the linear elasticity
problem

min
u

1
2
u⊤Ku− f⊤u subject to Bu = o, (1)

and observe the primal data distributions, i.e. the distributions of the stiffness
matrix K, its generalized inverse K†, its kernel basis R, the constraint matrix
B, and the right hand side f (see [I] for more details). Let Nd denote the dual
dimension and Nc the number of cores being at disposal for our computations.

The distribution of the primal data is quite straightforward as every block
corresponds to a subdomain. The critical point of the TFETI method is the
application of the projector QG = GT (GGT )−1G, with G = RT BT . The action
time and the level of communication depend first of all on G matrix distribution
and implementation of the coarse problem solution, i.e.,

– whether and how G should be distributed,
– how action of (GGT )−1 and hence QG application should be implemented,
– whether G should be orthonormalized so that (GGT )−1 = I.

Each of cores works with local part associated with its subdomains. Current core
is specified by rank (rank = 0, ..., Nc − 1). Some operations require communi-
cation through the vector transfers.

We suggest seven ways of handling the matrix G and subsequent realiza-
tions of the solution of the coarse problem GGT x = b. These strategies of the
projector application can be viewed from two points:

I. how G is distributed and its action carried out (see Figs. 1(a) and 1(c)):
A) horizonatal blocks,
B) vertical blocks.

II. how the coarse problem is solved which implies the level of preprocessing of
G and GGT (see Figs. 1(d) and 1(b)):
1) iteratively using CG by the master process,
2) directly using the Cholesky factorization by the master process,
3) applying explicit inverse of GGT in parallel,
4) the coarse problem is eliminated provided that the rows of G are or-

thonormalized.
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The natural coarse space matrix G is computed in a way where each of cores
owns sparse sequential matrices R[rank] and B[rank], so that this core computes
local block G[rank] = RT

[rank]B
T
[rank] of G matrix without any communication.

Distribution into horizontal blocks in A cases leads to enormous increase of
communication because sequential dual vectors have to be scattered to the ze-
roth core, added together and broadcasted. Also the reduction of computational
times is not so significant. Measured times during numerical experiments using
A distribution and detailed analysis confirmed its unsuitability to reach good
parallel scalability.

So the only way how to run huge jobs on massively parallel computers is
to distribute G matrix into vertical blocks and parallelize all dual vectors and
operations with them – B cases - this is a big advantage. Taking into account
the decomposition of huge problems into the large number of subdomains re-
sulting in large dual dimension and defect of K, this can significantly reduce the
computational time. Preprocessing of G comprises a redistribution of horizontal
blocks G[rank] into vertical (i.e. horizontal GT

[rank]).
In cases 1 and 2 it is necessary to transfer the whole G matrix to the zeroth

core or in cases 3 to all cores. Master core or each of cores then computes
sequential product GGT .

In cases 1 we employ an iterative solver for the coarse problem solution. In
cases 2 and 3 any Cholesky type factorization of GGT and the triangular solve
has to be performed. In case 2 we use the finite solver for the coarse problem
solution on the zeroth core. In case 3 we use it only during preprocessing phase
for the computation of the i-th column of (GGT )−1, i.e. inverse of GGT , on each
of cores assigning the i-th column of identity matrix to the right hand side b,
so that the inverse can be efficiently reached and applied in parallel if we assign
Nd/Nc corresponding columns of identity matrix to the right hand side vector.
Coarse problem is then solved by means of ordinary matrix-vector multiplication
by the distributed (GGT )−1 matrix.

In case B4 rows of G are orthonormalized resulting in a matrix Ḡ. This way
has a big advantage - we eliminate the coarse problem (GGT = (GGT )−1 = I)
completely. We have to redistribute first the sequential blocks G[rank] into the
parallel dense matrix ḠT and then perform orthonormalization of its columns,
i.e. rows of Ḡ = TG described by a nonsingular matrix T. For this purpose the
classical Gram-Schmidt algorithm was chosen, that appears more suitable for
the parallelization of this problem than the modified or iterated classical Gram-
Schmidt algorithm. Let us recall that the algorithm requires half of floating-point
operations, on parallel computers it can be much faster than the modified one,
and its parallel efficiency equals that of iterated classical one. The columns of
the matrix GT are copied into the array of parallel vectors g[ ] (local size Nd/Nc,
global size Nd) and the process of orthonormalization is performed in parallel.
The obtained vectors form columns of the matrix ḠT . Considering this type of
distribution, this process requires only transfers of dot products and can be very
efficient [7]. Another possibility is to use forward substitution of factorized GGT

applied to Nd/Nc columns of the original G matrix as the right hand side.
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3 Numerical experiments

Described algorithms were implemented using the standard numerics paralleliza-
tion tool PETSc (Portable Extensible Toolkit for Scientific Computation), ver-
sion 3.1.014, developed by Argonne National Laboratory [6] and tested on the
solution of a 2D linear elasticity problem. For these computations we used HEC-
ToR phase 2b system at EPCC in Edinburgh [5] offering 1856 XE6 compute
nodes, each with two AMD 2.1 GHz 12-core processors giving a total of 44,544
cores and with 32 GB of main memory. The processors are connected with a
high-bandwidth interconnect using Cray Gemini communication chips.

As a benchmark we used a 2D elastostatic problem of the steel traverse
represented by a domain Ω = (0, 600) × (0, 200) with the sizes given in [mm].
The material constants are defined by the Young modulus E = 2.1 · 105 [MPa],
the Poisson ratio ν = 0.3, and the density ρ = 7.85 · 10−9 [ton/mm3]. The body
is fixed in all directions along the left side Γ U = {0} × [0, 200] and loaded by
gravitational forces with the gravity acceleration g = 9800mm/s2.

To illustrate the efficiency of the different strategies of the coarse problem
solution we decomposed the body Ω into identical square subdomains with the
side length H . We gradually chose decompositions into 8× 24, 16× 48, 24× 72,
and 32× 96 boxes. All subdomains were further discretized by the same uniform
triangular meshes characterized by the discretization parameter h and the ratio
H/h = 180.

In Table 1, we report the computational times for preprocessing and QG

action of the parallel strategies for the coarse problem solution described in
Section 2. Obviously the best strategy corresponds to the case B4, where G is
distributed in vertical blocks and orthonormalized.

Table 1. Performance of the coarse problem solution for varying strategy, decomposi-
tion and discretization

Number of subdom. 192 768 1728 3072
Number of cores 192 768 1728 3072

Primal dim. 12,580,224 50,320,896 114,476,544 201,283,584
Dual dim. 129,984 537,216 1,228,464 2,183,424
Kernel dim. 576 2304 5184 9216

G[rank] 1.001e-02 1.152e-02 1.489e-02 1.527e-02
broadcast of G to all cores 9.102e-02 3.710e-01 8.353e-01 1.389e+00
B1,2,3: GGT assembling 6.710e-02 2.469e-01 7.155e-01 1.203e+00
B2,3: GGT Chol. fact. 8.090e-03 1.042e-01 8.108e-01 2.004e+00
B3: inverse 1.767e-01 1.149e+00 6.401e+00 9.264e+00
B4: orthonormalization 9.669e-02 5.983e-01 3.262e+00 4.629e+00

B1: QG action 1.070e-02 6.934e-02 3.204e-01 6.424e-01
B2: QG action 8.046e-03 5.404e-02 2.321e-01 4.576e-01
B3: QG action 5.822e-03 3.742e-02 1.760e-01 3.621e-01
B4: QG action 6.096e-03 2.694e-02 6.424e-02 9.874e-02
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4 Conclusions and goals

This paper analyzes seven parallelization strategies for the coarse problem solu-
tion in the TFETI algorithm and the projector application. The data distribu-
tions are discussed with the conclusion that all B variants behave much better
in parallel up to thousands cores reducing significantly times of all dual actions
(axpy, dot).

Further work should involve fine tuning and optimization of the presented
actions, theoretical performance analysis, more holistic analyses of FETI-based
algorithms, comparison of times presented in this paper (pure MPI approach)
with hybrid parallelization approaches, experiments with numerics paralleliza-
tion frameworks other than PETSc, e.g. Trilinos.

Main results

[I] T. Kozubek, V. Vondrak, M. Mensik, D. Horak, Z. Dostal, V. Hapla, P. Kabelikova,
M. Cermak, “Total FETI domain decomposition method and its massively parallel
implementation”, Advances in Engineering Software, submitted

[II] D. Horak, V. Hapla, “TFETI-1 coarse problem parallelization strategies”, to ap-
pear in proceedings of 9TH INTERNATIONAL CONFERENCE ON PARALLEL
PROCESSING AND APPLIED MATHEMATICS 2011, accepted

References

1. C. Farhat, F-X. Roux, “An unconventional domain decomposition method for an
efficient parallel solution of large-scale finite element systems”, SIAM J. Sci. Stat.
Comput. 13, 1992; 379–396.

2. C. Farhat, J. Mandel, F-X. Roux, “Optimal convergence properties of the FETI
domain decomposition method”, Comput. Methods Appl. Mech. Eng. 115, 1994

3. F-X. Roux, C. Farhat, “Parallel implementation of direct solution strategies for
the coarse grid solvers in 2-level FETI method”, Contemporary Math. 218, 1998
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VŠB – Technical University of Ostrava, 17. listopadu 15, 708 33 Ostrava – Poruba

hrtus@ugn.cas.cz

Numerical experiments with gradient based
methods for calibration of a heat conduction

models

Rostislav Hrtus

Institute of Geonics of the Academy of Sciences of the Czech Republic,
Ostrava, Studentsk 1768, 708 00 Ostrava - Poruba

Department of Applied Mathematics, FEECS,
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Abstract. The paper provides a numerical experiments with techniques
suitable for calibration of a heat conduction or similar models based
on PDE and discretized by the FE method. Especially, an application
of gradient based optimization methods is discussed. A special model
problem, originated from rock mechanics, is used for comparison of the
solution methods.

1 Introduction

Problems of calibration of models by identification of parameters appears in
many fields of science and engineering. The main purpose of this paper is for-
mulation of such calibration/identification problems and description of numer-
ical optimization methods for their solution. The gradient-based optimization
methods were implemented and tested on calibration of a nonstationary heat
conduction model arising in geomechanics.

2 Identification problems - nonstationary case

Let us consider the parabolic heat flow problem in the form

c
∂u

∂t
− div (k grad u) = f in Ω × (0, T ) in Ω , (1)

u = û on ΓD and k gradu · n = q̂ on ΓN , (2)

where ∂Ω = ΓD ∪ ΓN . We also assume discretization by the FEM given by
division Th of Ω into triangular/tetrahedral elements and considering the space
Vh of continuous piecewise linear functions.

As a time discretization scheme we choose the implicit Euler method using
uniform time discretization given by ti = i∆t, i = 1, . . . , T/nt .

Further, the coefficients k and c are assumed to be constant on elements
Ei ∈ Th or on larger subdomains Ẽj ∈ TH . Here, each Ẽj (j = 1, . . . , s) is

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2011, pp. 525–530.
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a union of some elements from Th . Thus s ≤ nel = card(Th) , but frequently
s ≪ nel. We can construct the set of parameter vectors KH ,

KH = {k = k(x), c = c(x) : ∃p ∈ R2s : k |Ẽj
= pj , (3)

c |Ẽj
= pj+s ∀ j = 1, . . . , s}.

The parameter identification problem considers the coefficients k, c repre-
sented by the vector p ∈ R2s as unknown and seek for optimal p ∈ R2s to fit
the observation data

dk
j = uobs(xj , tk), xj ∈ Nobs ⊂ Nh, card(Nobs) = m,

tk ∈ Tobs ⊂ {ti : i = 1, . . . , nt}, card(Tobs) = mt,

using the corresponding objective function

Fobs =
1
2

∑

xj∈Nobs,tk∈Tobs

| dk
j − ūk

j (p) |2 . (4)

The identification problem can be then formulated as

find (p, ū) : p ∈ R2s, ū ∈ (Rn)nt (5)

F̃ (p) = F (p, ū(p)) = F (p, ū) = min F (q, v̄), q̄ ∈ Rs, v̄ ∈ (Rn)nt .

Above function F (q, v̄) is defined as follows

F (q, v̄) = Fobs(q, v̄) + βFreg(q),

where the construction of the regularization part Freg is discussed e.g. in [6], [7],
[5] and in our case, we do not use regularization part.

3 Unconstrained minimization techniques

The objective function F̃ (p) from (5) has the nonlinear least squares structure
given by (4). Generally, without regularization, we have

F̃ (p) =
1
2
R(p)T R(p), p ∈ R2s, d ∈ Rm·mt , ū ∈ Rn·nt . (6)

The residual R(p) is defined as

R : Rn·nt → Rm·mt , R(p) = Sū(p)− d, (7)

where S : Rn·nt → Rm·mt is the observation operator.
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The optimization problem can be solved by direct methods like Nelder–Mead
simplex method or genetic algorithms [2]. But here, we consider methods exploit-
ing smoothness of the mapping p → R(p), i.e. the existence of Jacobian

J(p) = DpR(p) = (Jij(p)) , Jij(p) =
∂Ri(p)

∂pj
.

Having the Jacobian J(p), the expressions

GradF̃ (p) = J(p)T R(p), (8)

HessF̃ (p) = J(p)T J(p) + (D2
pR(p))R(p) ∼ J(p)T J(p) = HGN (p) (9)

gives possibility of using iterative optimization methods as steepest descent
(SDM) or Gauss–Newton (GN) and Gauss–Newton Levenberg–Marquardt (GN–
LM) type iterations. A general solution algorithm can be written in the form

p0 given ; pi+1 = pi − αiz
i, i ≥ 0, (10)

where
zi = gi (SDM) or zi = H−1

i gi, gi = J(pi)T R(pi), (11)

Hi = J(pi)T J(pi) (GN) or Hi = νiI + J(pi)T J(pi) (GN-LM) . (12)

Note that αi = 1 or αi are given by a golden section linesearch (GSL) or back-
tracking with Armijo rule (AR). We may choose νi as e.g.
νi = min{1; c ‖ J(pi)T R(pi) ‖ }, c > 0, see e.g. [3].

The Jacobian J(p) can be computed by forward differences.

4 Model problem and numerical results

The in-situ Äspö Pillar Stability Experiment (APSE) has been performed to
determine THM processes and take the data (Fig. 1). The measured data are
now used for validation of mathematical models for rock mass prediction within
the DECOVALEX 2011 international project. To determine accurately the tem-
perature changes, a heat flow model is formulated and monitored temperatures
are used for model calibration. More details can be found in [2].

A FEM model of APSE, realized by GEM software [1], considers domain of
105× 125× 118 m and tetrahedral 3D mesh with 99× 105× 59 nodes. The grid
is refined around the pillar, see Fig. 1.

There are 14 temperature monitoring positions and temperatures are mea-
sured in 12 time moments. Altogether 168 values of temperature measurement
(vector d) are used for calibration, m ·mt = 168.

The material parameters are different conductivity k and heat capacity c.
The simplest decomposition T (2)

H decompose the model domain just into two
parts (dry and wet according to Fig.1 right). Convergence of function values of
objective function are shown by red graph and to the right from this graph there
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wet

—

dry

Fig. 1. The APSE model - detail of the FE grid around the pillar (GEM software [1])
and ground view on the pillar, holes, location of heaters and points of temperature
measurement.

are four graphs showing convergence of parameters. In horizontal axis in every
one graph there is number of state problem evaluations needed for computing
one iteration of algorithm included linesearch.

Figure 2 shows convergence characteristics for solving T (2)
H problem by SDM

and damping parameters are determined by a GSL.The same situation we can
see in Figure 3, convergence characteristics for solving our problem by SDM with
AR backtracking, which starts with αi = 1 and halves αi if F (pi+1) < F (pi)
is violated. We can see quite oscillatory behaviour of convergence of parame-
ters in both cases. Gauss-Newton iterations are shown in Figure 4 with GSL
and in Figure 5 with AR backtracking. There is obvious smoother behaviour of
convergence of this method. Note that the minimum found by this method is
lower than in previous SDM case. Third method GN with Levenberg-Marquardt
modification is shown in Figure 6 with GSL, which is slowly converging, but
founded minimum is quite satisfactory, and in Figure 7 with AR backtracking,
which works well, but not better than pure GN.

5 Conclusions

We tested three methods for calibration of a heat conduction model. The most ef-
ficient method was the Gauss-Newton one. Levenberg-Marquardt method causes
light smoothing of the convergence speed. Steepest descent method was not as
suitable as previous mentioned methods. Our future aims includes solution of
problems involving more parameters, application of parallel computing, semian-
alytic computation of gradients and Jacobians and some theoretical convergence
analysis.
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Fig. 2. Convergence of SDM with GSL on the left and convergence of four parameters
on the right (left top - kdry, right top cdry, left bottom kwet, right bottom cwet).
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Fig. 3. Convergence of SDM with AR on the left and convergence of four parameters
on the right (left top - kdry, right top cdry, left bottom kwet, right bottom cwet).
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Fig. 4. Convergence of GN with GSL on the left and convergence of four parameters
on the right (left top - kdry, right top cdry, left bottom kwet, right bottom cwet).
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Fig. 5. Convergence of GN with AR on the left and convergence of four parameters on
the right (left top - kdry, right top cdry, left bottom kwet, right bottom cwet).
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Fig. 6. Convergence of GN-LM with GSL on the left and convergence of four parame-
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Abstract. This paper deals with evaluation of medical survival censored data of 
844 patients, who underwent surgery of colon and rectum cancer in the 
University Hospital of Ostrava. There are used two different surgery techniques 
for this operation: either classical (open) or laparoscopic. Basic question which 
arises generally at surgeries with several possible techniques is which type of 
operation to choose to guarantee longer overall survival time. For the 
comparison was used the non-parametric approach which results from Kaplan-
Meier estimates of the survival function. The survival curve was constructed for 
each group of patients, i.e. for classical (open) and laparoscopic type of 
operation. Final survival curves were compared and evaluated using advanced 
methods of statistical inference, as is hypothesis testing (e.g. log-rank test). 

Keywords: censored medical survival data, comparison of surgery techniques, 
survival curve, log-rank test 

1 Introduction 

Minimally invasive surgery is generally associated with lower operative stress and 
more favorable post-operative course. On the other hand there are many negative 
factors in using laparoscopic techniques in colorectal surgery, which can participate in 
morbidity in large measure (e.g. the risk of capnoperitoneum, longer operative time 
and extreme positioning of patients). The comparison of morbidity and mortality after 
both types of surgeries is frequently published result of numerous medical 
investigations. For example, the consensus of European association of endoscopic 
surgery for colon carcinoma mentions, that there is no difference between morbidity 
of laparoscopic and open operations of colon [1]. 

2 Kaplan-Meier estimator of survival function 

Long-term survival analysis has been performed by using the Kaplan-Meier method. 
Let us suppose randomly right censored survival data. We can obtain from our 
experiment n independent observations in the form as follows:  

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2011, pp. 531–536.
VŠB – Technical University of Ostrava, FEECS, 2011, ISBN 978-80-248-2449-9.
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( ) ( )nn ctct ,,...,, 11 ,  
 
where ti is either a time of death or a time in which the observation of i-th patient is 
stopped (withdrawn) and  ci = 1 (resp. ci  = 0)  is censoring indicator, accordingly to 
the death (resp. stopping time) occurred first.   
Assume that we may obtain from the experiment among n observations m ≤ n 
observed number of death and n - m withdrawn values and that in the sample t1, …, tn 
no conformity has occurred. Then we create rank-ordered sample t(1) < … < t(n) . Let 
c(i) be the indicator corresponding to t(i) , i = 1, …, n, then the Kaplan-Meier estimator 

of survival function )(tR
)

is: 
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)
, (1) 

 

with the convention that 1)( =tR
)

 if t < t(1) and 0)( =tR
)

 if t > t(n).  

 
Notation:  ni …number of patients at risk of dying until t(i) (the time t(i) is not 
 included).  
 di …number of observed deaths 
 
Kaplan-Meier estimator has an asymptotic normal distribution. Once we obtain the 
survival function estimate we would like to be informed about the dispersion around 

)(tR
)

. This dispersion is determined by the variance or standard deviation of the 

estimator. Asymptotic variance is known as Greenwood’s formula and we derive it by 
the delta method which is based on a first-order Taylor series expansion [2] 
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The lower and upper bounds for pointwise confidence interval estimates are based on 

the log-minus-log survival function ( )[ ]{ }tR̂lnln − , its variance (or standard deviation) 

and a quantile of the standard normal distribution (as a consequence of asymptotically 
normally distributed Kaplan-Meier estimator). Following expression gives us the 
bounds of a 100(1 - α) percent confidence interval for the log-minus-log function 
 

( )( )[ ] ( )( )[ ]{ }tRztR
α

ˆlnlnSEˆlnln 2/1 −±−
∧

− , (2) 

 

where z1-α/2 is the upper α/2 percentile of the standard normal distribution and { }
∧

SE  

denotes the estimated standard error of the log-minus-log survival function, which is 
the positive square root of the estimator of variance of the log-minus-log survival 
function, defined as follows 
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By denoting the lower and upper bounds of the confidence interval of (2) as lĉ  and 

uĉ  we may obtain the lower and upper bounds of the confidence interval for the 

survival function respectively as 
 

( )[ ]uĉexpexp−  and ( )[ ]lĉexpexp− . 

 
 

3 Log-rank test 

It is frequently of interest to determine whether two subgroups of samples could arise 
from identical survival functions. First step we can do to solve this task is graphical 
display of the Kaplan-Meier estimator of the survival function for each of the groups. 
Generally we can say that if one survival function lies completely above another, than 
the proportion of subject estimated to be alive at any point of time for this group is 
greater than for the other group represented by the lower survival function. The main 
question is whether the observed difference, what we can see in graph is statistically 
significant. 
One possibility to answer this question is log-rank test. This test is especially good 
when the ratio of hazard functions in the populations we compare is approximately 
constant. It is constructed by calculating the number at risk and the number of 
observed deaths in one of the groups at each observed survival time t(i) , if we assume 
that the survival function is the same in each of the two groups (we mark the groups 
as Group 0 and Group 1). This produces the estimator of expected number of deaths 
at time t(i) (for example using Group 1): 
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and estimator of variance of d1i, with hypergeometric distribution: 
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The log-rank test is defined as follows: 
 



534 Kateřina Janurová
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Notation:  n0i, n1i  …  number at risk at observed survival time t(i) in Group 0 and 
 Group 1 respectively  
 d0i, d1i  …  number of observed deaths in each group respectively 
 ni … total number at risk 
 di … total number of observed deaths 
 
When we use the null hypothesis in the form that two survival function are the same, 
we may acquire the p-value for Q by the application of the chi-square distribution 
with one degree of freedom (p = Pr(χ2 (1) ≥ Q )), if we assume that censoring is 
independent of the group, and that the total number of observed events and the sum of 
the expected number of events is large. 

4 Results  

Data from colectomy operations have been used to construct Kaplan-Meier estimator 

of survival functions )(tR
)

 according to formula (2), see Figure 1, including 95% 

confidence limits.  
 
Kaplan-Meier Estimates: 
Laparoscopic technique: MST = 61.185  SE = 2.516 
Open technique:   MST = 52.938  SE = 2.405 
 

Table 1. Comparison of groups 
 

Group Total Dead Withdrawn Withdrawn [%] 
Lpsk 455 160 295 64.84 
Open 387 205 182 47.03 
Total 842 365 477 56.65 

 
Log-rank test result:  
Chi-square = 8.070, P-value = 0.005 
Since the P-value is less than 0.01, there is a statistically significant difference 
between the groups at the 99% confidence level. 
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Fig. 1. Survival functions for both operations with 95% confidence intervals 

5 Conclusion 

We confirmed by using non-parametric approach that laparoscopic surgery for cancer 
of both rectum and colon is minimally equivalent alternative to open surgery. 
We can conclude that there is a statistically significant difference between the 
survival functions associated to both operation types at the 99% confidence level 
(survival function associated to the laparoscopic data is significantly greater). Results 
were presented on the SSARS Conference (Summer Safety and Reliability Seminars 
2011). 
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Abstract. The aim of the research is development and testing of new
methods to assess the quality of digital metallographic images introduced
in the quality of steel with high added value. In this paper, we will ad-
dress the development of methods to assess the quality of metallographic
samples, including slabs with the main emphasis on the quality of the
image center. For this reason, we introduce an alternative method for au-
tomated region of interest retrieval. In the first step, the metallographic
image is segmented using both spectral method and thresholding. Then,
the extracted macrostructure of the metallographic image is automati-
cally analyzed by statistical methods. Finally, automatically extracted
region of interests are compared with results of human experts.

Keyword: Hard industry, Materials science and technology, Quality control, Expert
systems, Control system human factors, Information retrieval, Image segmentation,
Image classification, Monitoring,

1 Introduction

The aim of the research is the development and testing of methods for auto-
mated analysis of metallographic samples. For quality scoring of metallographic
images, it is interesting to retrieve a single subregion of the image, leaving other
regions unchanged. This can be referred as region of interest (ROI) retrieval
[3,6]. The problem of automated retrieval of region of interest in real metal-
lographic images from the steel plant of ArcelorMittal Ostrava plc (Ostrava,
Czech Republic) is addressed in this paper. The objective is to monitor the pro-
cess quality of a part steel plant production. For this reason two different image
segmentation algorithms are used and compared in this contribution. The first
one computes the histogram of gray levels of the image, while in the second one
the spectral segmentation is applied. Then, the extracted metallographic image
is automatically analyzed by statistical methods. The aim is to retrieve region

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2011, pp. 537–542.
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of interest, which contains small dots. These small dots significantly influence so
called the central quality of the metal sample. The paper is structured as follows.
Section II describes the image segmentation. In Section III, automated method
for retrieval of region of interest is presented. Experimental comparison of these
two approaches for image segmentation follows in Section IV. Finally, Section V
closes the paper.

2 Image Segmentation

In this paper we used well known threshold based image segmentation and com-
pare it to previously used spectral segmentation [2]. We present images for which
spectral segmentation fails comparing to threshold method as well as we show,
that spectral method is significantly slower than threshold method.

It’s easy to see that choice of threshold is crucial for successful extraction.
The typical histogram of input metallographic data is seen on Figure1.

Fig. 1: Histogram of input metallographic data

Obvious choice for threshold would be one of the values marked by red arrows
in Figure 1. We refer to [1] and to the knowledge of structure of used images
and choose first of two values. There has to be done some morphological post
processing because of heterogeneity of background and noise from the camera.
This is done by morphological operations open and fill. Detailed description of
these operations can be found in [1].

Figure 2 illustrates examples of spectral segmentation failure: the presence
of the noise and certain material structure.

The threshold segmentation method shows to be superior in reference to the
quality and speed efficiency of the algorithm. The comparison results presented
in Table 1 indicate also a possibility of the real-time image segmentation for the
threshold based method.
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(a) Thresholding (b) Spectral method

Fig. 2: Insufficient results of the spectral segmentation.

Segmentation method Computation time (secs)
Threshold 1.9
Spectral 69.9

Table 1: Comparison of computation time for thresholding and spectral segmen-
tation

3 Automated Region Of Interest Retrieval

In this section we present simple, but effective method for automated ROI de-
tection. Method is based on moving averaging window that moves down along
the rows of an image. In this way, we find one dimensional vector that describes
all rows of an image, see Algorithm 2.

In order to achieve successful localization of the ROI there has to be done an
intensity pre-processing stage that enables better dark-white contrast highlight.
We call it contrast normalization and it is done by the matrix formula

I =
average intensity of input image

input image

Algorithm 1 Region of interest detection

1 I = input image
2 I = cont ras tNorma l i za t i on ( I )
3 window = window he ight
4 out = output vec to r with averages o f moving window
5 for a l l rows do step window do
6 tmp = I ( row : row+window , : )
7 out ( row ) = average (tmp)
8 end
9 maxs = findLocalMaximas ( out )
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The window’s height has been experimentally estimated to be 100 pixels.
This window dimension enables acceptably smooth graph of average values. At
the final step we used an explicit knowledge of the problem structure. We deleted
all false positive matches located too far from the center of the metal sample.

4 Results Of Automated Region Of Interest Retrieval

Figures 3 present graphs of moving window averages. It is obvious that our ROI
is in center of the image with some more false-positive hits. Information from
these figures is displayed in Figures 4 and 5, where blue lines represent detected
region of interests. Metal-sample in Figure 5 has some minor residue from the
segmentation, but this residue does not have significant impact to the successful
ROI localization. And the final step of our algorithm is presented in Figure 6,
where the final ROI has been successfully detected.

Fig. 3: Metal-Sample A: Mean values of each row in analyzed image. Detected
local maxima (expressed by red circles).

5 Conclusions

The objective of this research is to the quality control process in the steel plant.
The experimental metallography images have been provided by the ArcelorMittal
Ostrava plc (Ostrava, Czech Republic).

We presented comparison of two algorithms for automatic segmentation of
real metallographic images in this paper. We introduced the histogram-based
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Fig. 4: Metal-Sample A: Identification of region of interest.

Fig. 5: Metal-Sample B: Identification of region of interest with several false-
positives.

Fig. 6: Metal-Sample B: Final ROI detected



542 Petr Kotas, Ladislav Válek, Pavel Praks

segmentation technique for metallographic images and we described the method
for automated estimation of the region of interest. The obtained results prove
high performance of the histogram segmentation technique.

We successfully automatically detected the region with dots that influence the
quality of the metal samples. The classification results obtained by the proposed
methods are close to the classification of human experts. There are some false
positives matches in the intermediate stages of the algorithm that are deleted
in the final step of the proposed methods. Figure 4 and Figure 3 with corre-
sponding local maximum, illustrate the presence of the false positive matches.
Final localized ROI could be seen in Figure 6. This final automatically extracted
region of interest is consistent with the human expert dots detection.

The obtained results are promising and indicate that the proposed method
for ROI can be used for future evaluation of crosscut macro structure of slab
samples. In order to achieve more precise evaluation results, individual areas
of a sample crosscut images should be analyzed in more details. In our future
research we plan to use techniques for automated extraction of dots [7] from the
segmented region of interest. The detailed analysis of extracted dots will also be
important for future search of metallurgical relations in images [5], which are
hidden in the image database.
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Abstract. This paper presents the use of logistic regression for identification of 

serious diseases influencing the results of Phadiatop test. Our data come from 

patients who underwent Phadiatop test in the University Hospital of Ostrava, 

The Clinic of Occupational and Preventive Medicine. In this model, we focus 

on personal anamneses of each patient and we create a model on the basis of 

symptoms and severity of diseases (asthma, allergic rhinitis, eczema and oth-

ers). In addition, we also include the effects of smoking on the results of Pha-

diatop test. The aim of the analysis is to predict the results of the expensive 

Phadiatop test, which is the categorical dependent variable of the model. The 

developed model predicts the results of the Phadiatop test with 75% or even 

higher probability of success, which may represent significant financial savings 

for the diagnosis of atopy.  

 

Keywords: Logistic regression, atopy, Phadiatop test, medical data. 

1   Introduction 

Professional skin diseases belong among the most common occupational diseases. 

Important group is created by allergic contact dermatosses. In the developed coun-

tries, among which also the Czech Republic belongs, the number of atopy patients, 

who have genetic predispositions to allergy illnesses, is increasing. A higher occur-

rence of atopy and allergy is among children and youngsters in comparison with older 

generation. These individuals are nowadays coming to a work environment with the 

occurrence of potential contact allergens. These individuals are more sensitive to 

typical symptoms of asthma, eczema, etc. The Phadiatop test is used as a measure of 

atopy.   

Phadiatop test results are divided into the six following groups: groups 0 and I in-

dicate none or weak form of atopy and the remaining groups (II, III, IV, V, VI) indi-

cate increasing severe forms of atopic symptoms. Unfortunately, the Phadiatop test is 

expensive, so we try to predict the results of the test on the basis of a detailed family 

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2011, pp. 543–548.
VŠB – Technical University of Ostrava, FEECS, 2011, ISBN 978-80-248-2449-9.
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and personal anamneses. The knowledge of the results of the Phadiatop test is very 

important especially for the diagnosis of allergic dermatosses and also for the profes-

sional medical care for travelers [1], [2]. 

Information obtained from personal and family anamneses were used for the pres-

ence of asthma, allergic rhinitis, eczema or other forms of allergy (contact allergy, 

food, etc.) and for the smoke status for each patient. Family and personal anamneses 

of each patient were evaluated. Then, we created and verified a mathematical model 

for the accurate classification of the patients into one of the two groups: Group 0 for 

Phadiatop test results 0 and I, Group 1 for Phadiatop test results II, III, IV, V and VI.  

This paper presents an update version of [4], [5]. In this paper, we added the smoke 

status and provided the analysis on the basis of complete personal anamnesis only. 

2   Discrimination Problem 

A common problem is to classify objects into one of the two given groups. Each ob-

ject is described by attributes. The aim of the task is to assign a new object into one of 

the groups. Assume that the object belongs to one of the two groups (labeled as 0 and 

1). The discriminatory problem will be solved on the basis of the logistic regression 

model. 

Generally, we have n objects with p measured attributes. But in case of some of the 

objects, we do not know whether the object is a member of the group. The measured 

attributes are represented as p-dimensional random vectors
nXX ,,1  . 

The classification of the i-th object is expressed by random variable Yi,, which has 

the value 0 or 1 depending on their membership in the group. 

The logistic regression was not originally created for the purpose of discrimination, 

but it can be successfully applied for this kind of analyses [3], [6]. 

3   Problem Solutions 

The tested biomedical data are taken from the University Hospital of Ostrava, De-

partment of Occupational and Preventive Medicine, Ostrava, the Czech Republic. The 

logistic regression is used in order to predict the results of the Phadiatop test. The 

medical database for predicted Phadiatop test contained the information on 1027 pa-

tients.  

Patients in Group 0 have Phadiatop test results 0 or I (no visible symptoms), so no 

treatment was necessary. The remaining patients with Phadiatop test results II – VI are 

members of Group 1. For these patients, a medical treatment is necessary.   

We have one dependent variable Y, Phadiatop (Ph), which depends on two inde-

pendent variable personal anamnesis (OA) and family anamnesis (RA). Variable Y can 

carry the value 0 or 1, according to the membership of a patient in Group 0 or Group 

1. Values of these independent factors were obtained from medical experts. The ex-

pert severity scores for personal and family anamneses are presented in Table 1. Here, 
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the category of “Others” represents the score of various kinds of allergies (food aller-

gies, etc).  

Table 1. Expert severity scores for diseases. 

Factor Score 

Asthma 10 

Allergic rhinitis 8 

Eczema 6 

Others 4 

4   Predictions of the Results of Phadiatop Test 

In the first step, we tried to create a regression model by assuming all the supplied 

data. Then, the developed model was tested using the same data. We used an earlier 

model for the variables of OA (personal anamnesis) and RA (family anamnesis) [4]. 

We used the data corresponding to all 1027 patients. We obtained the following logis-

tic model: 

 

RAOA
Ph

Ph











0146104.0212376.054347.1

1
ln

 
 

Prediction results of the model are summarized in Table 4, column Case A.  

We evaluated coefficients of OA and RA using the Pearson Chi-squared test, see 

Table 2. Variable OA (personal anamnesis) is statistically significant at 95% confi-

dence level, but RA variable (family anamnesis) is larger than 0.05. Thus, RA variable 

is not statistically significant and may be excluded from the model. 

Table 2. Test of statistical significance. 

Factor Chi-Square Df P-Value 

OA 189,544 1 0,0000 

RA 1,2909 1 0,2559 

4.1   New Access to the Model 

On the basis of previous results we tried to exclude variable RA (family anamnesis) 

and we created a new model on the basis of the evaluated individual symptoms of 

atopy. Our new model still has one dependent variable Ph- result of Phadiatop test, but 

this time it has 4 independent variables: asthma, allergic rhinitis, eczema and others. 

Example of the input database is shown in Table 3. Column “Number” denotes the 

number of patients. In other columns; symbol 1 denotes that the patient has specific 

symptoms and symbol 0 denotes that the patient is without these symptoms. The col-
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umn PhTest includes the results of the real Phadiatop test. The column Ph includes the 

results of models (in two groups) of the Phadiatop test. 

Table 3. Example of the input medical database. 

Number  asthma 
allegic 

rhinitis 
Eczma others smoke  PhTest Ph 

1020 0 1 1 1 1 0 0 

1021 0 1 1 1 0 2 1 

1022 0 0 0 1 1 2 1 

1023 0 0 0 1 0 5 1 

 

On the basis of medical database we tried to create even better and more precise mod-

el including the effect of smoking on a patient with atopy. In our statistical file, the 

variable smoke was divided as value 0 for non-smokers, value 1 for smokers and value 

2 for ex-smokers or occasional smokers. 

 

We obtained the following model: 

 

smokeothers

eczemarhinitisallergicasthma
Ph

Ph














3221.01516.0

0815.03202.01537.06327.1
1

ln

 

Prediction results of the model are summarized in Table 4, column Case B. 

This more precise model gives good results for classifying of the patients into one of 

the two Phadiatop groups. 

In the second step, we created a learning group as a random sample from 90% of 

the database (926 patients). To verify the correctness of the model assumptions, the 

logistic model was created using the learning group. We obtained the following up-

dated model: 

  

smokeothers

eczemarhinitisallergicasthma
Ph

Ph














5095.01257.0

1093.03312.01554.0727.1
1

ln

 

For testing this updated model, we analyzed the remaining data set, i.e. 10% of the 

database (102 patients), which were not assumed in the training phase. 

 Prediction results of the model are summarized in Table 4, column Case C.  

In summary, the results of Phadiatop test were incorrectly predicted for 23 patients, 

which gave us the following prediction error rate of the model: 227,0
101

23
 . 
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Table 4. Predictions results of logistic regression models. 

 Case A Case B Case C 

Correctly classified 

patients 

807 807 78 

Incorrectly classified 

patients 

220 220 23 

Patients predicted for 

Group 1 

233 209 20 

Real number of pa- 

tients in Group 1 

331 331 33 

Table 5. Analysis of variance. 

Source Deviance  Df P_value 

Model 235,662 5 0,0000 

Residual 922,502 917 0,4428 

Total 1158,16 922  

Table 6. Test of statistical significance. 

Factor Chi-Square Df P-Value 

Asthma 24,909 1 0,0000 

Allergic rhinitis 5,424 1 0,0199 

Eczema 5,030 1 0,0249 

Others 175,668 1 0,0000 

Smoke 9,328 1 0,0023 

 

We also provided the analysis of a variance for the last model, see Table 5. Since 

p-value is less than 0.01, there is a statistically significant relationship between va-

riables at 99% confidence level. 

We evaluated all coefficients using Person Chi-square test, see Table 6. P-value for 

every coefficient is less than 0.05. All these variables are statistically significant and 

cannot be excluded from the model. 

   5 Conclusions 

The Phadiatop test is an expensive medical procedure. For this reason, it would be 

very interesting to predict the patient´s diagnosis by assuming personal anamnesis, 

which can be easily obtained. In order to predict the results of the Phadiatop test, 
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biomedical database of the Clinic of Occupational and Preventive Medicine, Universi-

ty Hospital of Ostrava, is analyzed by the multivariate logistic regression analysis. On 

the basis of the previous results, a new model was used including only personal anam-

neses. In personal anamneses the values of asthma, allergic rhinitis, eczema, others 

and smoke are included. The resulting model was developed using 90% of the data 

and the updated model was successfully tested using remaining 10% of the data. It was 

statistically proved that each variable from the model is statistically significant, and 

cannot be excluded from the model. The simplified model predicts the results of the 

Phadiatop for every fourth or fifth patient incorrectly. It is a very promising premise 

for future biomedical analyses. In the future research, we would like to divide the 

results of predicted diseases severity of the Phadiatop test into more groups. 
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Department of Applied Mathematics, FEECS,
VŠB – Technical University of Ostrava, 17. listopadu 15, 708 33 Ostrava – Poruba

martin.mensik.st1@vsb.cz

Massively parallel implementation of Total FETI

M. Mensik, T. Kozubek,
Z. Dostal

Department of Applied Mathematics, VSB-Technical University of Ostrava,
17. listopadu 15, 708 33, Ostrava-Poruba, Czech Republic

Abstract. We describe an efficient massively parallel implementation
of our variant of the FETI type domain decomposition method called
Total FETI with a lumped preconditioner. Both numerical and parallel
scalability of the proposed TFETI method are demonstrated on a 2D
elastostatic benchmark up to 314,505,600 unknowns and 4800 cores. The
results are also important for implementation of scalable algorithms for
the solution of nonlinear contact problems of elasticity by TFETI based
domain decomposition method.

Keywords: domain decomposition method, FETI, parallel implementation, ma-
trix regularization, coarse problem, scalability.

1 Introduction

Let us briefly introduce the concept of the standard domain decomposition
method - FETI-1 as it is often called. The strategy here is to decompose the com-
putational domain Ω into the set of n non-overlapping subdomains Ω1, . . . , Ωn

so that

Ω̄ =
n⋃

i=1

Ω̄i

In the beginning we can assemble the subdomain stiffness matrices Ai and
the subdomain load vectors (bi) totally independently and get n linear systems
that can be written together as:




A1 0
. . .

0 An







u1

...
un


 =




b1

...
bn


 .

It is worth mentioning that not all of the local matrices are invertible. Let
us gather the vectors of the null space of matrix A in a block matrix R.

So far there is no coupling between the subdomains. For this reason we
introduce a constraint matrix B (also called ”Jump matrix”) to enforce the
continuity of the solution u on the interfaces of the subdomain. It is easy to
observe that the entries of B can consist of 0,−1, 1. The ”Total” variant of the

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2011, pp. 549–554.
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FETI-1 employs this matrix B also for enforcing the Dirchlet condition on the
boundary. That eliminates extra effort when dealing with the rigid motions of
the subdomains.

The primal formulation is then

min
Bu=o

1
2
uT Au− uT b. (1)

Such constrained minimization can by solved by applying the duality theory
of convex programming where all the constraints are enforced by the Lagrange
multipliers λ. The Lagrangian associated with problem (1) is

L(u, λ) =
1
2
u>Au− f>u + λ>(Bu− c). (2)

It is well known that solution of (1) is equivalent to the saddle point problem

L(u,λ) = sup
λ

inf
u

L(u,λ). (3)

The solution of (3) leads to the equivalent saddle-point problem to find
(ū, λ̄) ∈ Rn × Rm satisfying:

A
(

u
λ

)
=

(
f
c

)
(4)

with

A :=
(

A B>

B O

)
.

We suppose that (4) is uniquely solvable which is guaranteed by the following
necessary and sufficient conditions :

KerB> = {o}, (5)
KerA ∩KerB = {o}. (6)

Notice that (5) is the condition on the full row-rank of B. Let us mention that
a basis of KerA can be constructed directly using subdomain rigid body modes
and assume that its vectors are columns of the matrix R ∈ Rn×l, l = n −
rank(A). More precisely, in 2D each subdomain Ωp is assigned three columns
with the sections [

−yi 1 0
xi 0 1

]

and the zero matrix O ∈ R2×3 associated with each vertex Vi ∈ Ω
p

and Vj /∈Ω
p
,

respectively.
The first equation in (4) is satisfied iff

f −B>λ̄ ∈ ImA (7)



Massively Parallel Implementation of Total FETI 551

and
ū = A†(f −B>λ̄) + Rᾱ (8)

for an appropriate ᾱ ∈ Rl and arbitrary generalized inverse A† satisfying AA†A =
A. Moreover, (7) can be equivalently written as

R>(f −B>λ̄) = o. (9)

Further substituting (8) into the second equation in (4) we arrive at

−BA†B>λ̄ + BRᾱ = c−BA†f . (10)

Summarizing (9) and (10) we find that the pair (λ̄, ᾱ) ∈ Rm × Rl satisfies:

S
(

λ
α

)
=

(
d
e

)
, (11)

where

S :=
(

BA†B> −BR
−R>B> O

)

is the (negative) Schur complement of A in A, d := BA†f − c, and e := −R>f .
As both S and A are simultaneously invertible, we can compute first (λ̄, ᾱ) by
solving (11) and then we obtain ū from (8). Let us note that (11) has formally
the same saddle-point structure as that of (4), however, its size is considerably
smaller and the diagonal block BA†B> is much better conditioned than A.

Before discussing the solution method for (11) we introduce new notation

F := BA†B>, G := −R>B>

which changes (11) into
(

F G>

G O

) (
λ
α

)
=

(
d
e

)
. (12)

Now we shall split (12) using the orthogonal projector PG onto the so-called
natural coarse space KerG. As (6) implies that G is of full row-rank, we can
identify PG with the following matrix:

PG := I−QG and QG := G>(GG>)−1G,

with QG being the orthogonal projector onto the image space of G>. Applying
PG on the first equation in (12) we obtain that λ̄ satisfies:

PGFλ = PGd, Gλ = e. (13)

In order to arrange (13) as one equation on the vector space KerG we decompose
the solution λ̄ into λ̄Im ∈ ImG> and λ̄Ker ∈ KerG as

λ̄ = λ̄Im + λ̄Ker . (14)
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Since λ̄Im is easily available via

λ̄Im = G>(GG>)−1e,

it remains to show how to get λ̄Ker . Substituting (14) into (13) we can see that
λ̄Ker satisfies:

PGFλKer = PG(d− Fλ̄Im ), λKer ∈ KerG. (15)

Let us note that this equation is uniquely solvable, as PGF : KerG 7→ KerG is
symmetric positive definite and invertible if A is invertible. Finally note that, if
λ̄ is known, the solution component ᾱ is given by

ᾱ = (GG>)−1G(d− Fλ̄). (16)

Action of the matrix F on a vector is perfectly parallelizable because of
the block diagonal structure of A† and the block structure of B respecting the
decomposition into subdomains. On the other hand, action of the projector PG is
not directly parallelizable. Let us algorithmically summarize the previous results.

Algorithmic scheme

Step 1.a: Assemble G := −R>B>, d := BA†f − c, and e := −R>f .
Step 1.b: Compute λ̄Im := G>(GG>)−1e.
Step 1.c: Assemble d̃ := d− Fλ̄Im .
Step 1.d: Compute λ̄Ker by solving PGFλKer = PGd̃ on KerG.
Step 1.e: Assemble λ̄ := λ̄Im + λ̄Ker .
Step 2: Compute ᾱ := (GG>)−1G(d− Fλ̄).
Step 3: Compute ū := A†(f −B>λ̄) + Rᾱ.

Finally, we introduce the projected conjugate gradient method with precon-
ditioning (PCGP) that we use for computing λ̄Ker in Step 1.d of Algorithmic
scheme. Thus we want to compute λ̄Ker by solving the system PGFλKer = PGd̃
on KerG with the cheap lumped preconditioner F−1 to F. Let us note that for
the orthonormal matrix B we have

F−1 = BAB>.

2 Numerical experiments

Described algorithms were implemented in standard numerics parallelization tool
PETSc (Portable Extensible Toolkit for Scientific Computation), version 3.1.014,
developed by Argonne National Laboratory [5] and tested on the solution of 2D
linear elasticity problems. We varied decomposition and discretization parame-
ters in order to demonstrate the scalability of our method. For these computa-
tions we used HECToR phase 2b system at EPCC in Edinburgh [4] offering 1856
XE6 compute nodes. Each compute node contains two AMD 2.1 GHz 12-core
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processors giving a total of 44,544 cores. Theoretical peak performance is around
373 Tflops. There is presently 32 GB of main memory available per node, which
is shared between its 24 cores, the total memory is 58 TB. The processors are
connected with a high-bandwidth interconnect using Cray Gemini communica-
tion chips. The Gemini chips are arranged on a 3 dimensional torus.

As a benchmark we used a 2D elastostatic problem of the steel traverse
represented by a domain Ω = (0, 600)×(0, 200) with the sizes given in [mm] (see
Fig. 1). The material constants are defined by the Young modulus E = 2.1 · 105

[MPa], the Poisson ratio ν = 0.3, and the density ρ = 7.85 · 10−9 [ton/mm3].
The body is fixed in all directions along the left side ΓU = {0} × [0, 200] and
loaded by gravitational forces with the gravity acceleration g = 9800mm/s2.

Fig. 1. Benchmark geometry

100 200 300 400 500 600

Fig. 2. Displacements with traces of
decomposition (scaled 6000x)

To illustrate both the efficiency of the different strategies of the coarse prob-
lem solution and the scalability of the Total FETI we decomposed the body Ω
into identical square subdomains with the side length H (see Fig. 2). We gradu-
ally chose decompositions into 8×24, 16×48, 24×72, 32×96, and 40×120 boxes.
All subdomains were further discretized by the same uniform triangular meshes
characterized by the discretization parameter h and the ratio H/h = 180. An
example of the deformed body together with the traces of decomposition for the
choice of parameters h = 16.7mm and H = 66.7mm is depicted in Fig. 2.

The Total FETI scalability results are summarized in Table 1. We can observe
that the number of matrix–vector multiplications stays constant and solution and
preprocessing times increase only moderately in agreement with the theory.

3 Conclusions and goals

We described an efficient massively parallel implementation of our Total FETI
method. We highlighted all important implementation ingredients. Both the nu-
merical and parallel scalability were illustrated on the solution of 2D elastostatic
model benchmark up to 315 millions of unknowns and 4800 cores. The scalabil-
ity results indicate that the algorithm may be useful for large size engineering
problems.
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Table 1. Performance of the Total FETI implementation for varying decompo-
sition and discretization

Number of subdom. 192 768 1728 3072 4800
Number of cores 192 768 1728 3072 4800

Primal variables 12,580,224 50,320,896 114,476,544 201,283,584 314,505,600
Dual variables 129,984 537,216 1,228,464 2,183,424 3,422,400
Kernel dimension 576 2304 5184 9216 14,400
PCGP iterations 42 42 42 42 42

Preprocessing time 66.80468 68.03465 71.769 73.57246 78.20962
Solution time 26.7946 27.2203 28.9077 31.7057 40.5153
Total time 93.5992 95.2549 100.6767 105.2782 118.7249
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VŠB – Technical University of Ostrava, 17. listopadu 15, 708 33 Ostrava – Poruba

lukas.mocek@vsb.cz

Efficient solvers for linear elasticity problems

based on the fictitious domain approach

Lukas Mocek

Department of Applied Mathematics, FEI, VSB - Technical University of Ostrava,
17. listopadu 15, 708 33, Ostrava-Poruba

lukas.mocek@vsb.cz

Abstract The paper deals with the numerical solution of elliptic bound-
ary value problems for 2D linear elasticity using the fictitious domain
method in combination with the discrete Fourier transform and the FETI
domain decomposition. We briefly mention the theoretical background
of these methods, introduce resulting solvers, and demonstrate their ef-
ficiency on model benchmarks.
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crete Fourier transform, Total-FETI decomposition, Schur complement reduction, or-
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1 Introduction

In this paper we introduce two fast solvers based on the discrete Fourier trans-
form and the FETI domain decomposition to find a solution of elliptic boundary
value problem arising in linear elasticity using the fictitious domain method.

The idea of the fictitious domain method is as follows. A boundary value
problem formulated in a domain ω is replaced by a new one defined in a domain
Ω having a simple shape (for example a box) and domain ω is embedded to Ω,
see Fig. 1. The new problem in Ω is defined in such a way that its solution when
restricted to ω matches with the solution of the original problem. The domain Ω
is called fictitious domain. A possible way to formulate the new problem in Ω is

Ω

ω

γΓ

ν

Ξ

Figure 1. FDM

γ

u

singularity

Figure 2. Singularity
on γ

γ
Γ

u

no singularity

Figure 3. No singu-
larity on γ

based on the use of Lagrange multipliers. The imposed conditions on boundary γ

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2011, pp. 555–560.
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of the original domain ω can be viewed as a constraint. This constraint is enforced
by Lagrange multipliers defined on γ. Thus the new formulation in Ω involves
two unknowns introduced as the primal variable u ∈ V and the corresponding
Lagrange multiplier λ ∈ Λ enforcing imposed boundary conditions on γ which
leads to the singularity of u concentrated on γ, see Fig. 2. To improve the
convergence rate a modified (smooth) approach was proposed [4]. The idea is to
move singularity away from γ, introducing new auxiliary boundary Γ , where the
new controls are defined to imposed boundary conditions on γ, see Fig. 1 and 3.

The goal is to find a pair (u, λ) ∈ R2n × R2m that solves a linear system of
algebraic equations resulting from the finite element discretization of fictitious
domain formulation of the given problem. This system is called the generalized
saddle-point system:

(
A BT

1

B2 0

) (
u
λ

)
=

(
f
g

)
, (1)

where the (2n × 2n) diagonal block A is singular, the (2m × 2n) off-diagonal
blocks B1, B2 are highly sparse, they have full row-ranks and the vectors f and
g are of order 2n and 2m, respectively. Due to the structure of matrices we focus
on methods based on the Schur complement reduction for solving (1).

The first solver introduced in this paper is based on the Schur complement
reduction and the modified fictitious domain formulation and the discrete Fourier
transform which is used to the spectral decomposition of the stiffness matrix A
[4,7,6]. From that reason entries of B1 and B2 are determined by the geometries
of Γ and γ, respectively, they are highly sparse and B1 6= B2. The second solver
which is introduced later is based on Total-FETI domain decomposition [5]. In
that case we consider classical fictitious domain formulation of the given problem,
it means that A is singular, symmetric positive semidefinite and B1 = B2.

2 Formulation of linear elasticity problem

Let us consider an elastic body which is represented by a domain ω ⊂ R2 with
Lipschitz continuous boundary γ. This boundary is devided into two disjoint
parts γu and γp. The zero displacement is imposed on γu while the surface
tractions of density p ∈ (L2(γp))2 on γp. We finally prescribe the forces of density
f |ω where f ∈ (L2

loc(R2))2 in ω. We can formulate the equilibrium equations as:

−div σ(u) = f in ω,
u = 0 on γu,

σ(u)ν = p on γp,



 (2)

where σ(u) is the stress tensor in ω and ν = (ν1, ν2) is the unit outward normal
vector to γ. The stress tensor σ(u) := λ tr(ε(u))I + 2µ ε(u), where ε(u) :=
1/2(∇u +∇T u) and ”tr” denotes the trace of matrices, I ∈ R2×2 is the identity
matrix and λ, µ > 0 are the Lamè constants.
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3 Solver for linear elasticity problem based on the Schur
complement reduction and DFT

The discretization of the modified fictitious domain formulation based on the
finite element method leads to the algebraic saddle point system (1), where
A ∈ R2n×2n is the stiffness matrix, the matrices B1 = BΓ ∈ R2m×2n and
B2 = Bγ = (Bγu , Cγp)T ∈ R2m×2n are determined by geometries of Γ and γ,
respectively, and by the imposed boundary conditions, they have full row-ranks
and also they are highly sparse. The vectors f and g are given by f ∈ R2n and
g = (0T , pT )T ∈ R2m, respectively.

To solve (1) we can use an algorithm based on the combination of the Schur
complement reduction and the discrete Fourier transform. From the reason that
the stiffness matrix A is singular, the first component u of (1) cannot be com-
pletely eliminated. It follows that the Schur complement reduction leads to an-
other algebraic system with two unknowns. The first uknown λ from the previous
saddle point system and new unknown α, which corresponds to the null space
of A. We can formulate this new algebraic system with unkowns (λ, α):

(
F GT

1

G2 0

) (
λ
α

)
=

(
d
e

)
, (3)

where F := BγA†BT
Γ , G1 := −NT BT

γ , G2 := −NT BT
Γ , d := BγA†f − g, e :=

−NT f and the first unknown u of the algebraic system (1) is given as u =
A†(f − BT

Γ λ) + Nα. Now we define two orthogonal projectors P1 and P2 onto
the null spaces of G1 and G2, respectively. The first projector splits the saddle-
point algebraic structure of the reduced system, the second projector decomposes
the unknown λ ∈ R2m into two components λIm and λKer as λ := λIm + λKer ,
where λIm belongs to the range space of GT

2 and λKer belongs to the null space
of G2. Then λ is the first component of the solution to the algebraic system (3)
if λIm = GT

2 (G2G
T
2 )−1e and λKer satisfies the following equation P1FλKer =

P1(d − FλIm). The component λKer is solved by a projected Krylov subspace
method for non-symmetric operators such as BICGSTAB(see [4]). Finally the
second component of the algebraic system (3) is given by α = (G1G

T
1 )−1G1(d−

Fλ).
For V = H1

per(Ω) containing functions with periodic boundary condition on
∂Ω, the matrix A is singular but the advantage is that A has a block circulant
structure which allows to use the highly efficient solver based on the discrete
Fourier transform (DFT). We can use DFT for the spectral decomposition of
the stiffness matrix A [6] and after that easily evaluate A†y by Fast Fourier
transform without storing A and it is big advantage against other competative
solvers. We denote A† as a generalized inverse of A and y ∈ R2n. More details
you can find in [4].

3.1 Numerical example

Let us define the domain ω as interior of the circle ω = {(x, y) ∈ R2|(x− 0.5)2 +
(y−0.5)2 < 0.252}, which is embeded into the fictitious domain Ω = (0, 1)×(0, 1)
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(see Fig. 2(a)). The righthand sides of (2) are f = −div σ(û), c = û|γu for u = c

on γu, and p = σ(û)ν, where û(x, y) = (0.1xy, 0.1xy), (x, y) ∈ R2. The auxiliary
boundary Γ is constructed by shifting γ 6h units in the direction of outward
normal vector ν, where h is the discretization norm. Computational results are
depicted in Fig. 4(b) and reported in Table 1.

0 1
0

1
Ω

ω

Γ

γuγp

ν

0 1
0

1

 

 

original
deformed

Figure 4. (a) Geometry of ω (b) Original and deformed geometry

Table 1. Computational results

Step h prim./dual. Iter Time(s) Erel,(L2(ω))2 Erel,(H1(ω))2

1/64 4225/16 14 0.156 5.6346e-004 8.2138e-001

1/128 16641/28 32 0.624 1.0526e-004 3.4955e-001

1/256 66049/48 70 4.181 3.9067e-005 2.1574e-001

1/512 263169/92 171 54.66 8.4399e-006 1.0043e-001

1/1024 1050625/160 472 623.6 5.9328e-006 8.4156e-002

4 Solver for linear elasticity problem based on Total-FETI

This section deals with the numerical solution of the linear elasticity problem by
the FETI based domain decomposition method [5] in combination with the clas-
sical fictitious domain approach. The main idea of this method is decomposing of
the computational domain into non-overlapping subdomains. These subdomains
are glued together again by Lagrange multipliers.

We focus our attention on our new variant of FETI called Total FETI. The
main idea is to simplify work with pseudoinversions of the subdomain stiffness
matrices by using Lagrange multipliers not only for gluing interconnected sub-
domains but also for enforcing the Dirichlet boundary conditions [5], see Fig.
5(a) and 5(b). First we decompose given domain Ω into s subdomains Ωp,
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p = 1, . . . , s. After finite element discretization of Ω = Ω1 ∪ · · · ∪ Ωs we get
the following quadratic programming problem

min
1
2
uT Ku− uT f subject to Bu = c, (4)

where K = diag(K1, ..., Ks) denotes a symmetric positive semidefinite block-
diagonal matrix of order 2n, B denotes an 2m×2n full-row rank matrix, f ∈ R2n

and c ∈ R2m. The diagonal blocks Kp that correspond to the subdomains Ωp

are positive semidefinite sparse stiffness matrices with a-priori known kernels.
The matrix B with its rows bi and the vector c with the entries ci enforce the
prescribed displacements on the part of the boundary with imposed Dirichlet
boundary conditions and the continuity of the displacements across the auxiliary
interfaces. The continuity requires that biu = ci = 0, where bi are vectors of the
order 2n with zero entries except 1 and −1 at appropriate positions. The matrix
B is called gluing matrix.

The problem (4) is a quadratic problem, which can be hardly numerically
computed, because the stiffness matrix K is usually ill-conditioned and singular.
To eliminate this drawback we use its dual formulation in terms of Lagrange
multipliers and we get

min
1
2
λT Fλ− λT d subject to Gλ = e, (5)

where F := BK†BT , G := −RT BT , d := BK†f − c, e := −RT f . For solving
this problem, we can also use orthogonal projectors as in previous approach. We
define the orthogonal projector P onto the kernel of G as P = I−GT (GGT )−1G
and the problem (5) is equivalent to the problem

min
1
2
λT PFPλ− λT P (d− FλIm) subject to Gλ = 0, (6)

where λIm is a particular solution of Gλ = e used to homogenize this equation.
The problem (6) is solved by the projected conjugate gradient method with
preconditioning (ProjCG) [5].
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4.1 Numerical example

Let us define the linear elasticity problem

−div σ(u) = f in ω,
u = c on ∂ω,

}
(7)

where the righthand sides of (7) are f = −div σ(û), c = û|∂ω ∈ R2, and û(x, y) =
(0.1xy, 0.1xy), (x, y) ∈ R2. Imposed Dirichlet boundary conditions on ∂ω are
enforced by the Lagrange multipliers λ defined on γ := ∂ω. The domain ω is
defined as ω = {(x, y) ∈ R2|(x− 0.5)2 +(y− 0.5)2 < 0.252}, and is embeded into
the fictitious domain Ω = (0, 1)× (0, 1) which is devided into two subdomains,
see Fig 5(b). The corresponding relative error of an approximate solution ûh to
the exact solution û is in the L2 norm Erel,(L2(ω))2 = 1.6381 · 10−2, see Fig. 6
for errors distribution. The goal is to extend the presented approach to 3D and
general numbers of subdomains.
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Abstract. This article is a first step to deal with problem with recently
developed algorithm MPGP (modified proportioning with gradient pro-
jections) for minimization of a quadratic function subject to separable
elliptic constraints. In some cases the number of iterations of this algo-
rithm is really big. In this paper we try to detect these cases and we
make a proposal of improving it. But for good reason we get in simpler
algorithm - Projected Steepest Descend method. Only two-dimensional
problem is cosidered.

Keywords: Projected Steepest Descend, Quadratic programming, Elliptic Con-

straint, Quadratic Interpolation

1 Introduction

Problem of minimizing quadratic function subject to elliptic constraints arises
in dual formulation of contact problems with given friction, i.e. the formulation
in terms of normal and tangential contact stresses. For motivation see [6].

In this paper we solve only simple two-dimensional problem with convex
quadratic function

x̄
def= arg min

x∈Ω

1
2
(Ax, x)− (b, x) , (1)

where Ω ⊂ R2 is a convex set defined by one elliptic constraint

Ω
def= {x ∈ R2 : xT Bx ≤ 1}

with given symmetric and positive-definite matrices A,B ∈ R2,2 and the vector
of right sides b ∈ R2.

2 Projected Steepest Descent method

We consider the simplest line-search optimizing algorithm - Projected Steepest
Descend method. The algorithm is shown below.

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2011, pp. 561–566.
VŠB – Technical University of Ostrava, FEECS, 2011, ISBN 978-80-248-2449-9.
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Input: A, b, x00, B, ϵ

1: k := 0
2: x0 := P (x00)
3: while ∥gP

k ∥ ≥ ϵ do
4: x+ := xk − αkgk

5: if x+ ∈ Ω then
6: xk+1 := x+

7: else
8: xk+1 := P (x+)
9: end if

10: k := k + 1
11: end while

Output: xk, k

where

• x00 ∈ R2 is arbitrary initial aproximation,
• P : R2 → Ω is projection onto Ω defined by

P (x) def= arg min
a∈Ω

∥x− a∥ ,

• gk = Axk − b is gradient of cost function in aproximation xk,
• gP

k = P (xk − αkgk)− xk is projected gradient,
• αk = (gT

k gk)/(gT
k Agk) is coeficient of directional minimizing.

This algorithm can be found in e.g. [1] or [2].

3 Searching for the worst case

For our next observations we solve problem (1) with using particular values

A
def=

[
4 −1
−1 3

]
, b

def=
[

3
4

]

and testing matrix of elliptic constraints

Bφ,δ
def= RT

φBδRφ,

where

Rφ
def=

[
cos(φ) sin(φ)
− sin(φ) cos(φ)

]
, Bδ

def=
[

1 0
0 δ

]
, φ ∈ ⟨0, 2π), δ ∈ ⟨1,∞) .

Obviously, matrix Bφ,δ has spectrum σB = {1, δ}, so we can control major and
minor axes modifying parametr δ. The rotation of ellipse can by modified using
parameter φ. Some examples are shown in Fig. 1.
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Fig. 1. Depencence of parameters in testing matrix Bφ,δ
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Fig. 2. Various choice of parameters in testing matrix Bφ,δ
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Now we study behaviour of algorithm using matrix Bφ,δ with constant δ ∈
{10, 100, 1000} and alternative φ ∈ ⟨0, 2π). We demand accuracy of solution
ϵ = 10−4. For out next observations, the number of iterations will be the most
important. Our results are plotted in Fig. 2. It means that there exists a rotation
of ellipse such tahat the number of iterations of Steepest Descend method is
larger than in all other cases. This state we call ”the worst case”. In the next
investigation, our aim is to decrease number of iterations in the worst case.
In left part of Fig. 3 is shown the progress of iterations in the worst case of
the previous problem with choosing B2.597,1000. In the right side is shown a
reason why the number of iterations is so large - approximation in next iteration
overjumps the solution. That means the coefficient αk is too large and we have
to use little more computation to estimate it properly.

−1 −0.5 0 0.5 1 1.5
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−0.5

0

0.5

1

1.5

2

Fig. 3. Progress of iterations in the worst case

4 Quadratic interpolation

There is a question why αk from Steepest Descend method is not the most
sufficient coefficient. It is because it originally minimizes the quadratic function
in direction gk. But this is no more necessary. Let choose x0 = P ([−1, 1]T ) ∈ Ω
(it is the left extreme point of ellipse) and plot function values of f(x0 +αg0) for
various α ∈ R+. We can assure that α0 from SD really minimizes f in direction
g0. But we want to minimize f along boundary of Ω - in fact we want to choose
αk to minimize f(P (x0 + αg0)). Let us plot function values of the last function
for various α. Comparison of f(x0 + αg0) and f(P (x0 + αg0)) can be found in
Fig. 4.
To minimize f(P (x0 + αg0)), we can use one of one-dimensional optimizing

methods (e.g. Bisection). However, in computation of each approximation we
will need to compute projection onto boundary of elliptic constraint.
There is a better idea - because f(P (x0+αg0)) is quasi-quadratic, we can choose
suitable three points, interpolate them with a quadratic function and this is
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Fig. 4. Comparison of f(x0 + αg0) and f(P (x0 + αg0)) for various α.

considered as an aproximation of original function f(P (x0 + αg0)). Denote this
approximation polynom by

f(P (x0 + αg0)) ≈ Φ(α) def= ξ1α
2 + ξ2α + ξ3 .

We can choose simply three points 0, α/2, α. Then Φ has to satisfy interpolation
property

Φ(0) = f(x0) ∧ Φ(
α

2
) = f(P (x0 +

α

2
g0)) ∧ Φ(α) = f(P (x0 + αg0)) ,

so coefficients ξ1, ξ2, ξ3 can be computed as solution of system

ξ102 + ξ20 + ξ3 = f(x0)
ξ1(α/2)2 + ξ2(α/2) + ξ3 = f(P (x0 + (α/2)g0))

ξ1(α)2 + ξ2α + ξ3 = f(P (x0 + αg0)).

Because Φ(α) is one-dimensional convex quadratic function, we can simply derive
the minimum as

α̃0 = − ξ2

2ξ1
.

If we use this computation for every xk ∈ ∂Ω, we can rapidly increase a rate of
convergence of algorithm as you can see in Fig. 5, where we made the same test
as before but using a new coefficient. In this idea of quadratic interpolation I was
inspired by [4]. For general information about interpolation and aproximation
see e.g. [5].

5 Conclusion and further reseach

Obviously, this improvement with quadratic interpolation works for solving two-
dimensional problems, but our goal is to solve much more comlicated problems,
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Fig. 5. Searching for the worst case using a new coefficient.

i.e. in higher dimensions, with combinations with unconstrained components
or combinations with linear inequalities. For these problems we use active set
method and modify the recently developed more robust MPGP [6].
Also the technical proof of convergence is missing and has to be abjected.
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Abstract. There are lots of possibilities how to damage images or pho-
tos. Logos, scratches, noise and so on. This paper is focused on digital
reconstruction of an old photograph scanned into digital image. This
method of reconstruction uses RBF interpolation on damaged places in
photography.

1 Image Reconstruction

Image reconstruction generally describes techniques how to get reconstructed
image closest to original of damaged image or to anticipated results if we don’t
know original image. In principle we need to determine damaged pixels in image
and then reconstruct those pixels using some reconstruction techniques.

One class of techniques of image reconstruction are methods using interpo-
lation. Basic interpolation method is linear, which finds nearest values in x and
y axis and take average. But in this paper we use more sophisticated method,
interpolation method using Radial-Basis functions.

We use in this paper scan of an old photograph. On this scan are damages
as scratches, cracks, stain of coffee and other mechanical damages. Our goal is
to check function of our algorithm of reconstruction to these types of damages.
First task was made a special mask to determine damaged pixels, i.e. pixels
determined to reconstruction.

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2011, pp. 567–572.
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2 Radial-Basis Functions

We could write approximation using Radial-Basis functions as follows

s(x) =
∑

i∈I
λiϕ(‖x− i‖)x ∈ Rd

where I is set of known points, ϕ : [0,∞)→ R is one dimensional function and
coefficients (λi)i∈I are real numbers [4]. We could use any norm, but as in many
cases are we using Euklidean norm. Approximation, that we are searching for, is
linear combination of patterns of given function. x → ϕ(‖x‖), which is circular
symetric around its center. Points (xj)nj=1 we call centers of interpolation. In
addition, we call ϕ for given norm Radial-Basis function.

If the set of known points I = (xj)nj=1 is definite, terms of interpolation gives
us linear system

Aλ = f,

where
A = (ϕ(‖xj − xi‖))ni,j=1 ,

λ = (λj)nj=1 a f = (fj)nj=1 .

Advantage of interpolation using Radial-Basis functions is, that to find good
interpolation is needed just few known points. In many important cases of us-
ing RBF is sufficient to know just two different points. There are no other re-
quirements for their distribution. The exception is the function TPS (thin plate
spline), we define ϕ(r) = r2logr. Using this function, which we use in our algo-
rithm often as well, we get a singular matrix A for a nontrivial set of centers.
For example, when the known points will lie on the unit sphere around center.
However, this cannot happen during reconstruction of 2D image, if we require
more than four known points for the reconstruction of a pixel.

In addition, we can show that it is appropriate to add a polynomial of degree
m >= 1 to the definition of the approximate function s. We get the equation

n∑

k=1

λiϕ(‖xj − xi‖) + P (xj) = fj , j = 1, 2, ..., n,

where xi are known pixels and λi are coefficients of functions. We call polynomial
P extension of system [5]. That leads to linear system [6]

∣∣∣∣
A P
P t 0

∣∣∣∣
∣∣∣∣
λ
γ

∣∣∣∣ =
∣∣∣∣
h
0

∣∣∣∣ ,

Ai,j = ϕ(ri,j) = ϕ(‖xi − xj‖), i, j = 1, 2, ..., n, P is a vector of ones of length n
for a constant expansion, or matrix of the coordinates of known pixels of size
n× 3 for linear extension and h is a vector of values of known pixels.

Selection of RBF greatly affect the results of interpolation. For various ap-
plications it is preferable to use different RBFs. E.g. Gaussian function e−(εr)2 is
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very sensitive to the choice of parameters [7], its use in practical tasks is small,
but has some useful features for the theory. Other examples are the linear r,
(MQ) multiquadric

√
(r2 + e2), TPS r2logr and cubic r3 (Fig. 1).

(a) (b) (c)

Fig. 1. (a) Gaussian function, where ε=0.25, (b) MQ with ε = 1, (c) TPS.

3 Window Interpolation

For the image reconstructing we do not use global interpolation, but only local.
For assume that the remote parts of image are not connected, we can reconstruct
the corrupted pixel values only from values of known pixels in the neighborhood
and thus greatly accelerate the progress of reconstruction. We use a floating
window 5 × 5 pixels, where the center of the window is a pixel determined to
reconstruction and from other undammaged or already reconstructed pixels we
prepare a set of known pixels, which will be centers of interpolation. There are
few other options which shape of the window we can use, but it has no significant
iprovement than the window 5× 5 (Fig. 2).

To avoid unwanted oscillations in the reconstruction, it is not wanted that
known pixels near reconstructed pixel are arranged in a floating window on one
side of the window and on the other side are all damaged [8]. It occurs in large
contiguous damage. E.g. text, logos, etc. To prevent this, we add another pixel
to the set of known pixels from the neighborhood, which we place across the
damaged section. This pixel is placed into a sufficient distance so its contribution
to the reconstructed pixel value was significantly smaller than the pixel values
from the neighborhood, but not too far away to avoid unwanted oscillations of
interpolation. If there is known pixel we use its value and if not, the value is
calculated as the average value of the known pixels in the window. This will
ensure a certain stability and will avoid unwanted oscillations of interpolation.
This has significant impact on the quality of the resulting reconstruction.
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Fig. 2. (a) Window 3× 3, (b) 5× 5, (c) special shape of window, (d) 7× 7.

4 Implementation

We have chosen the programming language C++ with SDL library [9] for our
implementation. The program operates with BMP images in Microsoft windows
platform.

We need damaged image for reconstruction and image which contains a mask
defining bad pixels. The mask image contains black pixels representing damaged
places and white ones which represents correct areas.

The program is working on CPU and assumes one computing unit and se-
quentional way of processing. The steps below describes way of work of our
implementation:

while (damaged pixel exists)
{
choose left to right walktrought on the whole image
find damaged pixel
if ((number of the known pixels around > c)
&& (processed pixel is not inside the hole))
process
insert new value to the image
insert correction to the mask image

choose up to down walktrought on the whole image
find damaged pixel
if ((number of the known pixels around > c)
&& (processed pixel is not inside the hole))
process
insert new value to the image
insert correction to the mask image

}

We use a term hole for area which contains more damaged pixels together. In
our approach we check if the side pixel of the processed pixels is damaged then
we step to the end of the hole in the current line. This approach guarantees that
the error should not be spread in the one direction and moreover guarantees
steady of the error variance on the whole area of the holes.
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5 Results

Error distribution depends on the way of the walkthrough. In our solution is
error distributed to the center, which can be seen in the large holes. There are
several types of typical damage. We can basically discern scratches, holes and
regular shapes like text. These types of damage can be solved by different kind of
a walkthrough. Concrete kind depends on the type of the damage and the main
direction. Vertical damage is better reconstructed with up-down or down-up way
and horizontal with left-right or right-left way.
On figures below are results of reconstruction of given photograph.

(a) (b) (c)

Fig. 3. (a) Part of original image, (b) with applied mask, (c) reconstruction.

Fig. 4. Reconstruction of selected parts.
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6 Conclusion

Our implementation is able to reconstruct damaged image with usage of the
Radial-Basis function. User has to deliver damaged image and mask which de-
fines bad pixels. The program show results in view composed from original image,
original image with applied mask, reconstructed image and error difference. For
the article we have tested our implementation on the large old photo which
contains typical kind of damaged areas as scratches and holes.
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2. ŽÁRA, Jǐŕı, et al. Moderńı poč́ıtačová grafika. 2. vyd. Brno : Computer Press,
2004. ISBN 80-251- 0454-0.
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Abstract. The theme of this paper is power prediction of wind power stations. 

This analysis was realized by two different methods. Discrete method, that on 

the basis of available data, estimates the interval in which the power, for given 

probability and time shift, will be found. So the method estimates future power 

at given period, if current performance is 0,200 (measured in kW), etc. Another 

method, that has been applied, is the method of exponential smoothing - one of 

the many time series methods by which future wind speed, that closely relates 

to electric power of wind power plant, was calculated. Main goal of this article 

is not to present a comprehensive system for power predicting, but to show 

some basic ways of procedure with similar problems. 

 

1   Introduction 

 
Wind power plants are not insignificant energy source. Unlike other types of power 

plants, wind farms are fundamentally dependent on meteorological conditions. The 

quality prediction of future power is, without any doubt, absolutely necessary. The 

prediction is of course based on meteorological data, which are usually predicted in 

hourly intervals. Even with accurate prediction of wind speed, there sre still significant 

fluctuations of values during that time. The goal of this paper is to quantify probability 

of wind farm during short time period and to Compare two different methods. One of 

compared methods was used in [1] the other is well known method of exponential 

smoothing which was many times applied for forecasting purposes. [2]-[3]. As a data 

source there was used a wind farm situated in Nový Jičín region between villages 

Veselí and Dobešov. Wind power plant consists of two wind turbines Vestas V90, 2x 

2 MW rated power.. The measurements were made in 10 minutes (average values) 

intervals during 50 days (March 20 to May 9 of 2007). In total it is 7200 values of 

measured wind speed and power output for both of wind turbines. More information 

about WPP Veseli and other WPP analyses can be found in [4]. 

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2011, pp. 573–578.
VŠB – Technical University of Ostrava, FEECS, 2011, ISBN 978-80-248-2449-9.
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2   Problem Formulation 

 
Our goal is to calculate short time estimate of future power of wind farm. Provided 

that we know former wind speed and electrical power. The former information, are 

known in the long time period, so there is possible to make statistical analysis. The 

aim of the work isn’t only show the possibility of short-time estimates of wind farm 

power, but also outlines the possibility of estimating future performance, without 

knowledge of weather forecasting. 
 

3   Problem Solution 

 
3.1 The discrete model 

The function described below, which was designed in Matlab programme, can be 

used for computing the interval of wind power changes for probability p. The algo-

rithm finds an interval [u, l] where 100 * p percent of the values of the given array is 

set. As a starting number for u and l, it is fitted to use a mean of array. This discrete 

model (More information about discrete modelling can be found in [5]) for predicting 

changes in performance was used mainly for the fact that the continuous probability 

distribution functions did not describe the issue ideally and for the fact that probability 

distribution of power varies markedly with time changes. An easy algorithm was used 

to find an array of values of power at given time shift. This algorithm found the new 

array of shifted values from interval, which was suitably chosen around former power. 

The interval was chosen to be smaller at low power values and to decrease with higher 

former power. 

 

Analysis of estimates of future power discrete method 

 

One of the article objectives is to realize if the discreet method as was used in the 

article „Wind Power Supply Stability Analysis”[1], can be used for prediction future 

power or if the method suits only for statistical analysis examined data. To give 

prominence to the problematic an experiment was realized. We used 90% of the data 

for discrete method analysis. On the remaining 10% of the data we found out if, is 

possible to predict future power. For each value (power) from tested data (10%) we 

found all similar values ( Interval for acceptance was from 0.95*power-5 to 

1.05*power+5). from these values we found all values after given time shift. On this 

knew array we applied the discrete method. The test was realized for  probability p= 

0.3, 0.6 and 0.9. In the table below test outputs are listed. The number before the slash 

indicates the number of successful estimates when future performance is in the 

predicted interval. The number after the slash indicates the total number of attempts. 
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Fig. 1. Description of discrete method  

 

10min  30min  60min  

P=0.3 243/784 P=0.3 214/782 P=0.3 189/779 

P=0.6 427/784 P=0.6 394/782 P=0.6 387/779 

P=0.9 593/784 P=0.9 567/782 P=0.9 562/779 

90min  120min  180min  

P=0.3 178/776 P=0.3 174/773 P=0.3 215/767 

P=0.6 356/776 P=0.6 371/773 P=0.6 389/767 

P=0.9 545/776 P=0.9 553/773 P=0.9 542/767 

Table 1.successful predictions using discrete method 

 

As you can see in the chart above the proportion of successful attempts to all 

experiments is always lower than the given/set probability. And with increasing time 

the proportion of successful attempts as expected declines. In the chart below you can 

see average quantity (in KW) of estimated range for the time difference and the 

probability. Due to the maximum power  of the equipment 2MW the average size of 

the estimated interval for meaningful prediction is too high. As shown in the attempt 

above discrete method is not suitable for predicting future power. 

4) If the interval consists of more 

or equal to 100 * p ( given probabil-

ity) percents. The program ends. 

 

Principles of algorithm: 

 

1) Choose an array of shifted 

values. 

 

4) If the interval consists of less 

than 100 * p ( given probability) 

percents  of values of array. The 

program continues with increasing 

of the interval. 

2) Make a small interval [u, l]  

around the mean (or median) of 

array. 

 

3) The interval increases suitably 

chosen value. The interval doesn’t 

increase equally, but only in the 

direction where more values are 

presented. 
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10min  30min  60min  

P=0.3 281 P=0.3 290 P=0.3 307 

P=0.6 532 P=0.6 552 P=0.6 589 

P=0.9 868 P=0.9 897 P=0.9 943 

90min  120min  180min  

P=0.3 317 P=0.3 335 P=0.3 359 

P=0.6 603 P=0.6 640 P=0.6 689 

P=0.9 964 P=0.9 1002 P=0.9 1036 

 

Table 2. Average quantity of estimated range 

 

Method limitations 

The program described above accounts only from statistical experience. It doesn’t 

take into account the current trend of changes. Rather than predicting future it gener-

ates an interval of future power. To improve the prediction using the discrete method 

would certainly help to use more than one default output. Instead one value of power 

could be more effective to use sequence of powers. Risk of this approach is that is not 

certain that we mitt sufficiently large array of. 

 

3.2 Exponential Smoothing 

Other possibility how to predict the future power is to use appropriate time se-

ries.[6]-[7] As a time series we will understand a sequence of data, measured at uni-

form time interval 

X = {Xt: t ∈ T}   (1) 

where: T is a time we calculate with. 

 

 Simple Exponential Smoothing is a method which computes the forecasts of 

values and uses weighted average of all available previous data. The weights decline 

geometrically as they go back to the time.  

 

s1= x0   (2) 

st= α xt-1+(1- α) st-1, t=1,2,..., n   (3) 

where: 

st: is the forecast for the value at the time period t 

st-1 is the forecast for the value at the  time period t-1 

xt-1 is the actual value of the series at the time period t-1 

α is the smoothing constant (0<α <1) 

 

For multistep ahead forecast we use following formulas:  

st+l= α xt-1+(1- α) st+l-1, (4) [6] 

 

  

Method limitations 

Unlike the discrete various method the exponential smoothing takes into account 

the current trend of changes. This fact helps to predict the future power or wind speed 
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more precisely then the discrete method. Problem may arise if we would predict in-

creasing series of high values (wind around 20 m/s or power around 2000kW) or de-

creasing series of low values (wind around 0 m/s or power around 0-20kW).  In this 

cases time esponential smoothing doesn’t take into account the fact, that probability of 

increasing high powers (or decreasing low powers) is smaller Fig(2). Time series takes 

into account only actual trend of sequence.  
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 Fig.2 Strong wind error- Comparison between real wind and forecasts  

 

 

3.3 Comparison 

In this chapter Discrete and Exponential smoothing method’s method will be com-

pared.. Upper and lower limits were used so that the estimates for both methods were 

similarly large.  

 We use testing in Contingency Tables (see below) to find out, if the effec-

tiveness of the forecast depends on chosen method. The test is realized for time pre-

diction for 10, 30, 60 minutes. The null hypothesis is: “The effectiveness of the pre-

diction does not depend on the chosen method” The alternative hypothesis:” The ef-

fectiveness of the prediction depends on the chosen method”. We used chi-square test- 

the test of the independence in the table. In all three cases we reject the null hypothe-

sis. the 99 % confidence level.  
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Table. 2. Contingency Tables for comparison discrete method with Simple expo-

nential smoothing. S-Success, F-Fail 

 

4 Conclusion 
In this paper two methods for short time predicting of electrical power of wind 

farms were compared Using time series analysis is more effective than the discrete 

method for estimating future power. The discrete method is appropriate to quantify 

probability intervals during short time period, but it isn’t very useful for specific pre-

diction.  
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Abstract. The finite element analysis of properties of heterogeneous
materials needs to deal with the ill-conditioning of the arising algebraic
system caused by the heterogeneity. To overcome this difficulty we use
multilevel preconditioner for CG method based on Schwarz-type method
with inner K-cycle and appropriate coarse level construction.

Keywords: finite element method, Schwarz-type methods, multilevel methods, aggre-

gation techniques, K-cycle

1 Introduction

In this paper, we present a multilevel preconditioner based on Schwarz-type
method with coarse levels constructed by aggregation. The efficiency of the solver
is examined on a model problem with strong heterogeneity. The model prob-
lem is discretized using finite element method. The arising algebraic system is
ill-conditioned due to the strong heterogeneity present, therefore robust precon-
ditioner with respect to heterogeneity is needed to efficiently solve the problem
with CG (or other iterative) method. The preconditioner is further improved by
the use of inner K-cycle on coarse levels.

2 Multilevel Iterative Methods

Multilevel iterative methods are know for their efficiency when solving regular
boundary value problems. Their application to problems with material hetero-
geneity addresses the questions how to define the coarse level problem and how to
transfer information between the levels to obtain an efficient multilevel method.

To be specific, let us consider the problem

Au = b, u, b ∈ Rn (1)

and the Algorithm 1. In the Algorithm 1, k denotes the index of level, where
k = L and k = 0 correspond to the finest and coarsest level respectively. Matrices
Ak are usually obtained by the Galerkin formula Ak−1 = RkAkR

T
k , AL = A,

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2011, pp. 579–584.
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where Rk is a restriction matrix from the level k to a coarser level k + 1 and
RTk is a corresponding prolongation. In lines 2 and 6 νk steps of smoothing are
performed by a smoother S. On the line 4 the algorithm can be used recursively
when k > 1 and the exact solution is computed only when k = 1. This way we
get multilevel method with L + 1 levels. Further, one iteration of a multilevel
algorithm will be used as a preconditioner.

Algorithm 1 One iteration of multilevel algorithm at level k

Input: Ak, bk, u
i
k

Output: ui+1
k

1: u = uik
2: u = Sνk (Ak, bk, u)
3: rk−1 = Rk (bk −Aku)
4: ũ = A−1

k−1rk−1

5: u = u + RT
k ũ

6: u = Sνk (Ak, bk, u)
7: ui+1

k = u

In next subsections, the actual choice of the multilevel algorithm (section 2.1),
restriction (section 2.2) and the K-cycle (section 2.3) will be addressed.

2.1 Multilevel Schwarz Preconditioner

The linear system arising from the finite element discretization is solved by the
conjugate gradient method with multilevel additive Schwarz preconditioner. It
uses decomposition of the computational domain Ω into overlapping subdomains
Ωδi and a coarse. This provides the following decomposition of the finite element
space Vh:

Vh = V0 + V1 + . . .+ Vk

Vi =
{
v ∈ Vh, v ≡ 0 in Ω \Ωδi

}
,∀i ∈ {1 . . . k} , V0 = Range(RTc )

where Rc = R0 is constructed by aggregation as described in subsection 2.2. If Ri
are restrictions to spaces Vi then the two-level additive Schwarz preconditioner
(BAS) can be written as

BAS =
k∑

i=0

RTi A
−1
i Ri,

where Ai = RiAR
T
i are FE matrices corresponding to problems on subdomains

and on the coarse space. More details about Schwarz type preconditioners can
be found e.g. in [4].

In the case of two-level Schwarz preconditioners, the system with matrix A0

is solved directly, in the multilevel case the FE space V0 is decomposed again and
the operation g = A−1

0 r is replaced by g = B
(1)
ASr, where B(l)

AS , l = 1, corresponds
to the Schwarz preconditioner on a coarser level. This procedure is repeated with
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l = 1, 2, . . . until a desired size of the coarsest FE matrix is attained, which can
be efficiently solved directly. The multilevel preconditioner on the finest level
B

(0)
AS = BAS then forms a V-cycle multilevel method.

2.2 Aggregation Techniques

The coarse space and the arising restriction operator will be constructed by adap-
tive aggregation, which respects strong connections between degrees of freedom.
To this end, we shall describe and test several techniques described in the liter-
ature, namely [1], [3], [2]. Note that all of the mentioned papers use a node-wise
aggregation technique.

Here, we consider the aggregation technique for solving the problem (1). The
aggregation divides the set of indices (nodes, degrees of freedom) N = {1, . . . , n}
into disjoint subsets Gi of aggregates of unknowns, so that N =

⋃k
i=1Gi ,

Gi
⋂
i 6=j Gj = ∅. Then the prolongation and restriction operators are defined by

the boolean matrix Rc:

(Rc)i,j =

{
1 if j ∈ Gi
0 otherwise

(2)

We focus on aggregation techniques that exploit the information directly
stored in the matrix Ah, these include algorithms by Vaněk et al. [3], by Scheichl
and Vainikko [2] and by Notay [1].

The algorithm by Vaněk et al. starts with defining strongly-connected neigh-
bourhood Si = Si(ε) of a node i with threshold parameter ε:

Si(ε) =
{
j ∈ N : |aij | ≥ ε

√
aiiajj

}
, (3)

and then separates nodes that are not strongly connected to any other nodes.
Then main part of the algorithm can be briefly described as follows (details can
be found in [3]):

step 1: form set of unaggregated nodes U , initially U = N \ {isolated DOF’s}
step 2: for j = 1, . . . form initial aggregates G0

j from strong neighbourhoods,
i.e. if Si ⊂ U then (G0

j = Si & U = U \G0
j & j = j + 1)

step 3: enlarge aggregates G0
j to Gi with respect to strong connection

step 4: process unaggregated nodes

The next aggregation technique is that of Scheichl and Vainikko [2]. The
algorithm uses a strongly-connected graph r-neighborhood Si(r, ε) defined as
follows:

Si(r, ε) = Si(r − 1, ε) ∪ S+(r − 1, ε)) , S+(r − 1, ε)) =
⋃

j∈Si(r−1,ε)

Sj(ε) , (4)

Si(1, ε) = Si(ε) =
{
{i} ∪

{
j ∈ N :

∣∣∣Âij
∣∣∣ ≥ εmax

k 6=i

∣∣∣Âik
∣∣∣
}}

, (5)



582 Vojtěch Sokol

where Â = (diagAh)−
1
2 Ah (diagAh)−

1
2 is a scaled matrix and ε is a thresholding

parameter for strong connections. The algorithm creates aggregates by finding
a strongly-connected graph r-neighbourhood of a chosen seed node. To choose
a good seed nodes an advancing front in the graph induced by nodes and edges
of triangulation Th is used.

The last aggregation algorithm by Notay [1] uses strong negative connectivity
of nodes. For a node i, we define Si as the set of all strongly negative connected
nodes:

Si(ε) =
{
j ∈ N : j 6= i, aij < −ε max

aik<0
|aik|

}
, (6)

where parameter ε is used as threshold for strong coupling. The sets Si(ε) are
used to construct pairs of nodes that are most strongly negative connected.
Recursively, the pairs can be aggregated into pairs of pairs (quadruples) etc.

2.3 K-Cycle

In Algorithm 1 the solution on the coarser level is approximated by a recursive
use of the algorithm. However we can utilize a more sophisticated approach. The
algorithm on the coarser level need not to be used directly but can be used as a
preconditioner for a Krylov subspace method instead. In our case, the matrix on
the finest level is a SPD matrix, the coarser matrices are generated by Galerkin
formula, therefore we can use CG as a method of choice. More details about
K-cycle its analysis can be found in [5].

3 Model Problem

The model problem on which we will test our preconditioner will be Darcy flow
described by following equations:

∇ · v = f , v = −k∇u in Ω = [0, 2]× [0, 1] (7)

with mixed boundary conditions: zero normal flux on the bottom and top sides
and u = 0, 1 on the left and right vertical sides, respectively. The problem is
discretized by linear triangular finite elements on a uniform grid.

The heterogeneity is represented by the permeability coefficient k. In our
model problem, the coefficient is stochastically generated in such a way that
log(k) has a normal distribution with the mean µ = 0 and the variance σ2.

4 Numerical Experiments

For the numerical simulations the domain Ω = [0, 2]× [0, 1] was decomposed into
stripes of width Hs and minimal overlap δ = h. The permeability coefficient k
was stochastically generated with the variance σ2 set such that the coefficient
jump kmax

kmin
hits the predefined value. The preconditioned CG are tested with
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the use of relative accuracy εrel = 10−6. The sizes of coarse spaces and the
corresponding column fill-ins of coarse space matrices for various aggregations
can be seen from Table 1. Table 2 shows numbers of CG iterations when number
of inner Krylov iterations was set to zero (i.e. no K-cycle was used) and when
number of inner Krylov iterations was set to five. All tables show mean values
and standard deviations over 8 runs of the algorithm with different stochastically
generated permeability field k. The reported results use aggregation parameters
which produce good performance results and comparable numbers of iterations
for all considered techniques.

coarse space size fill-in

jump c1 c2 c3 c1 c2 c3

100 8097 2025 510 6.3 6.8 6.7
104 8235 2077 532 6.6 6.7 6.6
108 9140 2532 720 6.4 6.6 6.3
1010 9535 2775 822 6.4 6.6 6.3

(a) Notay, ε = 0.1, means

coarse space size fill-in

c1 c2 c3 c1 c2 c3

0.00 0.00 0.00 0.00 0.00 0.00
0.28 0.36 0.51 0.15 0.13 0.19
0.20 0.23 0.75 0.11 0.24 0.37
0.25 0.50 0.83 0.20 0.24 0.45

(b) Standard deviations (in %)

coarse space size fill-in

jump c1 c2 c3 c1 c2 c3

100 3655 242 18 6.7 6.4 4.4
104 8722 1555 260 6.3 6.4 5.0
108 12025 3595 812 6.1 6.4 5.6
1010 12713 4211 1073 6.1 6.3 5.8

(c) Scheichl, ε = 0.5, r = 2, means

coarse space size fill-in

c1 c2 c3 c1 c2 c3

0.00 0.00 0.00 0.00 0.00 0.00
1.67 4.62 11.40 0.27 0.42 1.46
0.53 1.29 2.50 0.14 0.37 1.31
0.23 1.05 1.53 0.11 0.24 0.55

(d) Standard deviations (in %)

coarse space size fill-in

jump c1 c2 c3 c1 c2 c3

100 5471 638 85 6.9 6.7 6.2
104 8135 1469 209 6.3 6.7 6.3
108 10867 2809 500 6.2 6.7 6.4
1010 11670 3345 672 6.2 6.7 6.4

(e) Vaněk, ε = 0.16, means

coarse space size fill-in

c1 c2 c3 c1 c2 c3

0.00 0.00 0.00 0.00 0.00 0.00
1.51 3.16 4.02 0.04 0.17 0.39
0.42 0.65 1.68 0.06 0.19 0.13
0.26 0.72 1.72 0.19 0.04 0.13

(f) Standard deviations (in %)

Table 1: Sizes of coarse spaces and fill-ins, 32385 DOFs, Hs = 16h.

5 Conclusions

In this paper multilevel Schwarz-type preconditioner with coarse space by aggre-
gation and inner K-cycle was considered. The numerical results (Table 2) shows
that the number of CG iterations does not increase or even slightly decreases
with increasing heterogeneity. However it can be seen from Table 1 that price
for this behaviour is increase of the coarse space size. From the same table it
can be seen that all tested aggregation techniques can perform similarly (pro-
vided proper aggregation parameters are used).We can also see that when inner
V-cycle is used (Table 2, left column) the number of iterations increases with



584 Vojtěch Sokol

mean std. dev. (%)

jump 4lvl 3lvl 2lvl 4lvl 3lvl 2lvl

100 55 39 23 0.00 0.00 0.00
104 64 48 29 2.02 1.89 1.22
108 65 44 23 4.03 4.23 3.29
1010 61 38 21 6.56 6.81 6.23

(a) Notay, no K-cycle

mean std. dev. (%)

4lvl 3lvl 2lvl 4lvl 3lvl 2lvl

24 24 23 0.00 0.00 0.00
30 30 29 1.18 1.18 1.61
24 24 23 4.91 4.91 3.29
22 22 21 5.49 5.49 6.23

(b) 5 iterations of K-cycle

mean std. dev. (%)

jump 4lvl 3lvl 2lvl 4lvl 3lvl 2lvl

100 64 53 29 0.00 0.00 0.00
104 70 53 27 1.61 1.41 1.32
108 64 38 20 4.26 4.98 4.38
1010 58 31 19 5.97 9.79 2.81

(c) Scheichl, no K-cycle

mean std. dev. (%)

4lvl 3lvl 2lvl 4lvl 3lvl 2lvl

31 31 29 0.00 0.00 0.00
28 28 27 1.64 1.64 1.32
21 21 20 6.18 5.14 4.38
20 20 19 3.88 3.88 3.35

(d) 5 iterations of K-cycle

mean std. dev. (%)

jump 4lvl 3lvl 2lvl 4lvl 3lvl 2lvl

100 63 54 31 0.00 0.00 0.00
104 68 51 27 2.92 1.47 1.98
108 65 39 21 4.05 4.55 4.27
1010 60 34 18 5.59 5.75 6.46

(e) Vaněk, no K-cycle

mean std. dev. (%)

4lvl 3lvl 2lvl 4lvl 3lvl 2lvl

33 33 31 0.00 0.00 0.00
28 28 27 1.64 2.28 1.98
21 21 21 3.95 3.60 4.44
19 18 18 6.84 6.46 6.46

(f) 5 iterations of K-cycle

Table 2: CG iterations, 32385 DOFs, Hs = 16h.

increasing number of levels. The inner K-cycle can stabilize this dependence on
the number of levels ((Table 2, right column). However the number of inner it-
erations has to be chosen carefully as it increases the computational complexity
of the preconditioner. A thorough analysis of the computational complexity and
a good choice of the inner K-cycle will be done in a near future.
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Abstract. Distributed objects technology allows transparent paralleliza-
tion of numerical linear algebra algorithms. We describe the implementa-
tion done in OOSol library using distributed objects technology CORBA.
The object oriented design allows the same algorithms to be run on a
single processor machine, as well on disjoint memory clusters or even us-
ing multiple GPU accelerators. Finally, we provide results of benchmarks
done on several machines with GPU.

Keywords: numerical algorithms, distributed objects, GPU, CORBA, middleware

1 Introduction

Perhaps the most used programming model used today for developing parallel
algorithms is message passing (usually using MPI) in the form of SPMD (Sin-
gle Program Multiple Data). However, most linear algebra algorithms can be
described in the terms of basic operations on objects (matrices). For such al-
gorithms, explicit message passing and program branching lead to code which
is more difficult to read as well as maintain. It appears we can instead use dis-
tributed data structures (mainly for matrices) using data parallelism (which is
already known from languages like Fortran-KDP). This way, we can use the same
main program, no matter it will be running on a uniprocessor, SMP, distributed
memory cluster or Multi-GPGPU (General Purpose Graphical Processing Unit)
cluster. The parallelism is executed by choosing appropriate class implementing
abstract matrix interface, hiding the details from the programmer of an algo-
rithm.

Furthermore, within the implementation of data-parallel classes, we can re-
place explicit message passing and SPMD model with distributed objects tech-
nology, such as CORBA, to hide the details of explicit messaging and marshalling
of data from the programmer. Using distributed objects also fits well within over-
all object oriented design of an application. Instead of explicit program branching
and messaging, parallelization is done by using remote object interfaces.

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2011, pp. 585–590.
VŠB – Technical University of Ostrava, FEECS, 2011, ISBN 978-80-248-2449-9.
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2 Implementation

2.1 OOSol Library

The implementation has been done is OOSol library, developed at Department
of Applied Mathematics of Technical University in Ostrava. It aims to develop
object oriented library of numerical solvers. The library is writen in C++ lan-
guage. The library provides classes for vectors, matrices (sparse CRS, skyline,
full) and iterative solvers (Conjugate Gradients, MPGRP, SMALBE) operating
upon matrices and vectors. The library was sequential, using only one CPU.
However, exploiting the object oriented desing and features of distributed ob-
jects technology allowed parallelization of it by providing new, data parallel data
classes without the need to rewrite existing algorithms and data structures.

2.2 Block Matrices

At this moment, data parallelism is supported for matrices, as operations on ma-
trices are most intensive for memory storage and computation power. However,
operations on vectors could be implemented in the same way.

We decompose a matrix naturally to the form of block matrix :

A =




B1,1 . . . B1,l

B2,1

...
. . .

...
Bk−1,l

Bk,1 . . . Bk,l




. One block Bi,j of a matrix shall be one remote matrix object within the memory
space of specified CPU or GPU. Operations on a block matrix can be decomposed
to operations on individual blocks, for example calculating matrix by vector dot
product (DGEMV BLAS operation) can be expressed as

y = β




y1
y2
...

yk




+ α




B1,1 . . . B1,l

B2,1

...
. . .

...
Bk−1,l

Bk,1 . . . Bk,l







x1

x2

...

xl




=




βy1 + α(B1,1x1 + . . .+B1,lxl)
βy2 + α(B2,1x1 + . . .+B2,lxl)

. . .

βyk + α(Bk,1x1 + . . .+Bk,lxl)




2.3 Distributed Objects Middleware

From the distributed objects technologies available today, we choose CORBA,
because it is available in C++ language, in which OOSol library was written,
and also provides good performance and portability. We chose the omniORB
implementation, because it is free, supported and delivers good performance.
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2.4 Worker-Manager Model

The implementation uses worker-manager model. There are two types of pro-
cesses - manager, which is the the control program, contains main program code
and algorithms, as well as distributed data structeres in the form of CORBA
remote references. The other type of process is worker. Workers have only basic
interface for creating matrices and performing operations on them, they have
no knowledge of the main program’s algorithm and perform only operations
remotely invoked on them by manager (see figure 2.4). Therefore, workers are
independent of the main program, unlike in the SPMD model, where all workers
are running the same program code, branching in individual sections.

Usually, on a machine with n processors, n worker processes are launched.

Fig. 1. Scheme of worker-manager model.

2.5 Individual blocks and GPU

As described above, matrices are decomposed into individual blocks. The master
application accesses them by abstract remote matrix interface. Thus, different
matrix implementation classes can be exchanged easily. OOSol already provided
uniprocessor implementations for several matrix types, and we also added new
classes for LAPACK optimized BLAS and also for GPU accelerated matrices.
These were implemented using CUBLAS and CUSPARSE libraries, which are
part of CUDA SDK and provide GPU accelerated matrix operations.

The use of CORBA for distributed matrices allows Multi-GPU computation,
where one process is launched per GPU. The GPUs do not have to be in the
same memory space.
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3 Benchmarks

The implementation was benchmarked on several machines with NVidia GPUs.
Unfortunately, the machines have only one or two GPUs. The machines were :
Mamba (GeForce GTX 460), Tesla (2× Tesla C2050) and Hubert (Tesla C1060).

The benchmark problem is calculating the displacement of a 2-D membrane.
Discretization of the problem using the Finite Elements Method leads to a system
of linear equations with positive definite matrix, which can be solved effectively
using the Conjugate Gradient method. By switching matrix classes at individ-
ual block, we benchmarked GPU vs. CPU implementations. By changing the
discretization parameter h, we can control the size of the matrix.

3.1 Full matrix

Table 1 and figure 2 shows the computation time on test machines with increasing
size of the problem. We can see that the speedup with single Tesla GPU is around
16 over single CPU for large enough matrices and 25 when using two Tesla GPUs,
giving effeciency of 1.5 for dual-GPU computation.

Table 1. Calculation times for full matrices.

SIZE CPU Tesla01 GPU Mamba GPU Hubert GPU Tesla01 2xGPU Tesla01

16 0.000517 0.001286 0.001737 0.002076 0.008566
100 0.000761 0.002535 0.003795 0.004049 0.012555
1600 0.349597 0.044811 0.07177 0.044383 0.057919
3600 3.11362 0.249982 0.347696 0.245637 0.245823
8100 24.1823 1.60169 1.90376 1.53134 1.09698
14400 102.028 - 6.56189 6.11234 4.04863
19600 275.813 - 13.7975 - 7.86928

3.2 Sparse matrix

Table 2 and figure 3 shows the computation time when using sparse matrices.
We see that using GPU provides only 1.93 times relative speedup over CPU
for sparse matrices. Multi-GPU could not be benchmarked because of technical
issues at dual Tesla machine.

4 Conclusions

Distributed object technology has proved to be flexible and easy to use to turn
sequential algorithms to scalable parallel ones. It also allows using GPU accel-
erators easily.
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Fig. 2. Calculation time using full matrices for various machines depending on the size
of the problem.

Table 2. Calculation times for sparse matrices.

SIZE CPU Mamba CPU Hubert GPU Mamba GPU Hubert

16 0.000517 0.000519 0.000861 0.000996
100 0.000547 0.000547 0.0013 0.001601
10000 0.031968 0.034001 0.030073 0.061988
250000 5.94499 10.8302 3.67078 7.88964
1000000 48.5665 93.7485 31.6323 65.4265
4000000 396.21 748.035 239.822 579.937
6250000 922.606 1852.93 476.869 1116.48

For accelerating Conjugate Gradients on GPU, we have achieved good speedup
for full matrices, but only small for sparse matrices. This is caused by the fact,
that the test problem was simple and the stiffness matrix was very sparse. When
only a few off-diagonal elements are present, O(n) operations has to be done to
calculate the matrix-vector product, but the cost to transfer the vector to GPU
memory and back is also O(n). For full matrices, there is always O(n2) operations
in computing the product.

Further work will focus on testing in environments with more GPUs and
mixing matrix blocks stored on CPUs and GPUs (hybrid parallelization).
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3. NVIDIA Corporation, CUDA CUBLAS library. 2010.
4. NVIDIA Corporation, CUDA CUSPARSE library. 2010.



Monte Carlo as a Tool for a Dynamic Reliability
Problem

Adam Zdráhala
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Abstract. The main purpose of the paper is to illustrate and model, by means of 

proper examples, a complex dynamic system and to assess its reliability 

performance via direct Monte-Carlo simulations and bootstrap method. In 

principle, the simulation method is not a new method, but the paper shows that 

in connection with new computation technology which gives us a chance how a 

complex dynamic system could be effectively evaluated. One of the main 

problems in reliability assessment of complex dynamic systems is to take into 

account time dependencies of the system structure resulting from changes of its 

physical parameters. One way to solve the problem is the use of a Petri net 

approach. Results obtained by both exact analytical approach and the hybrid-

stochastic Petri net approach will be confronted with the newly modified Monte 

Carlo approach. 

Keywords. dynamic reliability, Monte Carlo, Petri nets, simulations, test-case, 

dynamic system, bootstrap 

1 Introduction 

The dynamic reliability approach takes into account changes (evolution) of the system 

structure (hardware). For instance, the dynamic reliability allows modelling a human 

operator (or an electronic control system) naturally. In these cases, the structure of the 

system is usually changed in order to keep the functionality and/or safety of the 

system. The evolution of the system can be modelled by modifications of values of so 

called process variables [6] (Pasquet et al. 1998). 

It would be stressed here that more conventional techniques, which are based on 

Boolean modelling, such as Fault Trees and Event Trees, are not suitable for 

modelling of dynamic systems because of statistical dependency between values of 

physical parameters and state of components. Recently, Neural networks and Petri 

nets approaches were used as tools for reliability analysis of dynamic systems [6] 

(Pasquet,et al. 1998). 

The structure of this paper is organized as follows. In Section 2, a newly modified 

Direct Monte Carlo Method (DMC) and bootstrap method are shortly introduced. To 

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2011, pp. 591–596.
VŠB – Technical University of Ostrava, FEECS, 2011, ISBN 978-80-248-2449-9.
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emphasize the computation efficiency of the DMC method, well known benchmark 

has been deeply studied and its reliability has been quantified. In third section the 

results are presented both Monte Carlo method alone and in connection with bootstrap 

method. 

2 Simulation approach 

The DMC method may be interpreted in such a way that it converts a dynamic system 

to a deterministic system. We generate times of occurrence of all possible dynamic 

events from known probability distributions. This eliminate the system dynamics and 

the system can be evaluated from reliability point of view as a non-dynamical system. 

Repeating the simulation process to some extent and having good computation 

equipment (both software and computer technology) we are able to obtain results of 

high quality, that are comparable with both exact analytical results and referenced 

simulation results and in some cases even more accurate. 

2.1 DMC procedure 

The basic idea of the simulation process is described in [8] (Marseguera & Zio 1996). 

As mentioned above, unknown times of dynamic events are generated first of all, then 

all generated times are ordered. After that, minimum of all these times is found and 

the simulation process moves the system into it. We reconfigure system parameters 

given by new functional state of the system and evaluate reactions. New time 

evolution is then created taking into account minimum of these times and previously 

generated dynamic event times. We repeat this until system failure will occur or until 

mission time will be over. 

Direct Monte Carlo method allows mutual interactions between deterministic 

events. Dynamic events influence deterministic changes but dynamic events cannot be 

interacting with deterministic changes. 

The fact that the simulation process is very effective is based on merits of a high-

performance programming language for technical computing MATLAB. Newly 

developed commands and object oriented programming procedures have been 

successfully used at the program generation. Simulation methodology in connection 

with high performance computing of dynamic systems has been shown to be viable 

within this paper. 

2.2 Bootstrap method 

B. Efron (1979) introduced the Bootstrap method. The method is based on very 

simple idea. We generate new samples from original sample by random. It means, 

each observation has a same probability to be a part of new sample. Each observation 

can occur more than once or not at all. It’s like drawing balls from a hat and then 

putting it back. We repeat this procedure many times (hundreds times). So we get 
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hundreds “pseudo” samples. Bootstrap method is used for confidence intervals of 

failure probability in our paper. 

2.3Bootstrap confidence interval 

Recall the familiar one-sample confidence interval for the mean of a Normal 

population. This interval is based on the Normal sampling distribution of the sample 

mean and the formula for the standard error of the sample mean x  and the formula 

s/√n for the standard error of x . 

When a bootstrap distribution is approximately Normal and has small bias, we can 

use essentially the same recipe with the bootstrap standard error to get a confidence 

interval for any parameter. 

Another approach is used when the normality assumption isn’t satisfied. We 

generate enough samples then count our statistic for each sample and find α/2 and 1-

α/2 quantiles. We got 1-α confidence interval for our statistic. 

3 Banchmark system 

This system was investigated in several papers [1], [2], [3], [4] (Dutuit et al. 1997, 

Chatelet et al. 1998, Beati & Caira 2004, Škňouřilová & Briš 2008). Consequently we 

are able to compare our results with other solutions. System is defined as follows: 

The system consists of a tank containing a fluid whose level is controlled by means 

of three active components. Components 1 and 2 are two inlet pumps while 

component 3 is an outlet valve. All components work independently and each of them 

is either in On (active or stuck) or in an Off (active or stuck) state and assumed to 

provide the same rate of level changes: q = 1.5 m.h-1. 

For each component, the transition rates from state 0, 1 (On, Off) to state 2, 3 

(stuck On, stuck Off) are equal. They are 1/438 h
-1

, 1/350 h
-1

 and 1/640 h
-1

 for 

component i = 1, 2, 3, respectively. Only one process variable considered, that is the 

liquid level h. At t = 0, the system is assumed to be in equilibrium state, i.e., the 

configuration of the components is (On, Off, On) and the liquid level  is h0 = 4 m. 

Control laws  modify the state of the components to keep the liquid between two 

limits: h0 - 1 m and h0 + 1 m (Table 1). 

Two possible failure events are considered: dry out [level ≤ (h0-3) m] and overflow 

[level ≥ (h0-3) m]. Another two liquid level are added that are h0 + 3 + ∆h and h0 - 3 - 

∆h, ∆h is a small number. In our case ∆h = 0.001. These two adition liquid levels help 

us enforce same properties of the system like is descripted (Fig. 1). 
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Table 1. System reaction on liquid passing thru important level limit 

Passing 

thru level 

Components configuration Passing 

thru level 

Components configuration 

 C1 C2 C3  C1 C2 C3 

1 Dry out   2 On On Off 

3 On Off On 4 Nothing   

5 On Off On 6 Off Off On 

7 Overflow       

3.1 Results of the test-case 

Results are demonstrated in Tables 2-3. Our DMC method is represented by 

averages generated from thirty repeats (Monte Carlo loops) with 90% confidence 

interval. Each MC loop results from one million simulations. The DMC method is 

compared with Petri net approach referenced from both [1] (Dutuit et al. 1997, 

denoted by SPN(1)) and [2] (Chatelet et al. 1998, denoted by SPN(2)). 

 

Fig. 1. Tank and important liquid level limits 
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Table 2. Dry out probability for basic tank system 

 DMC  SPN(1)  SPN(2)  

t [h] average conf. av. conf.  av. conf. 

200 0.0230 4.730 10-5 0.0232 0.247 10-2   

400 0.0656 8.020 10-5 0.0666 0.409 10-2 0.0667 4.09 10-4 

600 0.0932 8.869 10-5 0.0932 0.477 10-2 0.0955 4.82 10-4 

800 0.1078 9.730 10-5 0.1075 0.508 10-2 0.1103 5.14 10-4 

1000 0.1146 9.937 10-5 0.1151 0.523 10-2 0.1175 5.28 10-4 

Table 3. Overflow probability for standard tank system 

 DMC  SPN(1)  SPN(2)   

t [h] average conf. av. conf. av. conf. 

200 0.1989 1.395 10-4 0.2035 0.660 10-2   

400 0.3584 1.569 10-4 0.3691 0.791 10-2 0.363 7.88 10-4 

600 0.4309 1.674 10-4 0.4427 0.815 10-2 0.437 8.13 10-4 

800 0.4638 1.658 10-4 0.4767 0.819 10-2 0.470 8.19 10-4 

1000 0.4784 1.562 10-4 0.4917 0.820 10-2 0.485 8.20 10-4 

 

As you can see. Monte Carlo method gives very good results. The results are given 

for one million Monte Carlo loops. It took five minutes of computation time. 90% 

confidence interval is shorter in comparison with another methods. But for counting 

confidence interval, we had to repeat Monte Carlo simulation 30 times. It means, 30 

million Monte Carlo loops. It took one and half hour. It is little more then we want. 

We want to compute confidence intervals without dramatically increasing 

computation time. 

That’s why we used bootstrap method for confidence interva. We divided results of 

Monte Carlo loops into ten sets of the same size. Evaluated mean value for each set. 

This was our random sample. Then we generated ten thousand bootstrap samples 

from random sample and evaluated bootstrap confidence intervals. This procedure is 

very cheap for computation time. Computation time was increased just by 40 seconds. 

The results are presented in table 4, 5. 

Table 4. Comparison classic confidence intervals and bootstrap 

confidence intervals for tank dry out 

 DMC  DMC bootstrap 

t [h] average conf. av. conf. 

200 0.0230 4.730 10-5 0.0230 0.247 10-3 

400 0.0656 8.020 10-5 0.0657 0.3785 10-3 

600 0.0932 8.869 10-5 0.0934 0.393 10-3 

800 0.1078 9.730 10-5 0.1079 0.4525 10-3 

1000 0.1146 9.937 10-5 0.1147 0.5405 10-3 
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Table 5. Comparison classic confidence intervals and bootstrap 

confidence intervals for tank over flow 

 DMC  DMC bootstrap 

t [h] average conf. av. conf. 

200 0.1989 1.395 10-4 0.1995 0.765 10-3 

400 0.3584 1.569 10-4 0.3586 0.689 10-3 

600 0.4309 1.674 10-4 0.4310 0.651 10-3 

800 0.4638 1.658 10-4 0.4642 0.7285 10-3 

1000 0.4784 1.562 10-4 0.4788 0.7735 10-3 

4 Conclusion 

We applied the Direct Monte Carlo approach for well known benchmark. Our results 

have been compared with other papers. The method seems to be accurate enough. 

When we want just a point estimator for the parameter. It’s effective enough, too. But 

if we want interval estimator computation time is dramatically increased. So we used 

bootstrap method for computation interval estimator. It seems to be very effective 

method, because we got confidence intervals accurate enough with very small 

computation time increase. Monte Carlo method in connection with bootstrap method 

is very effective for both point estimators and interval estimators. 
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Abstract. The speed at which new digital communication systems are being 

developed is increasing dramatically. Growing quantity of transmitted 

information and growing quantity of users require development of modern 

communication systems based on new principles; existing systems are quickly 

becoming obsolete technologically. Digital radio and television broadcasting 

systems are used multistate digital modulation M-QAM for transmission of 

information. This paper presents real results, which illustrate the link between 

number of symbols in M-state QAM modulation, SNR and BER. Constellation 

diagrams of transmitted and received symbols (with superposition of noise) 

were presented in the article. Simple picture is transmitted through simulated 

radio channel to show the result of signal impairments. Experiments were done 

using software defined radio concept of communication system. Modular PXI 

HW platform was used in connection with graphically oriented development 

environment. This combination of modular HW and flexible SW components 

allows changing the communication protocol, modulation scheme, frequency 

bandwidth and other parameters in a very simple way by changing the software 

part of the system. 

1 Introduction 

Nowadays, modern devices often use many different technologies to provide 

customers with a wide array of functionality. This paper describes the analysis of 

digitally modulated signals in modern communication systems using software defined 

radio concept, in a digital communication system, digital information can be sent and 

received by subtly changing characteristics of a carrier sine wave. However, detecting 

changes in phase (PSK and QAM) is much more difficult and requires a synthetic 

instrumentation for analysis of the signals [1].  

This approach is already state of the art. Modern radio receiver chipsets already count 

on embedded cores, where software implements many parts of the functionality.  

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2011, pp. 597–602.
VŠB – Technical University of Ostrava, FEECS, 2011, ISBN 978-80-248-2449-9.
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A software-based solution can be modified in the very late stages of the development 

process, and to some extent be reused across SDR platform generations. Certain 

standard software functions and libraries on the market are licensable as intellectual 

property (IP) modules or core development kits (CDK). Audio and video decoder 

software libraries are a typical example of such IP. Another advantage of these 

software solutions is the possibility for updates or bug fixes after delivery of a 

product, when a problem encountered in the field requires countermeasures [2].  

2 Vector Signal Generator - NI PXI 5670 

Along with the development environment LabVIEW, complemented by extended 

Modulation Toolkit library, the PXI module could be used to generate the required 

test signals for verifying the possibilities of digital transmission systems which use 

the new standards. RF vector signal generator, the NI PXI-5670, shown in figure 1, 

represents the generator of user-defined waveform (arbitrary waveform generator) 

working a resolution of 16 bits and sampling rate of 100MS / s (400MS/s in the 

interleaved mode) with a depth of memory up to 512 MB and the real bandwidth of 

20 MHz Using a digital upconverter along with this module can generate signal in the 

range of 250 kHz to 2.7 GHz with random modulation scheme such as: AM, FM, PM, 

ASK, FSK, MSK, GMSK, PSK, QPSK, PAM, and QAM, see [3]. 

 

 
  Fig. 1 Vector Signal Generator (NI PXI-5610 – RF Upconverter, NI PXI-5421 -100MS/s AWG) 

3 Vector Signal Analyzer – NI PXI 5661 

 For the analysis of digitally modulated signals a NI PXI-5660 module was used, 

shown in figure 2. This module is a very compact solution (30% of normal weight and 



Using Software-defined Radio Concept in Communication Systems . . . 599    

cubature of separate devices in this class), allowing very rapid measurement of 

digitally modulated signals in the range from 9 kHz to 2.7 GHz. With the real 

bandwidth of 20 MHz, but with possible flow of data 132 Mb/s over the PCI bus, this 

solution represents tremendous progress in the contrast of 1 MB throughput via GPIB 

interface for connection of single vector signal analyzers, see [4]. 

 

Fig. 2 Vector Signal Analyzer (NI PXI-5600 – RF Downconvertor, NI PXI-5142 -100MS/s OSP 
Digitizer) 

 

Authors of this article focused on multistate M-QAM modulation schemes, which are 

widespread in digital TV broadcasting today. 

Terrestrial DVB-T broadcasting uses QPSK, 16-QAM and 64-QAM modulation 

schemes, while terrestrial DVB-T2 broadcasting, which allows transmission of high 

definition picture format, uses 256-QAM modulation scheme. 

4 Multistate M-QAM Modulation 

We investigate on of the more widespread in digital TV broadcasting family of 

modulation schemes, QAM works by using M different combinations of voltage 

magnitude and phase to represent N bits, as described by the relationship M = . 

When N is an even integer, the constellation is regular with I and Q each representing 

 bits. When N is an odd integer, the constellation is not necessarily symmetrical, 

and finding an optimal distribution of sample points is not straightforward, for which 

the signal can be generally given by: 
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Here  has unit energy and  is chosen so that the normalizing condition is 

satisfied. This requires averaging over all the pairs ( , ), weighting each by 1/M, 

the integral in is simply T, so [5]: 
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The probability of error in symbol transmission is in M-QAM modulated transmission 

channel with AWGN noise and coherent demodulation, determined by the equation 

below, [6]:  
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Where erfc is complementary error function.  
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5 Results of simulations for tested M-QAM Modulations 

 Figure 3 shows the positions of symbols in constellation diagram for tested M-QAM 

modulated systems. Parts (a, c and e) show different M-QAM modulations without 

noise. Parts (b, d and f) show different M-QAM modulations with SNR 10 dB in 

transmission channel – the communication system couldn’t work properly for higher 

number of states under this condition. 

a)                               b)                                   e)                                 f) 

 

c)                                     d)                                       g)                                       h)  

Fig. 3 Constellation diagrams for tested communication systems 

The simulation of different M-QAM modulation shows that increasing of the state 

number, leads to an increase of transfer rate (transfer more bits per symbol). The 

downside however is that with the growing number of states BER increases at the 

same transmission power as a result of worse distribution of symbols in constellation 

diagram, as shown in figure 4. 

 

Fig. 4 Measured BER dependency on SNR 
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6 Conclusion 

This article described the case study of software defined radio communication system 

implemented on National Instruments PXI modular HW platform using graphically 

oriented development environment LabVIEW. 

The synthetic instrument for analysis of digitally M-QAM modulated signal was 

implemented on the same platform. Some basic advantages of SDR concept were 

demonstrated by SW configuration of basic parameters of the communication system. 

Basic features of different types of digital signal modulation were demonstrated by 

results of measurements, which were executed on implemented synthetic instrument. 
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Abstract. Conductive polymers are a very interesting group of organic poly-
mers where polyaniline (PANI) is potentially the most interesting. The use of 
this polymer is offered in sensor applications, in integrated technology, etc. Be-
cause it isn´t too researched material, it was necessary to perform basic meas-
urements. In this article are discussed the results of measurements of homoge-
neity PANI films, conductivity, polarization and reflectivity. 

1   Introduction 

Conducting polymers are a special group of organic polymers that are known for their 
conductivity compared to commonly known polymers. Between these polymers in-
clude e.g. polyacetylene, polyaniline (PANI), etc. 
     As a very promising material appears just polyaniline which is distinguished its 
conductivity (units S/cm), small thickness of films (50-200 nm), flexibility, ability 
response to change outer conditions (e.g. conductivity and color change depending on 
the pH value), its functionality (different possibilities of using) and cheap production. 

There are many applications that could use some properties of PANI such as the 
production of simple flexible semiconductor integrated circuits, conductive inks for 
printers, sensor systems for monitoring of changes in chemical composition on the 
change in conductivity, sensor systems for monitoring of magnetic or electromagnetic 
fields, etc. [1]. 

The primary aim, before examining the application properties of PANI, was to veri-
fy and measure basic behavior of this material. The first measurement was measure-
ments of spectral transmittance for determining the homogeneity of the thickness of 
layers and debugging the production process. Next step was measurement of conduc-
tivity and measurement of reflectance and polarization in dependence on the angle of 
the incident beam to the PANI film. 

2   Polyaniline 

History of polyaniline begins around 1840, when it was described by J. Fritzsche. This 
polymer was originally used as a natural dye. Interest in its conductive properties 

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2011, pp. 603–608.
VŠB – Technical University of Ostrava, FEECS, 2011, ISBN 978-80-248-2449-9.
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increased up to the late seventies of the twentieth century and ever since takes place 
research in the field of conductive polymers and their various applications in practice. 

One of the basic properties of PANI is that it occurs in two basic forms. The first 
form is polyaniline salt which has a conductivity of units S/cm and has a green color. 
The second form is polyaniline base which has a conductivity of 10-10 S/cm and has a 
blue color. Transfer between different forms is possible by changing the pH where the 
conductive form is obtained by bringing of PANI into the environment with a pH>7 
and non-conductive form is obtained by bringing of PANI into the environment with a 
pH<7. 

2.1   Production  

Production of polyaniline is simple and cheap. They are used commonly accessible 
chemicals such as aniline hydrochloride (ANI HCl) and ammonium peroxodisulfate 
(APS). The whole reaction takes place in water environment where the individual 
chemicals in the form of powders mix separately in water (H2O) in the required con-
centration [2]. Then the two solutions are mixed together and dipped into a solution of 
the subject which we want to cover by the PANI film. Reactions and application of 
PANI film will take about 10 minutes, when the solution thickens, turning blue and 
then green. Then the subject coated with PANI film is pulled out and rinsed with di-
luted hydrochloric acid (HCl) [2]. The remaining polymer can be isolated by filtration, 
dried and then processed as a conductive powder. Production efficiency is almost 
perfect and the thin film of PANI can be applied to a wide range of materials. 

3   Measurement of basic properties of PANI 

The first measurements on PANI films were focused on verifying of the basic behav-
ior. It was the measurement of permeability, conductivity, reflectivity and polariza-
tion. 

Measurements were performed on PANI films created on laboratory micro-glasses 
of a size 76x26x1. The films were created as described above at room temperature. 
Individual samples were created in provisional conditions at the Department of Tele-
communications at VŠB - TU Ostrava and also with controlled procedure by chemists 
from the Center of nanotechnology at VŠB - TU Ostrava. 

3.1   Spectral transmittance and homogeneity of the PANI films 

Measurement of spectral transmittance was performed to determine the homogeneity 
of the created PANI films. We assume that the light transmittance of the material 
depends on thickness of the material. We determine on the basis of this assumption 
whether the thickness of PANI film is homogeneous or inhomogeneous. 
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The main aim of this measurement was to find a production process in collabora-
tion with chemists from the Center of nanotechnology at VŠB - TU Ostrava, which 
would ensure the production of homogeneous PANI films. 

 

 

Fig. 1. Measurements of homogeneity of the first samples [3]. 

 

Fig. 2. Measurements of homogeneity after the debugging of the production process [3]. 

Measuring kit and the measured results were obtained by the student of VSB - TU 
Ostrava as a part of his diploma thesis [3]. Micro-glasses with films of PANI were 
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inserted gradually between optical fiber. Individual points on the micro-glass were 
measured gradually using of stepper motors with step 2 mm in two or three lines. 
Figures 1 and 2 represent spectral characteristics of percentage transmittance in indi-
vidual points on the micro-glass with PANI film. Figure 1 presents the results from 
one of the first produced samples. With the gradual improvement of the production 
process was achieved homogeneity of films with a difference <10% (Figure 2). This 
difference was influenced much of the outside interference, since measurements were 
not performed in the completely shaded room [3]. 

3.2   Measurements of conductivity 

Conductivity is one of the most important properties of this polymer, and therefore it 
was necessary to determine what values the conductivity reaches and if it behaves 
consistently. 

Orientation measurement of conductivity was performed on a sample of PANI, 
which was made in makeshift conditions in our department. Power supply was con-
nected to a micro-glass with crocodile clips. Supply voltage was in the range 0-30V. 
For the more accurate results will be necessary to create a more sophisticated method 
of connection and measurement. 

The measured conductivity of the sample with the PANI film is shown in Figure 3. 
The measured values shows, that conductivity increased slightly with increasing cur-
rent and values of passing currents was in µA values. 

We performed also a measurement of non-conductive PANI form. We found that 
for the voltage range 0-30V was conducted no current and thus we verified the non-
conductivity of second PANI form. 

 

 

Fig. 3. The measured conductivity of the sample with a PANI film. 

3.3   Measurement of reflectance and polarization 

We measured the reflectance and polarization for different impact angles for linearly 
polarized laser beam with a wavelength λ = 650nm. We measured samples with PANI 
in the conductive and non-conductive form. We observed the course of the reflectance 
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and polarization after reflection. Measurements were performed for the impact angles 
23.8 ° - 69.5 °.  Configuration for measurement and the measurement procedure are 
described in detail in the diploma thesis [3]. 

 

 

 

Fig. 4. Change of polarization and reflectivity depending on the impact angle and polarization 
of source. 

 

Fig. 5. Detailed view of minimum reflectance value for the conductive and non-conductive 
PANI form with vertical polarization source. 

Measurements were performed for horizontal and vertical polarization of laser 
beam. Figure 4 shows the courses of changes of polarization and reflectance depend-
ing on the impact angle of the laser beam. The measurements were performed for 



608 Jǐŕı Bocheza, Stanislav Hejduk, Jan Vitásek

conductive form of PANI (Fig. 4, left graphs) and non-conductive form of PANI (Fig. 
4, right graphs).  

Waveforms for the conductive and non-conductive form of PANI (Fig. 4, top 
graphs) show that polarization of the reflected beam is almost unchanged when the 
impact angle is changing and we can say that it behaves a constant manner. Variations 
on a waveform were probably caused by extraneous interference, because the meas-
urement was performed in imperfectly darkened room.  

The graphs in Figure 4 (down) show waveforms of reflectance. We can see that a 
higher reflectance is at wavelength λ = 650nm with non-conductive PANI form.   

Interesting is shift of the minimum value of reflectance for vertically polarized 
source. Figure 5 shows a detailed look at this shift. It is evident that the minimum 
value of reflectance occurred for the conductive and non-conductive form of PANI at 
different impact angles of laser beam. The difference in impact angles is about 5°. 

4   Conclusion 

The article informs briefly about conductive polymers, particularly about potentially 
very promising polyaniline (PANI). We performed basic measurements, which charac-
terize this conductive polymer closer, because it isn´t too researched material with 
respect to sensor technology. 

The first measurements were aimed at measuring of homogeneity of PANI films on 
the basis of spectral transmittance, where it managed to debug the production process 
for the creation of homogeneous films, in collaboration with chemists from the Center 
nanotechnology VSB - TU Ostrava.  

Next we performed orientation measurements of conductivity, where the results 
show that the conductivity slightly increases with increasing current and values of 
passing currents for the voltage range of 0-30V are in µA values. 

The dependence of reflectance and polarization on the impact angle was the last 
measurement. The most interesting finding from this measurement is the shift of the 
minimum value of reflectance for vertical polarization source. The minimum reflec-
tance values are obtained at different impact angles for the conductive and non-
conductive form of PANI. 
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Abstract. The structure of the “speechlike” signal generation system containing 

speaker verification module for selection the allophone database corresponding 

to the speaker for active acoustic information security by masking is developed. 

The voice activity detection (VAD) algorithm is developed and realized. 

Speech segmentation methods are analyzed. The speech segmentation algorithm 

is developed and realized. The article contains the description of the synthesizer 

of speechlike signals, voice activity detection module and speech segmentation 

module as well. 

1   Introduction 

Protection of information especially acoustic or speech information is the important 

task. Because speech is the fundamental way of communication and the main part of 

the private information is transferred by speech. There are two types of technical 

means of the information security – active and passive. The active means’s task is to 

reduce speech intelligibility by increasing the noise level and the passive means’s task 

is to reduce speech intelligibility by reducing the signal level. One of the active tech-

niques of information protection is active masking. 

Analysis of the modern masking systems shows that the greater part of them are 

based on the “white” or “colored” noise that is not reliable. There are some systems 

that utilize “speechlike” noise but they are not developed enough. 
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So there is necessity to develop reliable and effective means for active acoustic in-

formation protection using “speechlike” signals built of the conversation to be 

masked. 

The speechlike signal synthesizer which is related to active means of the information 

security is proposed. It consists of voice activity detection module, speaker verifica-

tion module, speech segmentation module, speech classification module and speech 

synthesis module. 

 

2   Speechlike signal synthesizer 

The structure of the “speechlike” signal generation system is represented in the figure 

1. 

 

 
 

Fig. 1. Block diagram of the “speechlike” signal generator 

 

The principal aim of the “speechlike” signal generation system is masking private 

conversation therefore the system must be automatically activated by this conversa-

tion. That is why it contains voice activity detector that starts the “speechlike” signal 

generator when the conversation begins. The process of separating conversational 

speech and silence is called the voice activity detection (VAD). VAD is an important 

enabling technology for a variety of speech-based applications including speech rec-

ognition, speech encoding, and hands-free telephony. The function of a VAD algo-

rithm is to extract some measured features or quantities from the input signal and to 
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compare these values with thresholds, usually extracted from the characteristics of the 

noise and speech signals. The voice activity detection algorithm [1] consists of four 

basic steps. At first input signal is framed by multiplication by windowing function. 

Hamming window can be used as windowing function. Then the RMS, zero-crossing 

rate and spectrum estimation [2] of the signal are calculated. After their values are 

compared with corresponding thresholds the decision is made [3, 4]. The structure of 

the voice activity detection module is represented in the figure 2. 

 

 
 

Fig. 2. Block diagram of the voice activity detecting module 

 

Then a speaker can be identified by the speaker verification module [5]. If the 

speaker is identified the corresponding allophone database which contains phonetic 

units of the concrete speaker and was founded beforehand can be chosen. If the speak-

er cannot be identified the allophone database must be formed. It is executed in the 

speech segmentation and speech classification modules. 

Speech segmentation is intended for separation of homogeneous oscillation parts of 

the signal which correspond to different types of phonemes [6]. The speech segmenta-

tion module is the fundamental element of speechlike signal generating systems for 

information security. The speech segmentation module’s aim is to segment the speech 

that was extracted from the signal by voice detector. The goal of this stage is to divide 

the speech signal into phonemes. There are some different approaches to speech seg-

mentation. Wavelet analysis, spectrogram and sonogram can be mentioned among 

them [6-8]. The speech segmentation module is based on the idea of signal spectrum 

variation analysis by the exploration of linear spectral frequencies of the signal. The 

structure of speech segmentation module is represented in the figure 3. 
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Fig. 3. Block diagram of the speech segmentation module 

 

After segmentation phonemes should be classified and then the “speechlike” signal 

should be generated using these classified phonemes [9]. The speech generation is 

realized in the speech synthesis module. The pseudo text corresponding with statistical 

characteristics of a language is produced. Then it is sounded by the phonetic units 

from the allophone database of the concrete speaker. 

 

3   Conclusion 

The structure of the proposed “speechlike” signal generation system with biometric 

speaker verification for active masking private conversion is developed and consi-

dered. The voice activity detection algorithm is developed and released. It provides 

self-acting start of the system. The analysis of different speech segmentation methods 

is carried out. The speech segmentation algorithm is developed and released. 
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Abstract. The paper deals with multimedia support and remote control of As-

terisk SW PBX. Main function of the Asterisk is connecting audio and video 

calls between two or multiple users. We developed technique for recording and 

playback of video files. Another our task in The INDECT project was remote 

control of Asterisk SW PBX. Remote control we developed over CLI interface 

and AMI interface. The IVAS system is using all of these interfaces to com-

municate to The INDECT portal. 

Keywords: Indect, Asterisk, Video calls, CLI, AMI, SOAP. 

1   Introduction 

We are cooperating on the INDECT project [4] and we work on package 6. The main 

task of work package 6 is the INDECT portal. Our role is preparing multimedia func-

tionality and interface for remote control of Asterisk through this portal. This task and 

project is called IVAS – Interactive Video Application System. IVAS is based on the 

open-source telephone exchange known as Asterisk.  

Asterisk is software that can be installed on any personal computer, turning it into 

a communication server. Main functions of Asterisk include establishing audio and 

video calls, serving as a voicemail VoIP gateway etc. We extended Asterisk with 

recording and playback video files [1].  

For developing of our remote control access to Asterisk through CLI and AMI in-

terface we had chosen NetBeans. Netbeans is an open-source, JAVA based develop-

ing platform [8]. 

1.1   Testing configuration 

We focused only on open-source software. Using of open-source software is one of 

the main conditions of the INDECT project. We used Asterisk 1.6 like telephone 

exchange [5]. For developing purposes we installed Netbeans in version 6.9.1 [8]. 

Hosting of our Web Services application [3] was provided by Glassfish server in 

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2011, pp. 619–624.
VŠB – Technical University of Ostrava, FEECS, 2011, ISBN 978-80-248-2449-9.
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version 3.0.1. All of these applications needs JAVA runtime environment. Glassfish 

server could be situated on the same computer as Asterisk is or on a different com-

puter in network. Communication works over TCP/IP connection so for local server 

we have to use local IP address. 

For testing purpose we had chosen as end SIP client open source project Linphone. 

Linphone supports multiple operating systems, like Linux, Windows, MacOS, An-

droid, Iphone. Linphone supports video with codecs: H263, H263-1998, MPEG4, 

theora and H264 with plugin x264.  

2   Video recording and playback 

Asterisk that enables recording and playback of video files has PULL and PUSH 

functions. The PULL function requires some end-user interaction, such as choosing a 

particular video. In this situation, the DTMF key input has to be applied to select a 

specific file. Mobile devices are equipped by web browser and through the web por-

tal, users can establish video call to their devices. 

     The PUSH function, on the other hand, allows other users to choose a specific 

video file and subsequently routes these video files to a particular end-user or a group 

of the end-users. This function does not require any interaction by end users. 

The app_mp4.c extension has to be installed into Asterisk. This extension consists 

of two components. First one is mp4play [2] that enables playing video files directly 

on end-users devices. The second is called mp4save and enables saving video files on 

a host´s disk or a different storage media. 

2.1   Video recording  

To record videos, we used smartphone with the Android operating system and the 

Ekiga softphone installed on a personal computer. To record video files, we can usu-

ally use front or rear facing cameras in mobile devices. Certain new HTC 

smartphones, however, are not equipped with a front-facing camera. 

 
 

Fig. 1. Video recording 

 

Fig. 8 depicts our testing configuration for video recording. The Asterisk server was 

the destination. The code below illustrates the extension.conf set up for an 

automatic recording of all video files.  
exten => 784,1,Answer() 
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exten => 784,2,mp4save(/tmp/${CALLER(num)},D%d:M%m-

%H:%M:%S_%$}.mp4) 

exten => 784,3,Hangup() 

Recorded video files are tagged with caller’s ID and time when the video call was 

established. The name of the video file will be used for choosing in database. 

2.2   Video playback 

Video playback can be initiated from both sides. Figure 2 shows its initialization by 

the user. The end-user chooses a particular video file through the DTMF key input. 

This technique is limited as regards the number of possible choices. 

 
Fig. 2. Video playback 

 

We show the extension.conf configuration file for video playback. This con-

figuration file contains information about the number which the user will dial for the 

video playback from the server side. The name of the video file depends on the con-

tent of the saved video.  
exten => 782,1,Answer() 

exten => 782,2,mp4play(/tmp/video.mp4) 

exten => 782,3,Hangup() 

    Fig. 3 shows the concept that we are working on at the moment. Selecting video 

files will be initiated through a website, and the requested video file will be chosen by 

a coordinator and PUSHed to the end-user device. All the user has to do is to answer 

the incoming call.  

 

 
Fig. 3. Video playback third part initialization 
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2.3   Video playback initialized by web service 

Web services server will be cooperating with the Asterisk and through SOAP [9] 

(link) protocol is web services server communicating with other web services servers 

or with web services clients. Asterisk has not have implemented SOAP interface so 

we have to develop techniques for cooperating Asterisk with web services servers and 

web services clients.  

     In figure 4 you can see architecture with web services server.  

 

 
Fig. 4. Video playback with SOAP protocol 

 

Using AMI (Asterisk Manager API) [6], we have implemented application that is 

able to connect to Asterisk server and issue various commands or read events over 

SSH. Application uses commands over CLI asterisk interface [7]. 

3   Remote control of Asterisk over SOAP protocol 

Web service server can be connected to the Asterisk on local machine or on a remote 

computer. Information about connected users is performed if we fill the gap with the 

word “true”. After this we generated SOAP request message with specific code: 

 
    <S:Body> 

        <ns2:GetOnLineUsers xmlns:ns2="http://WebServices.ws/"> 

            <getFullInfo>true</getFullInfo> 

        </ns2:GetOnLineUsers> 

    </S:Body> 

 

Response to this message consists of information about all connected users to the 

Asterisk. Structure of Response message is shown below: 

 
        <ns2:GetOnLineUsersResponse 

xmlns:ns2="http://WebServices.ws/"> 

            <return> 
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<currentIP>192.168.1.31:5060</currentIP> 

                <online>true</online> 

                <ping>1</ping> 

                <userName>bob</userName> 

            </return> 

            <return> 

<currentIP>192.168.1.34:47391</currentIP> 

                <online>true</online> 

                <ping>3</ping> 

                <userName>dan</userName> 

            </return> 

        </ns2:GetOnLineUsersResponse> 

    </S:Body> 

 

Generating whole list of all users is provided with GetAllUsers. Action com-

mand is similar to command for generating list of online users. The difference is only 

in a tag. GetOnLineUsers which is substituted by GetAllUsers. Answer to this 

request is a list of all users. If users are online, it will generate response with IP ad-

dress and ping. 

3.1 Architecture of Remote control of Asterisk 

In Figure 5 you can find architecture of our Web Services. User of web interface 

(Web Service requester) send request message to Web Services provider (with SOAP 

protocol [10]). Web service server analyzes this message and via AMI interface (on 

default TCP port 5038) send Action command to the Asterisk. Asterisk then perform 

this Action command and send Events message to the Web service provider and this 

server informs appropriate Web Service requester. 

 

Fig. 5.  Establishing connection between two SIP users. 
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4   Conclusion 

Asterisk is communication server with support for switching voice and video calls 

through number of audio and video codecs. Asterisk with program mp4play records 

and plays video files saved on server storage directly in the end user equipment. From 

Asterisk log we even know if user received this video and then we have backwards 

control if user received video call from server. 

Web Services in connection with Asterisk offers web management of Asterisk 

PBX. With this web management users are able to control Asterisk via SOAP mes-

sages. Our solution is primary designed for coordinators in office who can receive 

information about online users or they can connect two users or user with Asterisk. 

At the moment we have implemented 3 basic services but we are working on imple-

mentation of other services. Among these services belong streaming video on de-

mand, streaming video from IP camera, connection of multiple users. These services 

will be offered by Asterisk and controlled by Web Services management. 
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Abstract. Safety of road users, reducing mortality on European roads, the
growth of individual transport and reducing C02 emissions are some of the
many questions that come to the fore in the issue of automotive industry. Cur-
rently, the only possible solution to these questions is the introduction of in-
formation-communication systems. Newly established organization dealing
with this problem based their solutions on the utilization of wireless commu-
nications in the fields of radio waves. However, due to changes in the quality
of lighting in cars through the implementation of LED technology, in conjunc-
tion with adaptive system of lighting, seem to be optical communication sys-
tems based on micro-cells networks as an interesting alternative.

Keywords: Automobile industry, PLED, V2V, C2C, V2V2I, LED.

1   Introduction

Over the last 30 years the automobile industry became the engine of many European
countries, investments to the building factories and researching of new technologies
for cars are increasing every year. With the increasing availability of buying a car
and together with a dense network of expressways is increasing number of accidents
caused by man. Accidents on roads and motorways in the European Union claiming
39 thousand lives in 2008. Czech Republic recorded a total of 1 076 deaths that year
[1]. Insurance companies reckon the losses arising from accidents on the value of
160  billion  euros,  which  is  equivalent  to  2%  of  EU  GDP.  By  the  year  2020  is  ex-
pected to increase an individual transport of 32% [2]. Based on these alarming re-
ports, the EU decided to significantly fund research and implementation of measures
to reduce by half fatal road accidents by the year 2010, compared to the situation in
2001.

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2011, pp. 625–631.
VŠB – Technical University of Ostrava, FEECS, 2011, ISBN 978-80-248-2449-9.
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2   Intelligent cooperative systems V2V2I (Vehicle-to-Vehicle-to-
Infrastructure)

Intelligent cooperative systems are based on a combination vehicle-to-vehicle (V2V),
vehicle-to-infrastructure (V2I) and traffic control center-to-infrastructure (TCC2I)
showing promise of major improvements in both, efficiency of safe transport, as well
as external security for all road users. The general scheme of system is presented in
Figure 1 Intelligent cooperative systems increasing the time horizon, the quality and
reliability of the information provided to driver on his / her surroundings, other vehi-
cles and all other road users, allowing a better driving conditions that leads to great-
er security and more efficient and comfortable mobility. According to the communi-
cations consortium vehicle-vehicle (Car2Car Communications Consortia) V2V2I
services are divided into three main groups [3]:

1st services related to security,
2nd services related to the optimal utilization of transport infrastructure,
3rd  services related to other applications.

Fig. 1. Intelligent cooperative systems V2V2I

3   Communication Technologies of Intelligent cooperative system
V2V2I

Organization dealing with this issue of intelligent cooperative system V2V2I built
their solutions on the use of wireless communications in the fields of radio waves. In
this area the European telecommunications standardization institute (ETSI) allocated
the frequency band 5.9 GHz (the frequency region from 5.875 to 5.925 GHz). This
band was derived from today available IEEE 802.11 communication system. This
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derived technology is called IEEE 802.11p (WAVE), described in the related docu-
ments as WLAN or CALM M5 and is divided into the following frequency bands:

- 10 MHz band from 5.885 to 5.895 GHz for network control and critical safety
applications (control channel)

- 10 MHz band from 5.895 to 5.905 GHz for critical security applications, three 10
MHz bands from 5.875 to 5.885 GHz and from 5.905 to 5.925 GHz for applica-
tions to increase transport efficiency and safety-critical applications without time-
consuming,

- two 10 MHz bands from 5.855 to 5.875 GHz for applications not corresponding
to transmission security. Allocation of channels is shown in figure 2.

Fig. 2. Frequency bands allocated for V2V2I communication

Other communication technologies are based on the standardization called CALM
(Continuous Air Interface for Long and Medium range). The subject of standards
CALM is to provide a standardized set of wireless interface protocols and parameters
for long and medium range, high-speed connection ITS using one or more media,
with multipoint and network protocols and upper layer protocols. Defined communi-
cation technologies in addition to technology IEEE 802.11p are [4]:
- Cellular systems: GSM / HSCSD / GPRS (2/2.5G) and UMTS (3G),
- Wireless systems in 60 GHz band,
- Communication in the infrared optical spectrum,
- Wireless LAN (WLAN) at 5 GHz, IEEE 802.11a/b/g/n.
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4   LED deployment in the automotive industry

As an alternative to radio waves based technologies, there are communication sys-
tems in the visible and infrared optical spectrum. A massive deployment of LEDs to
the automotive industry speaks for the use of these systems. LEDs consume only
about third of energy in providing the same level of lightning as traditional light
sources. Energy conservation plays a big role in their deployment. In the evaluation
by the U.S. Department of Energy 2003 was used information from the.

The LEDs are nowadays commonly encountered in luxury cars, they are used in
the form of rear lights, but some car manufacturers used them as well in headlights
applications - Figure 3, 4. Implementation of LED in products of the Japanese and
European car manufacturers is around 40% of the light sources, while the massive
deployment could be expected around 2011.

This year, the European Commission (EC) decided to enact a mandatory DRL
(Daytime Running Lights) lights for new vehicles in all EU countries [5]. This type
of lights should immediately emit light when starting the engine. Thanks to the rapid
development of LED it is possible to assume that traditional bulbs completely disap-
pear  from  new  cars  during  10  years.  The  advantage  of  LED  over  traditional  light
bulbs is clear. To achieve maximum output of LED are enough 3 ms, compared with
traditional bulbs where the value is 200 ms. It is obvious advantage for stop lights
when at speed of 40 km / h the time of 200 ms means saving 5 m stopping distance.
Another advantage is the use of LED to transmit information without loading sur-
roundings by electromagnetic smog and the risk of interference.

Fig. 3. LED based taillights Fig. 4. Application of the DRL lights

4   LED deployment in the automotive industry

A major step in the field of road traffic safety is currently provision of communica-
tion between vehicles for the exchange of relevant information (V2V). An example
might be when the vehicle A is moving and transmitting to moving vehicle B, that is
behind the vehicle A, information such as the abrupt reduction of speed, speed, road
conditions, information from ESP and steering angle, as shows Figure 5. This infor-
mation can alert the driver of the vehicle B by acoustic or light signals or in other
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steps may be processed by independent information management functions. Such a
temporarily created micro-cells optical networks could significantly eliminate the
reaction time of man, which is around 1 s [6]. The estimated transmission rate for
the transmission of important information is around the value of 400 kbps [7].
Measurements showed that they have bandwidth large enough to support data trans-
mission in the range of Mbps.

Fig. 5. Communications V2V in terms of the micro-cellular optical networks

In contrast with communications technologies such as IEEE 802.12p, which are able
to communicate at distance from 500 m up to 800 m depending on the obstacles,
require micro-cells optical networks always a direct visibility among transmitters.
The worst conditions for these systems are also very sunny days, resulting in high
levels of ambient lighting. This level is independent on the distance between
vehicles. For optical communications the value of the light flux is reducing with the
square of the distance and the received optical power fluctuates 5 decades up to 100
m distance by using a photodiode at the receiver with a spectral filter (FWHM = 50
mm). The receivers therefore require a wide dynamic range, high sensitivity and
effective suppression of ambient light. In experiments it was found that such a
temporarily formed network is capable of data transfer 1 Mbps over a distance up to
130 m. In order to verify power LEDs in laboratory conditions it was found that due
to modulation is slightly reduced the value of light intensity as shown in figure 6.
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Fig. 6. Intensity change on power LED modulation value

5   Conclusion

Optical micro-cells communications are an alternative to radio technologies in the
field of information exchange V2V. By organization GeoNet, which deals with the
deployment of 802.11p technology to the automotive industry in the area of V2V and
V2I, is clear that the radio system itself leads to congestion and interference of the
free channels at high traffic density. Solution is offered in the form of power-
controllable adaptive algorithms FPAV D-[8], however for unicast communication
seems to be preferable micro-cells optical networks. Whole V2V2I system therefore
should be hybrid. Dominant technology ensuring communication V2V and V2I
would be standard IEEE 802.11p technology, but in situations like are long columns
of cars, traffic jams or two close behind moving vehicles would be the primary in-
formation data from short-term generated vehicle-vehicle micro-cell optical network
[9].
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Abstract. In our over-engineered world, the information is more valuable, the
access to them is very important. Therefore it is necessary to develop new,
faster and better ways of data transmission. One of the fast accesses is a Free
Space Optical links, which are very secure against eavesdropping, but their
disadvantage is dependence on atmospheric effects. Thos article summarizes
some finding from measurement of optical power distribution in beam profile
of Free Space Optical link, which is placed on the rector department and on
the observatory.

Keywords: FSO, optical power, optical beam, FSO link.

1   Introduction

The telecommunication networks are still evolving and trying to meet the require-
ments of telecommunication services from private to commercial sector. This causes
an unusual burden on telecommunications networks and their operators. Without
alternative network technological systems, the overall effective data rate would be
slowed. An alternative is a Free Space Optical link which is great at data rate and
versatility. Free Space Optical link includes optical link between ground stations
(buildings, poles), satellites and platforms in highs. The laser beam propagation in
atmosphere is interesting for its variety of incident technical problems. The laser
beam is impressed with atmospherically phenomena. These atmospherically phe-
nomena are rain, snow, storm, and wind, whirlwind and atmospherically turbulenc-
es. This article primary aims for Gaussian beam description and measurement of
optical power distribution in beam profile of Free Space Optical link, which is placed
on the rector department and on the observatory.

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2011, pp. 632–638.
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2   Laser beam

The wave character of light discharges idealization, in which the light is spatial
concentrated and propagates without beam divergence. In Free Space Optics the
Gaussian beam is frequently used, eventually top-hat beam or border beams.

3   Gaussian beam

The Gaussian beam is the most important beam of basic kind of beams for us, be-
cause just this kind of beam is emitted the most often from laser diode. The optical
intensity distribution of Gaussian beam  in cross plane comes up to Gaussian func-
tion, where the optical axis is also axis of symmetry. Optical power of Gaussian
beam is concentrated in narrow cone. The beam width is is minimal in beam waist
and grows up in both directions. The beam half-width w(z) is described by equation
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where w0 is beam half-width in its the narrowest point, z is the coordinate of optical
axis, z0 is so-called Rayleigh distance. This is described as a distance in longitudinal
direction of wave propagation from beam waist to point, where the cross plane is
double. It deals
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,where λ is wavelength. The beam divergence θ is described by relation
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4   Optical intensity of Gaussian beam

Optical intensity is a function of axial (axis direction) distance z and radial (radius
direction) distance ρ. Radial distance is express as
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( )22 yx +=r
(5)
Then the optical intensity of Gaussian beam is
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Optical intensity maximum of Gaussian beam is in the middle of beam (axial dis-
tance z and radial distance ρ is equal 0). Gaussian beam radius w(z) grows up with
increasing axial distance z. Optical intensity of Gaussian beam decreases with in-
creasing axial distance z [1], [2].

5   Optical power of Gaussian beam

The total power carried by beam is determined by an integral of product of optical intensity
and area of cross section of optical beam.

( ) rrpr dzIP ×××= ò
¥

2,
0

.       (7)

Where of is derived

( )wIP 2
002

1
×××= p       (8)

The optical power of Gaussian beam is set as product of a half of maximal optical intensity
and circle area with radius which is equal beam half-width.

8   Atmospheric transmission media

Free Space Optical Links are especially used in atmospheric transmission media
but they are used indoor too. The atmospheric transmission media could be disadvan-
tageous for Free Space Optical Link. In contrary conditions the data transmission
could be troublesome, as far as impossible. Free Space Optical Links work in the
troposphere. For the troposphere is a characteristic that water vapor condensates,
many different influences generate there, which influence quality of the link. It could
be rain, snow, whirlwind and fog. Sometimes the beam could be interrupt by birds.
The troposphere is generally non-stationary and inhomogeneous media (it is sup-
posed that these media is dielectric, linear, non-dispersive, and isotropic) a influence
of these media on quality of transmission channel has an accidental character [4].
The main phenomena in atmospheric transmission media is [3]:

· extinction of optical intensity owing to turbulences in atmospherically
media,
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· extinction owing to dispersion and absorption on molecules and aerosols,
· fluctuation of optical intensity owing to turbulences in atmospherically

media,
· fluctuation of optical intensity owing to fog, rain, snow,
· short interrupt of beam by birds.

9   Measuring installation for optical power measurement in Free
Space Optical Link

For this task it was lent a measuring installation (fig. 1) from Brno University of
Technology, which had to be set in working order.

This is a measuring installation produced by Festo Company with two axis with
stepping motors. A measuring installation includes silicon detector, which measured
optical power emitted by optical link from observatory, optical power meter, stepping
motors with control units. In Matlab it was written software for control the stepping
motors. The software enables to change measured wavelength, stepping rate, step-
ping size, time delay between steps etc. The communication between control unit and
computer realized a serial bus RS-232.

Fig. 1. Measuring installation
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10   Optical power measurement in Free Space Optical Link

During the first measurements it was found that ambient sunlight very affected the
measurements even if the optical power meter was shadowed in black pipe against
direct sunlight. It was done several measurements at different wavelengths, at which
the optical link works (830 - 860 nm), but the measurements were very affected by
ambient light (fig. 2). Optical power values during a clear day were in range 40 - 60
µW. At night it was measured values around 1 mW.

Fig. 2. Optical power measured 16.4.2011 at 14.00 hour [6]

Figure 4 was measured on 16. 4. 2011 at 14.00 hour, temperature 12,8°C, humidity
46%, northwest wind speed of 2.2 m/s, static pressure 1022,5 hPa. In the figure can
be seen great optical power due to ambient sunlight. The waves in the figure are
caused by ambient sunlight changes which are not so expressive in horizontal axis
like in vertical axis. This effect comes up by fast fluctuation of optical power due to
measurement method in raster.
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Fig. 3. Optical power measured 16.4.2011 at 22.00 hour [6]

In figure 3, which is from the same day like figure 2, but data were measured at
22.00 hour, is seen the fluctuation of optical power meter. The measurement condi-
tions were following: set wavelength for optical power measurement lambda = 840
nm, air temperature 9,4°C, humidity 58%, northwest wind speed of 2.2 m/s, static
pressure 1022,7 hPa. Received optical power is very low in comparison to measure-
ment in day; its value is around 1 uW. The middle point of raster in figure 3 corre-
sponds to the middle point of transmitted beam. In the figure 3 it is seen the rounded
shape of beam with the greatest optical intensity in the middle point. Figure 3 dis-
plays many peaks with great intensity. This is caused by fluctuation of beam by
transmission during optical media.

11   Conclusion

Measurements, which were done, showed that the shape of Gaussian beam was
strong deformed by transmission during optical media. The beam was emitted from
optical head placed on rector department building A, it was transmit to the optical
head placed on observatory and it was transmit back to optical head placed on rector
department building A. The deformation is caused by several phenomena, which are
described above. In the future we would like to aim for optical sources testing - la-
sers, which are used for light emitting.

This work was supported in part by GAČR GA102/09/0550 - Optical beams study
for atmospheric static and mobile communications a SP2011/47.
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Abstract. This article discusses the development and implementation of em-
bedded solution of SIP communication server with an easy integration into the 
computer network based on open-source tools. This device is a PBX system 
for IP telephony, suitable for small and medium sized organizations. Hardware 
device,  ie  the  software  installed on optimized  proprietary  hardware,  can  be 
plugged into an existing network just before the operation. It also provides an 
interface  for  administrators  and  end  users,  futhermore  by  using  a  standard 
VoIP protocol the system is compatible with any device and service provider 
of SIP. The article describes the system design and the individual elements, 
which are contained in the solution.

Keywords: Embedded Solution, Monitoring, OpenWRT, Security, SIP.

1   Introduction

Many large institutions operates a small offices with tens or hundreds of employees.  
A common requirement is the full integration of these departments in the organiza-
tion's environment (examples are libraries and branch offices). With our proposed so-
lution, which has the working title BESIP (Bright Embedded Solution for IP Tele-
phony), the integration can be achieved easily with the use of IP telephony and sup-
porting network infrastructure. The device is designed as a price acceptable solution 
that outside support SIP (Session Initiation Protocol) IP telephony also includes sup-
port services such as ENUM [1], secure communication using SRTP and TLS [2],  
monitoring of  call  quality,  tools  for  detection and elimination attacks,  billing and 
clear configuration via a web interface. Since the whole kernel is designed and im-
plemented as open-source system can be further extended with additional modules. 

Systems for integration and coverage of field offices are now fairly widespread.  
But, few of them offer modularity on such levels as our proposed solution, moreover 
during development our aim was to develop create a device that will be much cheap-
er than similar commercial products.

The following chapters refer about scheme of the system in more details, individu-
al modules and applications that were used in the implementation are mentioned and 
analysis of the used hardware is described too.

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2011, pp. 639–644.
VŠB – Technical University of Ostrava, FEECS, 2011, ISBN 978-80-248-2449-9.
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2   System Scheme, Modules and Applications

As mentioned above, the BESIP system is a modular solution where each element 
consists of several applications which are supported by core (Fig. 1). Modules are di-
vided according to the function which they perform at:

• Core
• Security Module
• Monitoring Module
• PBX Module
• Module of services

Fig. 1. BESIP Divided into Modules.

2.1   Core 

The core of the system consists of the Linux distribution OpenWRT [3], which is di-
rectly designed for embedded devices and has very low demands on computing pow-
er.  Instead of trying to create a single,  static  firmware, OpenWrt provides a fully 
writable filesystem with package management. This frees you from the application 
selection and configuration provided by the vendor and allows you to customize the  
device through the use of packages to suit any application.

To manage updates and revisions, we are using Git [4].Git is a free & open source, 
distributed version control system designed to handle everything from small to very 
large projects with speed and efficiency.

Another tool that is part of the core is the NETCONF protocol [5]. NETCONF 
provides mechanisms to install, manipulate, and delete the configuration of network 
devices. Its operations are realized on top of a simple RPC (Remote Procedure Call) 
layer. The NETCONF protocol uses an XML (Extensible Markup Language) based 
data encoding for the configuration data as well as the protocol messages. This in 
turn is realized on top of the transport protocol.

The last part of the Core Module is Web GUI support. This is done using Lighttpd 
[6], which has a small memory demands and is therefore suitable for embedded de-
vices.  Using  the  PHP interpreter  also  allows  to generate  AJAX and Java  scripts,  
which provides better visibility and easy operation for end users.
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2.2   Security Module

Security module is responsible for protecting the system itself against attacks from 
external subjects, as well as the analysis of these threats, and last but not least the 
module is responsible for signaling and media encryption. The protection of system 
against threats provides application Fail2ban. It is a tool which is able to block IP ad-
dresses in the firewall based on the logs scan. It can control a wide range of applica -
tions, depending on the set of configuration files. The regular expression is also in-
cluded, in the configuration file, whereby Fail2ban detects suspicious activity. Block-
ing is subsequently performed through the rules of iptables. 

Another way to protect the system against attacks directed at an IP telephony ser-
vice is the implementation of Snort [7]. Snort is an open source network intrusion 
prevention and detection system (IPS / IDS), developed by Sourcefire. Combining 
the benefits of signature, protocol, and anomaly-based inspection, Snort is the most 
widely deployed IDS / IPS technology worldwide. It also enables flexible creation of  
rules by which the system then decides the next steps.

Security  experts  predict  that SPIT  (Spam over  Internet  Telephony)  is  a  major 
threat in the future. The level of annoying factor is even greater than classical Spam. 
Imagine if we receive 5 Spam emails per day. We delete them and most of us have to  
take this as a daily routine.  Now instead of emails we will receive call on the  IP 
phone 5 times per day. Inconvenient thought. AntiSPIT is able to analyse and process 
input data from Call Detail Records (CDR’s) and consequently determine whether 
the used source will be inserted into blacklist [8]. CDR's are an integral part of every  
PBX and we decided to implement AntiSPIT into BESIP system. 

The last element of the security module is the ability to encrypt calls using SRTP 
and TLS protocol. This security is ensured directly by communication server, in our 
case, the SIP PBX Asterisk in version 1.8.4.4 [9]. 

2.3   Monitoring Module

This module is able to monitor the speech quality for individual IP calls, as well as 
provide other monitoring of network devices in the network using SNMP [10] and 
Nagios tools [11]. In the case of monitoring the speech quality we are using our de-
veloped application for the Asterisk PBX, which determines the scale of speech qual-
ity – by using MOS (Mean Opinion Score) [12] (Fig. 2). This applications uses the 
PESQ (Perceptual Evaluation Speech Quality) [13] model. It is based on comparing 
the original signal with the degraded sample.

Fig. 2. Mean Opinion Score Scale.
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Because even at the remote office can arise requirement for monitoring of network 
devices,  BESIP offers several  tools for analysis of network infrastructure and ele-
ments that are in it. The first tool is Nagios. Nagios is a popular open source comput-
er system and network monitoring software application.  It watches hosts  and ser-
vices, alerting users When things go wrong again and When They get better. Another  
is support for SNMP protocol, which was developed for the direct management of in-
dividual devices on the network and for communication between them. 

2.4   PBX Module

This module is one of the most important of the entire system, as it contains the actu -
al communication server for IP telephony calls. We have used a robust open source 
solution – Asterisk in the version 1.8.4.4, which offers a wide range of services with  
low processing power demands. All other modules are interconnected with Asterisk  
because of sending or retrieving data, Asterisk is also responsible for encrypting and 
comparing call  quality  using algorithm developed by us which is based on PESQ 
method.

Since BESIP system is still under development it was also considered the usage of 
a Kamailio [14] communication system. It is, however very difficult to configure it 
correctly, so the system will contain it only on the wishes of the end user.

2.5   Module of Services

Module of services contains tools for providing an additional services, such as billing 
or ENUM. End user can of course also define additional services that he/she needs,  
but above mentioned are part of the system by default.

Telephone Number Mapping (ENUM) is the process  of  unifying the telephone 
number system of the public switched telephone network with the Internet addressing 
and identification name spaces. Telephone numbers are systematically organized in 
the E.164 standard, while the Internet uses the Domain Name System for linking do-
main names to IP addresses and other resource information. Telephone number map-
ping  systems  provide  facilities  to  determine  applicable  Internet  communications 
servers responsible for servicing a given telephone number by simple lookups in the  
Domain Name System.

Another service that is supported by the BESIP System is A2Billing application. It 
is  used  for billing and  monitoring operations in  software PBX. In  our case,  the 
communications  server can  create a  record  of  the call named  CDR (Call Detail 
Record), but as such it is unable to process it. It cannot comfortably create, edit and 
process a huge number of participants.  To eliminate these problems,  Asterisk has a 
powerful mechanism for acquiring  and storing data to  and  from databases. The 
MySQL database is used in BESIP system, from which then A2Billing analyzes the 
data and based on rules it charge it.  Fig. 3 shows the connection of Asterisk PBX 
with A2Billing.
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Fig. 3. Asterisk connection with A2Billing.

3   Hardware

Since the beginning of the development, the BESIP was planned as the most mobile, 
portable and especially low cost device. It was necessary to adapt to these conditions  
not only from the software point of view but also hardware on which the system will 
run. Outside of these conditions it also had to offer sufficient computing power for  
smooth operation of all  modules,  applications and participants.  Another  important  
factor was also low power consumption and reserve capacity for future services.

After a series of tests and analysis standard desktop PC with Atom processor was 
chosen. It consists of the following configuration:

Motherboard: Intel Packton D410PT
CPU: x86 Intel Atom D410 - 1,66 GHz
Memory: Kingston 1GB 667MHz CL 5
HDD: Kingston 16GB SSD Now S100
Case: Eurocase Mini ITX Wi-05 

The price of this product is in good relative between price and performance. Fur-
thermore,  it  is  an  widespread  x86  architecture,  which  allows  to  install  the  well-
known OS. Figure 5 shows the selected device.

Fig. 5. BESIP Hardware Solution.
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4   Conclusion

We have developed and implemented a system with the working title BESIP, which  
allows easy integration of SIP IP telephony infrastructure to branch offices of large 
companies. The main advantages of this system are its low cost, high scalability and 
the possibility of adding or configuring  a new or existing tools and  the relatively 
small size and low power consumption.

Thanks to these features, the device will be deployed in real network traffic in our 
association, which will also be good opportunity to continue with actively develop-
ment of the software product and where it will also be an intensive testing to debug-
ging the solution.
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Abstract. Nowadays there are several software which allow us to scan monitor 
and record mouse motion, writing text, objects moving etc. These software can 
be used to create detail service manual of applications. These software speed 
very up teachers work because each student can start the final video multiple 
times and he can better learn applications. In this article there is described 
Adobe® Captivate® 4 software. 

1   Introduction 

Software Adobe Captivate serves quick professional e-learning material creation with 
advanced interactivity [1]. This is an ideal instrument for interactive multimedia tuto-
rials including testing and connection to Learning Management System (LMS). The 
special tools for simulations creation and all kind of software products controlling 
markedly extend the possibilities of this software in education. Due to publish in 
universal formats Adobe Flash and Adobe PDF the education materials are available 
to anybody in the whole world. 

2   Adobe Captivate 

It is very easy to create an impressive instructional presentation or work simulation in 
some application. Captivate automatically safe all actions which are carried out in 
recording mode on the screen. In editing mode it is possible further change, edit and 
add the other components into presentation or simulation [2]. Software includes. 
 text caption, graphics, spoken comments and music, 
 Flash animation and video, 
 interactive elements (buttons, references, context help), 
 knowledge tests and their evaluation. 

After recording and editing it is possible to publish the presentation in Flash (swf) 
format and send it as email, safe in FTP server or use in web sides. The other alterna-
tive is safe in Windows executable file (exe). 

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2011, pp. 645–651.
VŠB – Technical University of Ostrava, FEECS, 2011, ISBN 978-80-248-2449-9.
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We would like to stress that the class/style files and the template should not be 
manipulated and that the guidelines regarding font sizes and format should be ad-
hered to. This is to ensure that the end product is as homogeneous as possible. 

3   User interface 

Captivate automatically records all actions which are done in an application on com-
puter screen. There are three recording modes – automatic recording, full motion 
recording and manual recording. 

3.1   Automatic recording mode 

Adobe Captivate captures screenshots automatically and places them on separate 
slides. Mouse, keyboard, or system events are the common triggers for capturing 
screenshots. Automatic recording is the most commonly used recording method in 
Adobe Captivate [2]. Actions like drag-and-drop and mouse movements are automat-
ically captured in the full motion recording mode. The recording is stopped by press 
End key. 

3.2   Full motion recording mode 

During full motion recording (FMR), the entire set of events is captured in real time as a 
video. Use FMR for movies that demonstrate complex procedures, like drawing or reshap-
ing an object. FMR movies are also useful when demonstrating visual cues, such as the 
change in the shape of the pointer when it moves over certain objects. The recording is 
stopped by press End key [2]. 

3.3   Manual recording mode 

The presentation can be constructed by manually taking screenshots during recording. 
The manual recording is used when it should be picked and chosen a few screenshots 
during the recording process. The procedure can get tedious for complicated proce-
dures involving many steps. The recording is stopped by press End key [2]. 

In recording modes Captivate automatically generates captions or other effects like 
highlighting. The users can create, change or erase captions and other effects. Sum-
mary of features: 
 automatic recording all actions which are done in some application including cur-

sor motion and keyboard typing, 
 intelligent full motion recording for video sequence recording, 
 contemporary spoken comments recording, 
 automatic creating captions to actions on the screen, 
 set recording area. 
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4   Editing 

After recording the list of all slides appears like filmstrip in Captivate editor. It is 
possible edit (add captions, sounds, videos, graphics etc.), move or erase each slide. 
Spoken comments and inserted sounds are editable in inbuilt sound editor. The great 
advantage is that it is not necessary record all slides again when some error appears or 
when slides sequence is incorrect [2]. 
 Transparent orientation in record filmstrip, 
 unlimited possibilities of slides editing, 
 add own captions, graphics, sounds, spoken comments, videos, 
 timeline for exact synchronization of effects, 
 inbuilt sound editor to edit sounds and spoken comments, 
 full support Unicode for Multilanguage texts. 

5   FSO link simulation in OptiSystem 

OptiSystem is an application which was used for presentation. OptiSystem is an in-
novative optical communication system simulation package that designs, tests, and 
optimizes virtually any type of optical link from the physical layer to the transport 
layer according OSI model [3]. 

This application is open to our students, mainly to bachelor and master students. 
The students design and test some network therefore they need to meet OptiSystem 
and hereto there is used Captivate. The Captivate is used in lessons of Optoelectron-
ics or Optical atmospheric communications. 

5.1   Create new project 

If Captivate 4 is run it appears dialog box where it is possible to choose open recent 
project, create new project, create template or read tutorials. 

If it is chosen the Software simulation, it is opened new dialog box, where Screen 
area is chosen. There are two possibilities: select application or select screen area. 
After click on pop-up menu the all running programs appear to choice. Choice run-
ning program is better variant. At first the whole presentation should be made and 
then the size could be changed. The size change is nonreversible! Only copies should 
be resized. 
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Fig. 1. Application choice for presentation 

The choice is confirmed by press button OK. In left top corner there appear the re-
cording icons. It is chosen recording mode. It is possible to change recording mode 

setting there. The recording is run by click on  button. 

5.2   Recording and saving project 

How it is described above, it is possible to choose: 
 Automatic recording mode - Adobe Captivate captures screenshots automatically 

and places them on separate slides. 
 Full Motion Recording, entire set of events is captured in real time as a video. 
 Manual recording mode - manually taking screenshots during recording. 

Now it follows self work in application which should be presented. If automatic 
recording mode was chosen, the user does not have to care for Captivate, slides are 
captured automatically. All edits, captions, revisions are made after as much as re-
cording stop. The recording is stopped by press End button. 

Now the whole presentation is made which has to be saved. The project name is 
written and project location is selected. 

5.3   Project editing 

Now it follows editing of created project. Single slides are subsequently ordered like 
on film strip. The slide sequence is simply changeable by catch the slide and moving 
at other place. The slides with mouse symbol contain move recording of mouse 
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pointer and clicks on icons in applications. The slides with camera symbol contain 
video. In this concrete project slides with camera were done by icons moving from 
component library to layout. These slides include camera symbol and they are auto-
matically made. All slides can be copied, erased or it is possible insert new slides etc. 

Each action should be described by clear caption. On the left side there are icons to 
slides edit. It is possible to choose shapes of captions, change their size and position 
and edit the text which the caption includes. 

 

Fig. 2. Caption 

The last very useful possibility is change of timing of single effects. It is very sim-
ple to change time duration of slide. This time could be shorten or extended. The 
caption start and caption end is optionally adjustable. Just it should be set time dura-
tion of caption and place it suitable in timeline of slide. It is possible to use more 
captions they could concur or overlap. Likewise it is possible to change time duration 
of typing, mouse moving, highlight box etc. It is possible to change all timelines of all 
slides. See next figure.  

 

Fig. 3. Timeline 
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5.4   Resize 

The resize of project allows to rescale into more suitable resolution. The resize is a 
nonreversible action therefore it is very useful to have a copy of original project. It 
allows to resize again. 

5.5   Publishing 

The final project has to be published it means click on Publish button. The type of file 
is chosen. The most frequently used choose is Flash for presentation in web browser 
[4] or executable file. As evidenced by figure 4 there are more possibilities as email, 
print in doc or docx file, upload to FTP server etc. The folder has to be chosen for 
published file. 

 

Fig. 4. Publishing 

The Flash file runs at all computers which include some web browser which is 
practically each computer. 

The final result you can see at figure 5. In the bottom there is a playback toolbar. It 
is possible to rewind the presentation, play, pause, go back one slide or go forward 
one slide or play 2x fast forward speed. There is displayed a timeline too. 

Students can play the presentation more times, they can stop the presentation and 
ask the teacher or try it in OptiSystem. This is very useful and user-friendly. 
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Fig. 5. Presentation play 

6   Conclusion 

Software Adobe® Captivate® 4 is very useful and user-friendly software for lessons 
which are aimed at application service. These lessons are very effective because it is 
possible to play more time the final presentation, students can replay the presentation 
at home, try everything again and aim at problem areas. In standard lesson the dem-
onstration of some application is done at most onetime. This is insufficient to one's 
cost. 

This presentation was used in Optical atmospheric communications lessons. The 
student's feedback was very positive. 

This work was supported in part by an ESF project CZ.1.07/2.2.00/07.0351, 
GAČR GA102/09/0550 and SP2011/47. 

References 

[1] Digital Media [online]. 2011 [cit. 2011-02-28]. Adobe Captivate 5. Available 
from WWW: <http://www.digitalmedia.cz/produkty/adobe/captivate/>. 

[2] Help Adobe [online]. 2009 [cit. 2011-02-28]. Using Adobe Captivate 4. Availa-
ble from WWW: 
<http://help.adobe.com/en_US/Captivate/4.0/Using/captivate_4_help.pdf>. 

[3] OptiSystem : Component Library. Kanada : OptiSystem, 2010. 1970 s. 
[4] Mozilla [online]. 2011 [cit. 2011-03-10]. Doplňky Firefoxu. Available from 

WWW: <https://addons.mozilla.org/cs/firefox/browse/type:7>. 



Self-Reproduction and Self-Assembly
in Multi-Robot Systems

Michal Perdek
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Abstract. This paper introduces the self-reproduction and the adaptation me-

chanism of multi-robot systems. The approach is derived from the evolution 

theory. During the replication multi-robot systems find lacking parts (modules) 

which are required to be connected into the already completed body-structure. 

Every additional connection in the replication process requires adaptation be-

cause body-structure has been changed and the adaptation tries to preserve cer-

tain behavior of these multi-robot systems. Approach utilizes multi-agent, evo-

lution theory and also graph theory, which try to provide realization of the self-

reproduction (self assembling) process. 

1   Introduction 

In the last few years, robotics has dealt with multi-robot systems which are inspired by 

natural organism. One single robot platform corresponds to one cell in nature, and 

multi-robots consist of many of these small cells (robots) that are able to aggregate to 

“multi-cellular” robot organism. Big advantage of these multi-robot systems is that 

they are able to perform tasks which an ordinary single robot does not achieve. 

Basic idea in the multi-robotics is creating artificial constructs that are capable of 

autonomously construct their own copies using raw material taken from their envi-

ronment. If we create such multi-robot system with enough material we can be able to 

create exponential number of these robots. Multi-robot systems are relatively new 

emerging field across several research areas such psychology, evolution, biology, 

engineering, cognitive science, neuroscience and many other fields. Interdisciplinary 

point of view is important for model design, since different types of self-reproduction 

may use different techniques and strategies to reproduce themselves. We can find 

various definition for formalization of the phenomenon of self-reproduction in inter-

disciplinary literature such as [1] or [2]. 

1.1   Multi-robot system 

Multi-robot systems are assembled from many small autonomous robots (cells) that 

are controlled independently. In this paper we call these autonomous robots modules. 

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2011, pp. 652–657.
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Every single module has been equipped with transmitter, receiver and magnetic locks. 

Optional equipment is: cameras, sensors, wheels, servo motors, etc. Magnetic locks 

allow creating connection between modules (Fig. 1 shows an example of two multi-

robot systems and their graph representation). This concept of connected modules and 

their connection can be regarded as multi-agent based system. Cooperation of agents 

is achieved by communication of the whole system. Modules can receive and transmit 

messages which can flow into actuation. Most solution use classical control approach-

es known from the control theory [3], but also bio-inspired and evolutionary concepts 

become more important [4]. We use decentralized approach [5], [6]; one module can 

control the whole system at one time. Because modules are able to do only simple 

“action”, all modules contribute to make the whole system act as one entity, and beha-

vior of this system has the form of emergence. 

 

 

Fig. 1. Multi-robot systems and their body-structures representation 

Modules are categorized into classes such as locomotive organs1, main organs2 or 

perception organs3. Each module knows its own type and other types. The same con-

troller is used for the same type of modules, but with different behavior. In virtue of 

configuration, modules behavior is represent by chromosome that is described in Sec. 

3. All modules in multi-robot system have the same chromosome that determines how 

the system will act. Chromosome consists of genes which determine specific behavior 

of specific modules. 

2   Self-reproduction 

Self-reproduction process starts with mapping of the body structure. Modules in our 

multi-robot system communicate with each other and exchange information about 

connection between other modules. This information is transformed to the tree (graph 

                                                           
1 Locomotive organs - modules with servo motors, wheel and other types that enable movement 
2 Main organs – simple modules for connecting other modules through magnetic loch 
3 Perception organs – modules that have sensors or cameras 
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structure) that represents body structure (Fig. 2 shows an example of spider multi-

robot systems and body-structure representation from different modules). These trees 

become the template of particular modules. Multi-robot system is capable of basic 

movement and tries searching new modules in environment. Parts found in environ-

ment are basically connected in the same way as the passage through the previously 

mentioned trees (body-structure representation) on free magnetic locks. Mapping 

process is triggered and body-structures are updated by creating new connection. 

Multi-robot system finds new modules and makes connections of modules until whole 

system contains two identical sub trees which correspond to the previously mentioned 

template. Self-reproduction process is based on growing and separating into identical 

subsystems by using edge cut method [7]. 

 

 

Fig. 2. Spider multi-robot system; (a) body-mapping from one of locomotion organs; (b) body-

mapping from one main organ 

3   Adaptation 

In self-reproduction process we connect new modules which affect cooperative beha-

vior to the system. We have to change behavior to preserve basic movement. The best 

behavior of the multi-robot system can be realized by taking advantage of using new 

module. Motion represents a classical controlling problem, which can be solved by 

genetic algorithm [8], [9], [10]. Module behavior is given by genome that is a part of 

our multi-robot chromosome. We focused on adaptation using genetic algorithm for 

better adaptation on changes in body-structure during the whole reproduction.  

3.1   Genetics algorithm 

Behavior of our multi-robot system was described by chromosome that was mentioned 

previously. This chromosome consists of genomes that determine particular activity 

for every single module. Genetic algorithm generates population that represents group 

of potential behaviors (chromosomes). Members of this population are evaluated by 

fitness function that represents member’s quality. Better quality means better beha-

vior. Algorithm uses genetic operators such as selection, mutation and crossover for 

creating new populations from the previous one [9], [10], [11]. Creating populations 

(a) (b) 
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with using best individuals from previous generation and application genetic operators 

lead to better searching of state space then by using permutations. Genetic algorithms 

have intention to search better or optimal solution of our problem, but not necessary 

find best solution. Disadvantage of this approach is time and space complexity. 

3.2   Genetic encoding and fitness function 

Our spider multi-robot from Fig. 2 consists of two module types. Central module does 

not have movement parts and it is not involved into locomotion. But it forms connec-

tion among other parts. Behavior parameters of central module do not appear in chro-

mosome. Chromosome consists of parts that are involved into locomotion directly 

with servo motors. Our chromosome on Fig. 3 contains four states (front, back, left, 

right). Every state consists of modules parameters involved into locomotion. 

 

 

Fig. 3. Chromosome structure – Si represents system states and qi are parameters determine 

module behavior in specific state. 

Spider multi-robot movement is based on oscillation, phase shift, frequency and am-

plitude. Behavior of specific module is given by function (1) where result determines 

angle for servo motor in specific time. Parameter s – phase shift lies between 0° - 360° 

and for our purpose it will be included into chromosome. Amplitude and frequency 

will not be included into chromosome. To simplify it, we use only one parameter for 

module in particular state. 

α = A sin( 2πFt + (sπ/180)) (1) 

If we involved all previously mentioned parameters, space state would be exponential-

ly increased. For our multi-robot that means that we have only four parameters in one 

state which has 360
4
 possibilities. New module from movement class adds one DOF to 

the whole system and space state for one movement will be increased on 360
n
 where n 

is number of movement parts. During self-reproduction chromosome will be com-

pounded from the same states but the number of parameters in individual states will be 

increased. 

Fitness function evaluates quality of individuals in population. In our case, this 

function judges movement quality. Parameters from individual in population were set 

for our multi-robot and then robot tries to move with these parameters for few seconds 

and after that it will be evaluated. Function derives benefits from the initial position 

and achieved position. Desired course will be expressed as a unitary vector from the 

initial position. After movement is done, achieved position will be used for calculation 

(q1, q2, …, qn)      ...     (q1, q2, …, qn) 

S1 S2 S3 S4 
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of the Euclidean distance D between these positions and deflection φ from desired 

course. Our fitness function will be compounded as (2) 

F(i) = D – φ. (2) 

Adaptation on specific motion is performed in case that this motion does not fulfill 

satisfactory behavior. We do not adapt all motion in the same time, we use GA only 

for adaptation of one movement. If the multi-robot system needs to use a different 

movement, the adaptation starts again for this motion. During GA we create many 

individuals but we are interested only in the best solution in population that will be 

used for creating new generation, and the others will be thrown out. These thrown-out 

individuals may correspond with other courses and if the individual is sufficient or 

better than the currently used one, it will be replaced. This adjustment is able to bring 

better or less demanding searching in state space because new solution will be appear-

ing also in other generation while GA will be searching specific solution.  

3.3   Realization of adaptation 

For our GA we use tournament method selection, one-point crossover and classical 

mutation. Parameters for realization GA for our self-reproducing process are shown in 

Table 1.  

Table 1. Summary of simulations parameters, where n is number of modules directly involved 

into motion. Population size and number of generations will be changed during self-

reproduction depending on number of motion modules in body-structure. 

Setting Value 

Population size 20n
2
 

Number of generations 20n
4
 

Crossover probability 0,8 

Mutation probability 0,03 

Divergence 5° = π/36 rad 

Distance 1,6 

 

Number of motion modules is increased during self-reproduction and so time and 

space complexity increases, too. In our simulation that was created in simulation envi-

ronment Webots, we successfully simulated self-reproduction with GA adaptation 

based on the principle that was mentioned above. During GA activity we evolve only 

those parts of chromosomes (genomes) that are directly responsible for particular 

movement in certain state. Changes in these genomes are updated into all modules in 

the system, where they replace the old part of chromosome. In this case spider-multi 

robot was object of interest and we created several simulations with this robot. 
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4   Conclusions and future work 

In this paper we described self-reproducing approach that derives benefits from graph 

algorithm and multi-agent based systems. We focused on adaptation with using genet-

ic algorithm for better adaptation on changes in body-structure during the whole re-

production. Proposed solution may provide better searching in state space with using 

unused individuals that are evaluated by fitness function. Realization of adaptation 

based on this concept described in paper proved reduction of time and space complex-

ity. We simulated the whole process of self-reproduction and adaptation in simulation 

environment Webots. 

Future work will include other techniques for adaptation and we will focus on 

emergent behavior that comes up from interaction among modules and interaction 

among modules and environment.  
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Abstract. The  paper  presents a  system  for  registering changes  of object 
position in  space, using a  laser rangefinder,  an  HD  camera,  and precision 
biaxial motor. Advantages, limitations and the possibility use of the system are 
presented. The system software was made in a Labview environment.

1 Introduction

Inventory of  large  installations  on the premises  of industrial areas  is a 
complicated and  also time-consuming  task.  Currently, this  is  part  where  laser 
scanning techniques  are  used,  which  offers  very good  accuracy of  measurement. 
Another advantage is the speed of the measurement. Documentation generated using 
a laser  scanner offers  a two-dimensional projections such as  is conventionally 
inventory.  In addition, however, the amount of information acquired as a result of 
laser scanning is disproportionately greater giving the operator the possibility to play 
with the installation of three-dimensional model with all the relevant details. With a 
properly prepared model installation, you can enrich it  with additional information 
about the movements occurring in the installation.  The operator will receive digital 
image of the object surface deformation, which is updated almost in real time. Thus 
prepared, the system can serve as the basis for the diagnosis of individual elements or 
entire systems      

2 Hardware components of the system

For the purpose of the tracking system, made a set of markers that are identified 
and tracked by the developed device. The system allows tracking a single marker or 
entire sets  of  markers. What allows  operator  to  track periodically several  points 
during a single measurement cycle.  The device consists of a precision biaxial step 
motors,  which  corresponds with the  appropriate guidance camera  and laser 

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2011, pp. 658–663.
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rangefinder. As shown in Fig. 1 the HD camera is mounted on the pan and tilt motors. 
The camera is responsible for capturing an image and sends it to the corresponding 
application for the marker identification. 

Fig. 1. Hardware components of the system

The camera  has  a 10 - fold  optical  zoom, which allows  the  identification  of 
markers located at a distance of up to 50 m from the measuring system. The next 
element is laser rangefinder, which is performed to measure the distance markers. For 
each marker measurement is made three times with 0.5 seconds intervals to eliminate 
the environmental disturbance. The system consists of a set of mirrors to aim the laser 
beam in such a way that was exactly in the optical axis of the camera. When the 
system measures  the distance  to  the marker and  read  the position  of  the stepper 
motors, the  position of  the  marker in  space  can be  determined.  The  position  is 
calculated on the angles and the distance to the marker.
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Fig. 2. Deployment pattern of markers.

The system requires the placement of one indicative marker of the installation, 
which  is  used  to  construct the  coordinate  system in  which the  other  markers  are 
oriented.  The  software is  done periodically to  follow the  path designated  by  the 
operator during the first cycle. Operator using the software  control panel guides the 
optical system on the markers. Then the search and  the identification marker in the 
field of view are performed. When the marker is identified the system is centering the 
camera on the marker. After properly identifying marker the  engine status, the ID 
value  of  the marker  and  the  actually  camera zoom  is  saved. Then  the  operator 
proceeds to the guidance system for the next marker. The measuring cycle can have 
from one marker to a virtually unlimited number of markers. Note, however, that the 
length of the exercise of individual cycles is dependent on the amount and method of 
deployment.  The  operator should  identify markers in  the  order that the  distance 
between them is as low as possible  this will allow more efficient system operation. 
The example of the correct deployment of the markers is shown on Fig 2.

3 Software implementation in LabView

Designed  software made  in  the LabView environment,  based  on  image 
identification module IMAQ VISION. The application performs several stages; first 
step is to initialize all the devices and to establish communication with each of them. 
The communication system is quite extensive because of the software, each device 
communicates through other communication links such as TCP / IP, Bluetooth and 
RS-232.  The  application seeks  to identify  markers using edge  detection modules 
included in the package National Instruments Vision.
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Fig. 3. Part of the control panel of the system

Data with the coordinates of identified markers are saved to a text file with the 
number  of iterations needed to  identify  the marker and  time  at  which the 
measurement was made. Such information can be easily stored in a database for later 
analysis. Data can also be automatically transferred to the engineering environments 
in order to update the model. Mapping model of the element movements is the most 
accurate when every element of the installation such as a pipe or boiler should have a 
few markers.

4 Summary

The  developed system  can be  used everywhere  where element movements 
beyond certain parameters can lead to damage of the object. The project was designed 
for piping,  which  under  the influence of temperature and pressure is  subjected to 
deformation. It will allow the early diagnosis of the installation and determination of 
those areas where deformations take dangerous limits. The use of the system can be 
much wider.  An example of the application may be measuring the bridge elements 
motion,  which  under the influence  of traffic starts  to  vibrate. Another  application 
might be building heights where wind-loaded buildings deviate from its vertical axis. 
The system would allow an easy way to m whether these deviations are within the 
currently accepted standards.
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Abstract. The article presents the problem of data partitioning, which is crucial 
in the case of High-Performance Computing (HPC) in a massively parallel ar-
chitecture. The OpenCL language is outlined, which is used for programming 
GPUs in order to realize the parallel computing problem. The calculations a 
performed on the Tesla C1060 and GeForce GT540M. The obtained results en-
able to property manage the task of grouping work-items into work-groups.

1 Introduction

The increasing computational performance of graphics cards in the confronta-
tion with the traditional CPU has contributed to the search for new technologies en-
abling to use the potential of GPUs for tasks not related to the generation of graphics. 

There are already many technologies that allow to program massively parallel 
processors;  NVIDIA released CUDA architecture,  Microsoft  introduced the Direct 
Compute, ATI offered the AMD Stream technology. All of them are quite similar and 
are based on general-purpose computing on graphics processing units (GPGPU).

GPGPU computing makes of a graphics processing unit (GPU) for general pur-
pose computing [1]. The model for GPU computing is to use a central processing unit 
and graphic  processing unit  together  in  a  heterogeneous  co-processing  computing 
model.

2 OpenCL

OpenCL (Open Computing Language) is a low-level API (Application Program-
ming Interface) that allows the use of GPGPU performance computing systems for 
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general-purpose computing. The development of OpenCL was initiated by Apple and 
developed by the Khronos Group [2].

OpenCL programming language is based on the ISO C99 specification, with the 
added support for vector types, vector operations, and qualifiers address space [2]. 
There is no support for function pointers and recursion. The language is based on the 
IEEE 754 (the numerical precision for all floating point operations) in order to ensure 
consistency of results across different platforms.

Implementation of parallel computing in OpenCL starts from defining the prob-
lem in the N-dimensional space [3]. In the case of the linear array of data, the prob-
lem can be represented in one-dimensional space, whereas the images will use the 
two-dimensional space and the spatial representations of data, such as 3D objects, 
with use the three-dimensional space.

Each independent component in the index space is called a work-item. Each 
work-item performs the same program kernel, but for different data [3]. OpenCL al-
lows the grouping of work-items in the work-groups. All work-items belonging to the 
work-group  are  executed  in  a  single  device,  giving  it  the  ability  to  share  local 
memory, and synchronization. Figure 2 shows the OpenCL memory model.

Fig. 1. OpenCL memory model

Heterogeneity of systems on which the calculations can be performed, carries 
with it some complications. There are systems that enable the creation of hundreds of 
work-groups containing thousands of work-items, but there are also systems that sup-
port individual work-items. A number of work-items used for the calculation depends 
on the specification of the algorithm and the architecture of the device. Information 
about the architecture provides the function clGetDeviceInfo [1], which allows the al-
gorithm to better adapt to the computing device.
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3 Data partitioning

If you use OpenCL for calculations on large data sets, an extremely important 
aspect is adequate data partitioning. It allows to distribute the processing load, redu-
cing the execution time algorithm in heterogeneous systems.

 Usually computing device contains hundreds of data processing elements. With 
a properly prepared code, we can control the amount of data used for the calculation 
of  the  processing  element.  For  this  purpose,  it  uses  the  function  clEn-
queueNDRangeKernel, that specifies the number of dimensions space, a number of 
work-items in each dimensions and the number of work-groups.

OpenCL allows the grouping of work-items. This operation can be performed 
directly or indirectly [3]. Both in the first and second cases, the programmer specifies 
the total number of work-items used in the calculations. The difference is that in the 
case of grouping the indirect method, OpenCL groups the work-items, while in the 
direct method, the programmer defines the size of the work-groups. An indirect meth-
od is selected by setting the parameter local_work_size to NULL [1].

Each work-group has a unique ID that uniquely defines the position of the group 
in the whole index space. Group ID is determined by the size of the work-group, 
which in turn is determined by a local_work_size parameter in the function clEn-
queueNDRangeKernel.. Value of the local_work_size parameter determines the num-
ber of work-items included in the work-group in each dimension [2]. Work-group 
size cannot exceed the value returned by the function clGetKernelWorkGroupInfo ().

Fig. 3. Identifiers in the one-dimensional space

Besides the global ID, each work-item in the work-group has a local ID identi-
fies its own position in the group. By accessing local ID, we can coordinate the work-
item processing in the work-group.

get_global_size = 21
get_work_dim = 1

workgroups
get_local_size = 7

get_group_id = 0 get_group_id = 1 get_group_id = 2

data   5    6    2    0    1    8    9    4    7    0    8    4    5    3    6    1    2    4    8    4    0    
   

get_number_groups = 3

 8

get_local_id = 5

get_global_id = 12
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4 GPU Computing

To examine the potential effects of work-group size on the execution time of the 
algorithm, a program is written for multiplication of two square matrices. The calcu-
lation was carried out on the Tesla C1060 and GeForce GT540M. Details of the sys-
tems are shown in Table 1.

Table 1. Comparison of computational resources

NVIDIA Tesla C1060 GeForce GT540M

Max clock 1296 MHz 1344 MHz

Number of parallel compute cores 30 2

Number of processing elements 240 96

Max work group size 512 1024

Measurement of execution times of the algorithm are made for different sizes of 
work-groups  and  different  sizes  of  the  matrix.  The  results  (in  milliseconds)  are 
presented in Table 2.

Table 2. Timing results for different sizes of work-groups

Tesla C1060 GeForce GT540

Work-group size Work-group size

2x2 4x4 8x8 16x16 Auto 4x4 8x8 16x16 32x32 Auto

M
at

ri
x 

si
ze 512x512 148 77 37 20 18 258 66 25 35 23

1024x1024 827 410 218 111 123 2130 534 213 285 268

2048x2048 6293 2319 1190 776 794 17120 4274 1733 2285 2149

4096x4096 46748 20089 8164 5671 5632 --- --- 13941 18486 17218

The measurements clearly indicate that work-group size has a significant impact 
on the execution time of the algorithm. To effectively use the GPGPU performance 
computing systems the size of the work-group should be adapted to the specifications 
of your task. You should normally set the largest, supported by the computing device, 
the work-group size. Research has shown that automatic division to the work-groups 
not always gives the best results.

5 Summary

Appropriate grouping of work-items to the work-groups is one of many tech-
niques that allow you to shorten the task execution time in the massively parallel ar-
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chitecture. Only the skillful use of the potential GPGPU systems and technologies 
OpenCL offers great  opportunities  for implementing the general-purpose computa-
tion.
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Abstract. The article describes how to obtain high-resolution thermal images 
from a camera equipped with telephoto lens of resolution 16-times greater than 
the standard lens. Using the 320x240 pixels  camera we can receive the  1.3 
megapixel thermonogram in a similar way as for panorama images . The pro-
cess of automated precise measurement of thermograms makes use of a biaxial 
turntable on which the camera is installed. The application is developed in the 
LabVIEW driver using CompactRIO Real-Time Controller. The complex ther-
mograms can be analyzed by the software provided with the camera.

1 Introduction

An infrared camera used to record the temperature at a distance by detecting the 
infrared radiation emitted by the real objects [1]. It allows you to present measure-
ments in a thermogram, with different color palettes (Figure 1). Unfortunately, when 
we are using the standard and wide-angle lens, on the thermogram appears a radial 
distortion. Then it is harder to fold thermograms in larger images. It manifests itself 
through the image distortion, visible especially in the most remote from the optical 
axis points.

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2011, pp. 668–673.
VŠB – Technical University of Ostrava, FEECS, 2011, ISBN 978-80-248-2449-9.
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Fig. 1. Example of thermal image with a resolution of 320x240 pixels

Depending on the shape of the image distortions which distinguishes between 
two types of distortion (barrel and pillow).

Geometric distortion are correcting using three methods [2]:
- Interpolation - consisting in drawing up the table with the value assigned to a 

given value of distortion radial radius. When correcting a specific point interpolates 
an array of two values, the range in which the test pixel.

- Tabular - in which it is assumed that in small parts of the picture distortion 
value is constant. Correction in this case is to draw from the table field distortion val-
ues, which are within the coordinates of specific point.

- Polynomial - the most accurate of the above., Calculated using formulas new 
coordinates every point on the image. 

2 Methods to correct distortion of thermograms

In order to notice and correct the distortions that occur in lenses used a resistance 
wire, which is heated to a temperature significantly higher than ambient (about 60oC). 
For the purposes of visualization changed display range thermogram temperatures, so 
that the background has adopted the color black. (Fig. 2). The measurements were re-
peated several times by rotating the camera horizontally. Then measurements were re-
peated with each turning axes, resulting in the thermogram were horizontal lines. Fol-
lowing the submission of thermograms obtained with each grid.
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Fig. 2. Marked chosen measured points

Correction was to shift the image pixels in the resulting image, which was 
the visual effect  of straightening the grid lines. Moving Pixels also leaves behind 
artifacts, which resulted in the blanks.  To fill these side effects uses interpolating 
distortion correction, known from computer graphics. On the basis of pixels adjacent 
to pixel creates  a  new pixel is  created,  one  of  several possible  methods of 
interpolation. Correction algorithm uses the following mathematical equations [2]:

xu=x0 xd−x01+k1rd
2+k 2rd

4. . . 

yu=y0 yd− y0 1+k1rd
2+k 2 rd

4. . .
(1)

where:
xu, yu – point coordinates after distortion correction
x0, y0 – the point of best symmetry
xd, yd – pixel coordinates before the correction
k1, k2, ... – radial distortion coefficients defining
rd – the radius vector

The most accurate method of distortion correction methods is polynomial,  but it 
was not used, because this would create ambiguous situations (eg at  the interface 
between two different objects) that can lead to deterioration of results. Thermograms 
joining algorithm in the mesh distortion was to change the ambient temperature at 
-273.15oC  and  the lower display threshold was  set  to 50oC,  resulting  in  the 
thermogram is a black background. The next stage was compared with successive 
thermograms temperature at the same point and replaced with higher values.

Thermograms for  submission algorithm consisted  of a  sequence  of iterative 
combining temperature data files.  Initially, the data files are combined in the lines. 
The idea of submitting poems thermograms are shown in Figure 3 Then, the columns 
joined together in the same way.  Camera can take pictures on the tab, which  can 
facilitate the manual consolidation of individual thermograms together.
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Fig. 3. The idea of submitting thermograms

For testing was used infrared camera VarioCam Head with a resolution of matrix 
320x240 pixels. The  control  system consisted  of  a precision turntable biaxial 
consisting of modules NR360SP9 / M (Fig.  6), which was  controlled by RTC the 
CompactRIO controller with the NI 9512 modules and 9022, and  P70530 (Fig. 5). 
Communication between the controller and the computer were made via Ethernet, and 
data were transmitted from the camera through a FireWire port.

Infrared camera mounted on a tripod with a swivel and a heater wire shown in 
Figure 4 Measurements were carried out for the three lenses:  wide angle (64ox50o), 
standard-draft (36ox24o) and telephoto (8ox6o).

Fig. 4. Measuring equipment

Fig. 5. A cRIO set with NI  9512 and 
9022 modules, and the step motor control-
ler P70530

Fig.  6. Two-axis  turntable  consisting 
of two modules NR360SP9/M

For  the  control measurement  system designed  and  built an  application in 
LabVIEW,  which control  panel shows the Figure  7. It  allows  you  to control  the 
turntable in manual and automatic, and registration of infrared images.
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Fig. 7. Application to create a sequence of measurements

3 Measurements

It was noted that the greatest distortions occur in the wide-angle lens. Figure 8 
shows the resulting grid before and after correction, consisting of 44 thermograms. As 
can be seen in the lens barrel distortion that occurs, which is very visible. For the 
standard lens distortion were not as large, but still occurred and required correction. 
The best results were obtained when mounted telephoto. The effect of deposit of 37 
thermograms are presented in the form of a grid in Figure 9. For this lens is not visu-
ally apparent geometric distortion.

 
Fig. 8. Picture of the grid obtained from the thermograms for the wide-angle lens before 

(left) and after correction (right).
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Fig. 9. Picture of the grid obtained from the thermograms for the standard lens (left) and tele-

photo (right) before correction.

Using the thermograms, not only for temperature measurements, but such a balan-
cing energy flow through building partitions, or to map the three-dimensional models 
[3] to correct the errors of temperature measurement, for lenses with a focal length 
12.5 mm and 25 mm should be applied the algorithm geometric distortion correction. 
Figure 10 shows the photo section of the node installation for central heating and sub-
mit six thermograms obtained in a thermal image 1920x240 pixels resolution.

Fig. 10. Photo of piece installation (up) and the effect of submission 6 thermograms (down)
Complex and corrected thermogram can be submitted together with photographs 

(such functions have infrared cameras that support programs), as shown in Figure 11.

 
Fig. 11. Photo installation imposed thermogram

The resulting high-resolution thermograms were also used,  among others  for 
applying a texture (thermogram) of the cloud of points obtained from laser scanner. 
The  effects  of the  imposition  of the scan thermogram are  shown in  Figure  12. 
Dimensional model of the surface temperature distribution can be used both as initial 
conditions and data for comparison with the results of finite element calculations.
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Fig. 12. 3D model with thermogram
Built measuring system allows you to make high-resolution thermal images of 

objects, which  are  followed  by slow temperature  changes. The  time  required to 
execute a complex series of thermographic images of the 16 is about 15 seconds.
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Górecki, Jan, 359

Ganiyev, Artem, 609
Gaura, Jan, 337, 353
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Svatoň, Václav, 460, 507
Svoboda, Pavel, 61
Szotkowski, Josef, 124, 196
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Dept. of Computer Science
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