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University of Ostrava



Preface

The workshop WOFEX 2012 (PhD workshop of Faculty of Electrical Engineer-
ing and Computer Science) was held on September 11th – 12th, 2012 at the VŠB
– Technical University of Ostrava. The workshop offers an opportunity for stu-
dents to meet and share their research experiences, to discover commonalities
in research and studentship, and to foster a collaborative environment for joint
problem solving. PhD students are encouraged to attend in order to ensure a
broad, unconfined discussion. In that view, this workshop is intended for students
and researchers of this faculty offering opportunities to meet new colleagues.

This book of proceedings includes 106 papers of faculty PhD students and 6
papers of external authors. The proceedings of WOFEX 2012 are also available at
WOFEX Web site http://wofex.vsb.cz/2012/. I would like to thank the authors
and the Organizing Committee from Department of Computer Science, namely
Jǐŕı Dvorský and Pavel Moravec, for their arduous editing work.

September 2012 Michal Krátký
Program Committee Chair

WOFEX 2012





Organization

Program Committee

Chair:
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Pavel Moravec (VŠB – Technical University of Ostrava)
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Statistical Evaluation of Compression Methods for Storing Binary
Image into Memory of Microprocessor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 262
Roman Slabý
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Non-negative Matrix Factorization as Massively Parallel Algorithm for
Brain Computer Interfaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 570
Pavel Dohnálek
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P Systems for Traffic Flow Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 662
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Abstract. In this paper, authors are trying to complexly assess usage of LED 
tubes as replacement of linear fluorescent tubes. In the first part, advantages of 
LED tubes deployment  are  shortly  described.  Then  comparison  of  electrical 
parameters  is  done,  followed  by  thermal  measurement  held  in  dust-proof 
luminaire.  Based  on  this,  confirmation  of  useful  lifetime  is  provided.  Light 
sources were measured in louvre luminaire  to compare luminances and light 
intensity  distribution  curves.  With  measured  data,  authors  made  economic 
analysis  of  three  different  lighting  systems.  Finally  paper  compares  project 
expenses of using conventional and LED tubes in these installations, including 
payback period calculation.

1 Introduction

European Union and hunger for economical savings are forcing society to use highly 
effective light sources with small power consumption and maintenance cost. Linear 
tubes are widely used for more than 70 years, nowadays the most efficient version on 
market is T5. But there is still majority of older T8 systems in operation, most of LED 
tubes are therefore designed to replace them. Usage LED technology provides cus-
tomers many benefits, such as:

• High lumen efficiency- LED tubes have integrated driver and their overall 
lumen efficiency is ca. 95 lm/W, value for T8 tubes with inductive driver, 
depending on tube type, is between 70 and 80 lm/W.

• Flicker effect removal- light sources based on LED technology are reducing 
or removing disturbing light flickering caused by low electricity quality, 
because  LEDs  are  powered  by  direct  current  from  stabilized  current 
source.

Fig. 1.  Measured tubes - discharge, LED transparent, LED diffuse

• Instant luminous flux start and turn ON/OFF cycle independency- discharge 
tube’s  lifetime  is  strongly  dependent  on  number  of  switching  and 

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2012, pp. 3–8.
VŠB – Technical University of Ostrava, FEECS, 2012, ISBN 978-80-248-2769-8.
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moreover their light output became stable after 5 minutes minimum. LED 
tubes aren’t affected by these phenomenons and therefore its usage with 
presence sensor to reach energy savings is possible.

• Low temperature operation- LED tubes are capable of working in very low 
ambient temperature, what is increasing efficiency and lifetime of LEDs. 
These tube’s operation is independent on working position.

• Long lifetime- lifetime of LED tubes provided by manufacturers or resellers 
is usually between 25 and 50 thousand hours, based on L80 or L70 calcu-
lation. Discharge tube’s lifetime on inductive ballast is about 15 000 hrs.

Some other important advantages and disadvantages are closely described in next 
chapters.  Comparison  was  made on sample of  several  1200mm long tubes  – dis-
charge, LED with transparent and diffused cover.

2 Electrical parameters

Replacing linear fluorescent tubes by LED tubes is in practice very simple operation. 
Modern LED tubes doesn’t require change of luminaire’s wiring, just use special ig-
niter, which shorts its circuit. This connection prevents electrical shock hazard, when 
previous versions could cause injury when installing new tube.

Fig. 2. Standard fluorescent lamp connection, recommended connection of LED tube
 
Some LED tube producers/sellers don’t provide installation manual or claim, that 

except of short-circuit starter installation, no further modification is needed.  After 
this installation of LED tube in luminaire (connection diagram fig. 2 left), very low 
power factor was measured. This was caused by compensating capacitor, which is 
present  in  some  luminaires  to  compensate  low power  factor  of  induction  ballast. 
When capacitor is removed, power factor increases.

Table 1. Electrical parameters of tubes in same luminaire 

P (W) cos φ / λ (-) S (VA)

fluorescent tube 2x36W 84,6 0,92 inductive 92,0

LED tube 2x18W 32,5 0,23 capacitive 141,3

LED tube 2x18W (condenser 
disconnected) 32,3 0,92 inductive 35,1

This overcompensation cause higher loses in supplying line and can cause mal-
function of circuit protection devices or resonance phenomenon in local power grid. 
Moreover LED tubes are not suitable to be used with electronic ballast.
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By LED tubes deployment in old luminaires, original ES declaration of conformity 
from luminaire’s manufacturer is no longer valid, because its parameters and/or wire-
ing were changed by using improper light source. From that point, responsibility for 
luminaire operation and safety passes to person who changed sources or LED tubes 
manufacturer.

3 Thermal measurements

Desired result of this measurement was confirmation of declared LED tubes life-
time. For this purpose, dust-proof luminaire was chosen, because no air exchange is 
possible, thus cooling of LED tubes is complicated.

Fig. 3. tcase sensor, heating diagram

Measured t-case reached (in ambient t=23°C) 55°C, estimated PN junction temperat-
ure is ca. 60°C. Even if ambient temperature was 50°C, maximum temperature ap-
proved by LED tubes manufacturer, t-case temperature wouldn’t exceed 85°C. Based 
on similar SMD LED’s aging characteristics, estimated lifetime is conclusively above 
50 000 hours.

4 Light output change using LED tubes

The most important parameters of light  sources are parameters that characterize 
light output. For these measurements was used surface mounted luminaire with alu-
minium louvre, which is widely used in offices and school classes.

4.1   Luminous intensity curves change

Luminous  intensity  curves  determine  illuminance  level  and  uniformity on  task 
plane. Fig. 4 shows significant change in magnitude and directional distribution of 
light.  If  LED tubes  are installed in existing lighting system, this replacement will 
cause decrease of monitored parameters and if area was not previously over-lighted, 
then will not pass through hygienic requirements.
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Fig. 4. Luminous intensity curves of LLX236Al with different tubes

Fig. 4 also proves, that original data from luminaire’s manufacturer can’t be used for 
project calculation, new measurement with LED tubes needs to be done.

4.2   Luminous flux behavior

With change of luminous intensity distribution curves is connected change of lumin-
ous flux and related parameters, such as efficiencies.

Fig. 5. Luminous intensity curves of LLX236Al with different tubes

Fig. 5 (left) shows princip of luminaires optical efficiency increase using LED tubes. 
Rays are going directly out of the luminaire and their energy is not decreasded by 
reflections inside of luminaire.

Table 2. Optical and electrical parameters of different tubes in Modus LLX236Al luminaire

luminous 
flux [lm]

input power 
[W]

optical effi-
ciency [-]

luminous effi-
ciency [lm/W]

luminaire with 2x36W 
discharge tubes 3690 84,6 0,61 43,6

luminaire with 2x18W 
LED tubes (transparent) 2330 32,5 0,75 71,8

Although LED tubes are in luminaire much more efficient, absolute luminous out-
put is ca. 30% less, as shown in table 2. Nowadays LED tubes can’t reach higher lu-
minous flux (input power), because of poor cooling performance.
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4.3   Luminance

Despite of lower luminous flux of LED tubes, high luminance of LED chips can 
cause higher glaring. This parameters can’t be qualified by valid standards, therefore 
just results of measurement are provided.

Table 3. Luminance characteristics of measured tubes 

luminous flux 
[lm]

maximal lumin-
ance [kcd/m2]

average lumin-
ance [kcd/m2]

fluorescent tube 36W/840 3010 16 13

LED tube transparent 18W 1560 4 400 n/a

LED tube diffuse 18W 1450 200 15
 
Problem is caused by extremely high maximum luminance of LED chips, diffuse 

and transparent tube luminance images are shown on fig. 6 (left).

Fig. 6. Luminance camera images

Fig. 6 (right) shows luminance analysis of fluorescent and transparent LED tube in 
louvre luminaire. LED tube doesn’t use optical system of luminaire, therefore high 
contrast to reflector in background is visible.

5 Economic analysis

Main reason for buying expensive LED tubes is definitely savings in consumed 
energy. This comparison was made in 3 different projects considering new installa-
tion of lighting system:

Class/office  lighting  system,  average  operation  time  4  hours/day, 
5days/week

Warehouse  lighting  system,  average  operation  time  12  hours/day, 
7days/week

Underground car park lighting system, average operation time 24 hours/day
Because LED tube’s luminous flux is lower, to reach same illuminance was in every 
installation needed to use 30% more LED luminaires.
Financial input data are: electricity price 4k/kWh, LED tube 120cm 18W (lifetime 
50 000 hrs) 1500 k/pcs, fluorescent tube 36W (lifetime 15 000 hrs) 50k/pcs, lumin-
aire price 750k/pcs, tube/luminaire replacement/installation 50k/each.
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For  comparison  was  chosen  lighting  system with 100  luminaires  with  fluorescent 
lamps, respectively 130 luminaires with LED tubes.

Fig. 7. Economic comparison of overall cost

Overall  cost  (investment,  energy,  maintenance)  comparison  between  fluorescent 
lamps (FL) and LED tubes is shown on fig. 7. Investment payback period is shortest 
in third case – nonstop operation – 3 years. Warehouse’s payback period is 6 years. In 
first case payback period doesn’t come in evaluated time period (15 years).

6 Conclusion

The objective of this article is to asses LED tubes as replacement of T8 fluorescent:
In electrical connection, it’s necessary to confirm proper connection, without 

compensation condenser.
From thermal point of view, cooling of LEDs in tube is sufficient to reach 

useful lifetime as declared, 50 000 hours. Question is, if driver, installed in tube will 
not cause earlier malfunction.

Optical properties of LED tubes changes completely appearance and light 
output of luminaire. Therefore new measurement or project calculation is needed be-
fore LED tubes are installed. For interior workplaces lighting,  authors recommend 
only diffuse LED tubes to reduce possible glaring.

Last but not least is economic aspect: to reach maximum acceptable payback 
period 10 years, minimal 3 000 lighting hours per year, resp. 8 hours a day, is needed.
Concluding all facts, LED tubes are capable to replace T8 discharge tubes, but further 
multi-aspect appraisal of each project is needed. Generally it’s worth to deploy LED 
tubes in long time operation lighting systems with lower requirements on quality of 
light (because of glare).
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Abstract. This paper describes the latest knowledge of mesopic vision. Some 
manufacturers and operators of public lighting systems want to reduce luminan-
ce levels using modern light sources (LED). These manufacturers claim that the 
human eyes are adapted to the mesopic vision luminances (0.005 cd m-2 - 5 
cd m-2) on lit roads by public lighting. Human eyes use cones and rods recep-
tors in these levels of luminance. Rods are more sensitive in the shorter wave-
lengths region of incident visible radiation that is emitted by diodes instead of 
high pressure sodium lamps. These are currently used in public lighting domi-
nantly. Although all standards and instrumentation are adapted to human eye 
sensitivity for daytime (photopic) vision, so some manufacturers and operators 
public lighting systems want to reduce luminance on the roads. Article descri-
bes the controversy between the requirements of luminance levels on the roads 
with the latest knowledge in this area. 

 
 
Keywords: Mesopic vision, Public lighting system, LED, S/P ratio 

1   Introduction 

In the paper we explore the latest knowledge in the field of mesopic vision and 
their practical use in assessing and evaluating the luminance on roads with a security 
in mind. There are several unspecified factors that influence our perception of move-
ment on the roads. The most fundamental seems to be determination of adaptation 
luminance. For evaluation is also important to know what lamp is used in lighting 
luminaire. 

2   Mesopic vision 

Mesopic vision of man is in the area between the day (photopic) and night 
(scotopic) vision. The range of luminance in which humans use mesopic vision is as 
follows: 0,005 cd·m-2 - 5 cd·m-2.. Typical example of how our eyes use mesopic vision 
is outdoor street lighting, where the road surface reflectance in the range 0.05 ÷ 0.25, 

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2012, pp. 9–13.
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for the practical purposes usually uses the value 0.07. The luminance of the road is in 
these values. In the vision of both types of photoreceptors, we can define the rate at 
which they are involved in the vision - S / P ratio (CIE 191-2010). 

2.1   Application of the mesopic photometry 

Known factors: 
• adaptation luminance defining spectral sensitivity of human eye V'' (λ), 
• S / P ratio of light sources, 
• procedure for calculating the Lmes based on S / P ratio and Lp photometric 

luminance. 
Unknown factor: 
• visual adaptation field - what it involves and how to define it? 

2.2   S/P ratio [3] 

It is the ratio of contribution scotopic to photopic of vision. 
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where: 
Km 683 lm / W 
K'm 1700 lm / W 
Sλ spectral distribution of light source 
V (λ) spectral curve of the photopic vision 
V '(λ) spectral curve scotopic vision 
 
If S/P ratio will be greater than 1, then mesopic luminance caused by a photopic 

luminance value will increase and conversely if the S/P ratio will be less than 1 then 
mesopic perceived luminance will be lower. 

International commission on illumination CIE recommended for the conversion to 
use the system Mes2 describing the process mesopic spectral sensitivity. Other calcu-
lation models that are currently used for determining the mesopic luminance: USP, 
Move and Mes1. 

Table 1. Percentage differences between photopic luminance and perceived luminance in 
mesopic vision for light sources with different S/P ratio [1] 

Adaptation photopic luminance (cd·m-2) 
S/P 

0,03 0,3 3 

0,65 -24 % -10 % -3 % 
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1,00 0 % 0 % 0 % 
1,35 20 % 9 % 3 % 
2,15 61 % 28 % 9 % 

Table 2. Light sources and their S/P ratio 

Light source 
S/P ratio   

[-]  
Note 

Low pressure sodium 
lamp 

0,25 - 

High pressure sodium 
lamp 

0,40-0,76 2000 K 

Mercury lamp 1,18 3500 K 
Incandescent lamp 1,41 2850 K 

Fluorescent lamp - cool 
white 

1,58 5000 K, triphosphor 

Fluorescent lamp - cool 
white 

1,70 5000 K, Ra 90 

LED - neutral white 1,68 4180 K 
Fluorescent lamp - 

daylight 
1,72-2,22 - 

Induction lamp 1,83 4866 K 
LED - cool white 2.50 6000 K 

2.5   Examples of determination of adaptation luminance 

In foveal vision applied cones only, which are located in the central hole - yellow 
spot. Rods are not in the central hole. In peripheral vision are active rods photorecep-
tors which are most densely located along the edge of the retina. 

 

Fig. 1. Observed situation I [2] 
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The differences in the luminance at those figures are due to various situations that 
may occur in sight of the driver, the differences can amount to tens of percent. The 
decrease of the average luminance of the adaptation of the observer 2 ° through 10 °, 
20 ° to the whole area being evaluated is approximately 66% according to [2]. 

 

Fig. 2. The average luminance for different fields of view [2] 

Fig. 2 illustrates the road with dark environment (trees). There are no trees in Fig. 3 
and there is road between the buildings with relatively bright facade, so drop in aver-
age luminance between the first areas and the fourth is down by 31%. 

 

Fig. 3. Observed situation II 
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Fig. 4. Luminance conditions for various communication fields of vision 

3   Conclusion 

Although modern LED lamps are more efficient in mesopic perception, it is not 
possible to reduce the levels of luminance and illuminance on the road with a regard 
to safety on the roads because we can not specify the adaptation luminance (foveal 
vision -cones, peripheral vision - rods). S/P ratio is understood as an integral whole 
retina, but the critical detail is perceived as photopic foveal to the 2°. Increasing the 
S/P ratio (color temperature sources) affects the increase perception in the mesopic 
vision area, but not in the area of critical detail. It follows that we can not reduce the 
luminance. The issue of the luminance adaptation area on is still in solution. We 
consider the behavior of the eye in the dynamic mode as totally unexplored area - the 
time change luminance adaptation through which it passes as a driver while driving. 

Acknowledgment 

The article was created by the project SGS - New options for LED technology in 
lighting, project number SP 2012/160. 

References 

1. Gašparovský, D., Smola, A.: Návrh umelého osvetlenia interiérov a exteriérov, Bratislava: 
SEZ-KEZ, 2011. s. 262. ISBN 978-80-8106-046-5. 

2. Halonen, L., Puolakka, M.: CIE system for mesopic photometry, CIE introductory tutorial & 
workshop on mesopic photometry, p. 35 Vienna 2012 

3. CIE 191:2010 Recommended system for mesopic photometry based on visual performance, 
ISBN 9783901906886 



Energy Calculation of a Train Ride
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Abstract. Energy consumption is related to basic technical parameters which 
depend on a type of a train and a track. Owing to this, speed and acceleration of 
a train, rolling resistance, aerodynamic resistance can be calculated from basic 
formulae based on traction data. A basic element of the calculation is a matrix 
of train speed and a matrix of lengths of individual train tracks. The overall cal-
culation needs two forms of input data: the train data and the track data. 

Keywords: Energy calculation, energy consumption, aerodynamic resistance, 
acceleration, matrix, driving resistance, rolling resistance, railroad tracks 

1   Introduction 

Railways play a significant role in the European transport network. They represent a 
significant transport mean as well as a large investment on the part of society.   
Development of the future transport network and the wise use of resources require 
that this network is utilized in an appropriate manner. A significant factor for evalua-
tion of a part of the transport network is a problem of railway transport energy con-
sumption. In this paper, the calculation has been used for an analysis of several actual 
problems connected with transport by train and the relation to energy consumption. 

2   Electric Traction Power Supply 

Power supply of an electric traction covers a field of energy consumption and losses 
of operated railway vehicles. A train run energy consumption calculation can be per-
formed as follows: 

 Time integration based on the vehicle input. 
 Determination of consumption based on traction work and loss components. 

We need to calculate the consumption for the traction work and coverage of 
energy losses in the traction unit arising from irregular motion. The motion is 
divided to the starting, constant speed running and braking phases. Further-
more, we need to take into account heating in winter and consumption of 
auxiliary circuits – drives of the railway vehicle equipment. 
 

 

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2012, pp. 14–19.
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Fig. 1. Railway vehicle power consumption calculation 

3   Data traction vehicles 

For the calculation we use E669.2-type locomotive (Fig.2) with the coefficient of 
traction equation: 
 

a = 3.8 + 0.02 · V + 0.0004 · V2  (N · kN-1, km · h-1)               (1) 

 
 

Fig. 2. E669.2 - type locomotive, 3kV voltage, Co 'Co' undercarriage 
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Basic data:                                                                                                                         
Manufacturer -                                                                                              Škoda Plzeň 
Year of manufacture -                                                                                   1963 - 1965 
Continuous power -                                                                                           2610 kW 
Consumption of auxiliary drives (compressor, air conditioning, lighting, heating and 
bat. recharging) -                                                                                                52.2 kW 
Running time of auxiliary drives -                                                                           0.8 h 
Coefficient of rotating masses -                                                                                1.25 
Electric hot-air heating of the locomotive -                                                           10kW 
Running time of heating -                                                                                           3 h 
Adhesion weight -                                                                                                    120 t 
Nominal efficiency -                                                                                                 88% 
Undercarriage of the locomotive -                                                                        Co 'Co' 
Electric system -                                                                                                 3 kV DC 

4   Railroad Track Data 

To calculate the power consumption, Bohumín – Čadca No.320 (Czech Railways 
nomenclature) segment of the railroad is used. 
 

Table. 1. Data of Bohumín – Čadca No.320 railroad track 
 

Section 
No. Station Distance (km) Max. Speed 

(km/h) 
Reduced gradient 

(N/kN) 
1 Bohumín 0 40 0,85 
2   1,182 110 6,21 
3 Dolní Lutyně 4,052 110 4,16 
4   7,902 60 2,16 
5 Dětmarovice 8,494 100 3,14 
6 Karviná hl.n. 15,223 40 3,99 
7 Karviná -Darkov 17,544 50 3,32 
8 Louky nad Olší 23,631 100 2,33 
9 Chotěbuz 26,322 100 3,33 

10   28,574 60 3,43 
11 Český Těšín 29,682 80 3,15 
12   31,248 80 3,27 
13   32,414 80 4,28 
14   33,616 70 0,75 
15 Ropice zastávka 34,264 80 4,38 
16 Třinec - konská 36,444 100 3,13 
17 Třinec 37,106 80 5,21 
18 Vendryně 37,874 70 7,5 
19 B. nad Olší 44,055 100 12,3 
32 Čadca 68,842 80 0 
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5   Energy Consumption Calculation 

For the electric energy consumption calculation, the Canadian production software 
Mathcad is used which can perform calculations, draw graphs and work with a text. 
All calculations are performed using commands of libraries, whereas the given 
expressions are written in usual forms as fractions, matrices. 
The solution: In the Bohumín - Čadca segment, there are 32 values of vehicle speeds 
arranged to the matrix marked as V1. V2 matrix is the square of V1 matrix. These 
values have been substituted into the equation of the E 669.2 locomotive driving re-
sistance. And then we have obtained a matrix Po. 
 

 
 
 
 
 
 
 
 
 

 

Po = 3.8 + 0.02 · V1 + 0.0004 · V2  (N · kN-1, km · h-1) (2) 

p = Po + psred   (N · kN-1) (3) 

Wt = p ·  2.725    (W · h/ t · km) (4) 

Wt total = Wt / efficiency · track    (W · h/ t · km) (5) 

 
 
 
 
 
 
 
 
 
 

 
Regarding the fact that the traction resistances in the track stages are constant, we can 
add them up and obtain a matrix p which is then used for the calculation of the specif-
ic consumption Wt. The sum of all elements of the specific energy consumption  
matrix ΣWt = 1096.04 W·h / t·km.  
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The result is the total specific energy consumption for steady speed: 
Wt total = 18.092 W·h / t·km. 

In the following part of the calculation we take into account losses caused by 
acceleration, braking and power consumption of the vehicle auxiliary circuits and 
heating. 

W start = 1.072 · 0.01 · (track) · V2 · (1+ (Po + psred / p start) · (1 /  - 1)  
(W · h/ t · km)                                                                                                              

(6) 

p start  = 102 ·  ·  start     (N / kN) (7) 

W stop = 1.072 · 0.01 · (track) · V2 · (1 - (Po + psred / p stop) 

(W · h/ t · km)                                                                                                                  

(8) 

p stop  = 102 ·  ·  stop     (N / kN) (9) 

According to Table 1, the specific energy losses for 32 starts = 39.61 W·h / t·km and 
for 32 stops = 5.23 W · h/ t · km. 

Specific energy consumption of auxiliary drives: 

Wpp = Consumption of auxiliary drives · Running time of auxiliary drives · 
1000 / locomotive weight · track    (W · h/ t · km) 

(10) 

The specific energy consumption of auxiliary drives is 5.055 W · h/ t · km. 

Specific energy consumption for heating: 

Wpt = Consumption for heating · Running time of heating · 1000 / locomotive 
weight · track    (W · h/ t · km) 

(11) 

The specific energy consumption for heating is 3.632 W · h/ t · km. 
 
The specific energy consumption calculation for the locomotive collector: In summer, 
the sum of all components is 67.98 W.h / t.km. In winter, the specific energy con-
sumption for heating needs to be added. 
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6   Conclusion 

In this paper, the problem of calculating the specific energy consumption for the 
selected traction vehicle - E669.2-type locomotive running on the Bohumín – Čadca 
track segment (No.320 - Czech Railways nomenclature) is solved. Of all the energy 
losses, the loss at start has the biggest influence on the resulting electric energy 
consumption, because the locomotive stops at every stop of this track segment. 
Furthermore, there is an unfavourable profile of this track segment with a relatively 
large reduced gradient in the second half of the track segment. I have verified the 
calculation correctness  by the specific power consumption nomogram for type trains 
which corresponds to Pn through freight train.  

Fig. 3. Graph of the relation of the energy consumption in summer and the reduced 
gradient on the track length. 
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VŠB – Technical University of Ostrava, 17. listopadu 15, 708 33 Ostrava – Poruba

vit.houdek@centrum.cz

      

  

     
              

 

Abstract. The article analyses the alternatives of backup for 110 kV lines. We 
not only describe various types of back-ups, but also present theoretical calcu-
lations of probability failure-free operation and evaluate ranking of different 
backup options. It is specified and documented by line back up calculated val-
ues.  

Keyword: Backup, probability of failure-free operation, reliability scheme, 
maintenance, RCM, backup capability 

1   Introduction 

Electricity is a very important need to people's lives. Therefore it is very important to 
ensure the reliable distribution. This reliable and safe function ensures the 
distribution system that follows the rules for the operation of the grid. In the event of 
a power distribution company loses profit for distribution and sale of electric energy. 
Today can also be sanctioned for the undelivered electricity customers. 
Important activity to maintain reliability and safety is maintenance. Distribution 
system maintenance is performed according to a number of preventive maintenance. 
To optimize the maintenance is now performed Reliability Centered Maintenance 
(RCM). This type of maintenance depends on the technical condition and importance 
of equipment. This article outlined the importance of the lines and its backup 
alternatives. 
 

2   Importance of Line 

Importance of a 110 kV line can be determined by carrying capacity, load or 
losses. It is better to determined importance of line by backup capability. Backup 
alternatives for a failed line must be specified. Power can be supplied by another 110 
kV line or an MV line. However, some 110 kV lines have no backup. If a line fails, 

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2012, pp. 20–25.
VŠB – Technical University of Ostrava, FEECS, 2012, ISBN 978-80-248-2769-8.
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localization of a failure and manipulations to deal with failure, either manual or 
remote, must be carried out. In terms of reliability, manipulation time is important 
for the calculation. 

2.1   Method of Reliability Schemes  

To calculate backup capability, we use probability of failure-free operation R (-) 
evaluated in the following equation:  

8760
1  
R  (; year-1, hour) (1) 

Failure rate λ (year-1) and mean failure time τ (hour) must be determined. With a 
modified reliability schemes method, the final reliability parameters can be obtained 
by means of gradual simplification of reliability scheme. The method diversifies 
three basic types of connecting two elements: 

 Series connection of elements 
 Parallel connection of elements – hot reserve 
 Parallel connection of elements – cold reserve 

A method correspond to ČEZ 22/80 regulation was used for calculation (no using 
maintenance to calculation). 
Series connection of elements 
Equations for calculating the probability of failure-free operation: 

21    (year-1; year-1, year-1) (2) 
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  (hour; year-1, hour)

 
(3) 

 
Fig.1 Series connection of elements 

Parallel connection of elements – hot reserve 
Equations for calculating the probability of failure-free operation: 

  21218760
1    (year-1; year-1, hour) (4) 
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Fig. 2 Parallel connection – hot reserve 

Parallel connection of elements – cold reserve 
This scheme is for determinate probability with manipulation. Equations for calcula-
tion formulas are combination of serial and parallel connection. Firstly is calculated 
parallel combination. Then is calculated serial combination with parallel results and 
parameters of manipulation. Failure rate of manipulation corresponds with failure 
rate of the first element manipulation takes place if the first element fails. 

 

 
Fig. 1 Parallel connection – cold reserve 

2.2   Probability of Failure-Free Operation 

Input parameters were calculated from the failure database at the Department of 
Electrical Power Engineering. These parameters are collected during a long-term 
monitoring and recording of failures. To calculate probability of failure-free opera-
tion, we used failure rate and mean failure time input values from Tab.1 [1] 

Tab. 1 Input parameters  

  λ (year-1) τ (hour) 
HV line  0.282 / 100 km 3.155 
MV line  3.623 / 100 km 18.759 
HV/MV transformer 0.048 74.892 
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To calculate the probability of failure-free operation were created 5 models of 
backups: 

 No backup 
 Backup by HV line of the same length 
 Backup by HV line of 1.5 multiple of its length  
 Backup by MV line of the same length 
 Backup by MV line of 1.5 multiple of its length. 

Every backup has two options (besides – no backup). One option is without manipu-
lation (hot reserve), second is with manipulation (cold reserve). The parameters were 
chosen to enable comparison:  

 Manipulation time: 7 minutes (backup by HV), 20 minutes (backup by MV), 
 Line length which is backed: 100 km (basic length).   

No backup 
Model has only one element (Fig.4). The calculation is very simply (1).   

 
Fig. 4 No backup – electrical and reliability schemes 

R = 0.999 996 234 
 
Backup by HV line of the same length 

 
Fig. 5 HV backup – electrical and reliability schemes 

This is typical for twin line. This backup has two options – with and without ma-
nipulation. For calculation probability we used reliability scheme (Fig.5). 

 
Without manipulation R = 0.999 999 989 
With manipulation  R = 0.999 996 234 
 
Backup by HV line of 1.5 multiple of its length  
The schemes (Fig.5) and calculations are the same as the previous backup. Only 
length of backup line is 150 km. 
Without manipulation R = 0.999 999 985 
With manipulation  R = 0.999 996 229 
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Backup by MV line of the same length 
 

  

Fig. 6 MV backup – electrical and reliability schemes 

This backup has two options – with and without manipulation. Firstly we calculate 
serial connection (MV line and two transformers), then parallel connection with HV 
line. 
Without manipulation R = 0.999 999 129 
With manipulation  R = 0.999 988 398 
 
Backup by MV line of 1.5 multiple of its length 
The schemes (Fig.6) and calculations are the same as the previous backup. Only 
length of backup line is 150 km. 
Without manipulation R = 0.999 998 735 
With manipulation  R = 0.999 988 004 

3 Backup Alternatives 

With help of probability of failure-free operation we can evaluate ranking of all 
backup options. The best backup is provided by backup without manipulation – hot 
reserve, second is backup with manipulation - cold reserve.  The worst option is a 
line without backup. Options using the HV line are better than the options MV 
backup. Depending on the failure probability we evaluated backup capability by 
method from our department. Most backups in distribution networks are cold re-
serves requiring manipulation time, therefore results of hot reserves – without ma-
nipulation will not be included in the assessment of backup alternatives. 

 
The HV abbreviation in Tab. 2 means that the backup is via HV line, l1 = l2 means 
that the lengths of the backed up line and the backup lines are the same, l1 < l2 
means that the length of the backup line is 1.5 longer than that of the backed up line. 
Backups using MV lines are marked MV. The MAN abbreviation means that the 
backup is with manipulation. 
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Tab. 2 Backup capability 

Backup type Backup capability 

HV l1 = l2 MAN 100 % 
HV l1 < l2 MAN 90 % 
MV l1 = l2 MAN 70 % 
MV l1 < l2 MAN 60 % 

NO 0 % 
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VŠB – Technical University of Ostrava, 17. listopadu 15, 708 33 Ostrava – Poruba

viktor.pokorny.st@vsb.cz

    

  

             
   

  

Abstract. Nowadays, human health and wellbeing are the priori-ties connected 
with  every  human  activity.  One  of  the  inseparable  factors  which  has 
unfavorable  effect  on  human  organism  is  the  noise  around  us.  The  main 
producers of noise emissions are electrical devices, for example transformers. 
Human physiology  is  not  adapted  to  noise  emissions.  Science  and research 
bring new possibilities  how to resist  these unfavorable  impacts.  One of  the 
possibilities is the elimination of noise using antiphase.

Key words: Anti-phase, transformer, noise, acoustic signal

1 Introduction

The aim of this research is to create functional system which eliminates the noise of 
electrical  devices. This system works on active basis, therefore it  process parasitic 
signal itself and use it for elimination of the noise. On the first stage it focuses on 
elimination  of  energetic  devices  with  great  intensity  of  noise   but  with  small 
frequency deviations. 

Methods  of  elimination  can  be  divided  into  three  basic  systems:  constructional, 
passive systems, active systems.
Active systems are devices capable of eliminating noise, such as using anti-phase. [1.]

2 Antiphase

To understand the system is important to know basic, namely waves alone. Phase of 
the wave is a dimensionless quantity that determines the relation variable waves, (e.g. 
displacement  noise) at that place and time and to the state variables characteristic 
waves  in  temporal  and  spatial  origin.  Dependence  characteristic  of  variables 
determines the shape of „waves” regardless of its dissemination. Phase is a parameter, 
which depends on the timing characteristic values in a fixed location, which the wave 
passes,  respectively spatial  field characteristic  values  for  a  fixed moment in time. 
Noise so we can capture by the curve demonstrate displacement in time. Anti-phase is 
turning the current signal o 180°.
The  result  of  the  exact  anti-phase  is  an  absolute  deduction  of  both  signals  and 
therefore their complete elimination. [2]

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2012, pp. 26–31.
VŠB – Technical University of Ostrava, FEECS, 2012, ISBN 978-80-248-2769-8.



Construction of Model Antiphase Eliminator 27

 

Fig. 1. Generating of antiphase wave

3 Purpose of the noise-elimination of the electrical equipment.

The initial equipment will be tested transformers to eliminate by using anti-phase. 
Their constant frequency noise is very ideal for sampling and subsequent rotation the 
signal to the anti-phase. The result will be possible limitations of a majority in the 
meantime use the anti-noise measures and restrictions of noise enclosure of buildings. 

Fig. 2. Elimination of the transformer noise by anti phase.

After refinement of the system may be subject to certain physical conditions applied 
to almost any electrical equipment. Everything depends on the speed of sampling and 
capabilities of the right anti-phase waves. It depends to some extent on the frequency 
diversity of parasitic noise. 

4 Measurement and acoustic testing

The  measurements  carried  out  on  four  transformers  installed  at  the  VSB  – 
Technical University of Ostrava. This is the core three-phase transformers old design. 
These transformers are not equipped with active cooling – fans that would participate 
in making some noise.  Transformer cover was opened and the microphone scans the 
noise  that  is  reduced  to  the  closest  possible  distance  in  order  to  eliminate 
environmental influences. For this reason it is also used for directional microphone. 
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Scanned  signal  by  quality  microphone  is  then  sent  to  quality  sound  card  that  it 
digitizes and this signal is sent to a computer thru USB interface. It works only during 
the measurement as a digital recording device. Fig.3. shown a simple block diagram 
of the recording of measuring device, which is the source of the analyzed signals. 

Fig. 3. Block diagram of recording devices for spectral analysis

For measurements were selected randomly three transformers, which are long-term 
measurement of noise intensity depending on load. Therefore, the results are taken as 
in no-load state and also in loaded state.Subsequent analysis of the transformers seem 
numbered T615/1 of its  parameters  are 1000kVA , 10kV/400V, 50Hz. In  the first 
case, the transformer worked to 7% of maxi-mal load, the measured noise reached 
74,7dB when the housing is  closed and 75,65dB for  open.  The latter  was loaded 
transformer 480A per phase, it means 48% load of the total power. Measured noise 
reached very similar values as the unload state, 76,8dB for closed housing and 78,3dB 
for open.

4.1 Spectral analysis of transformer T615 in the loaded state

Whole system is spectrally ease after loading the transformer and carrier frequency 
noise remains 100Hz. There are core to de-saturate the load transformer and thus also 
to  mention upper  harmonic.  This  state  war  confirmed  by spectral  analysis  of  the 
transformer in loaded state, see Fig.4. 
The size of the transformer noise depends on the magnetic flux, it depends on the 
voltage and then idle current. The noise of the transformer is strongly associated with 
the magnetization process. Saturation of the transformer core idling is higher and is 
given to the design, construction and the type metal. 

Fig. 4. Spectral analysis of the loaded 
transformer T615

Fig. 5. Spectrogram loaded transformer T615
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It  is  clear  from  these  measurements,  that  entire  system  to  eliminate  noise  using 
antiphase transformer id designed entirely to eliminate the noise around 100Hz. This 
applies to the measurement of transformers, in the case of transformers using active 
cooling would be difficult to analyze the situation of the fan noise.

5 Construction of Antiphase model

After spectral analysis of transformers noise it was concluded that this device will be 
constructed  to  eliminate  the  strongest  frequency  component  which  is  frequency 
100Hz. As the test could not take place on the transformer itself due to safety reasons, 
the special measurement workplace simulating the actual noise of transformer must 
have been created.  The base comprise of two stands with identical speakers  attached. 
One  of  these  simulates  the  noise  of  transformer  and  the  second  stand  produces 
antiphase  which  causes  acoustic  short.  There  are  different  types  of  schematic 
connections applied on the stands and acoustic efficiency, consumption of the system 
and other quantities are tested. 

5.1 Schematic proposal of prototype

On the first stage the simple system which would verify functionality of all basic 
components was proposed. It is a system which works with computer simulation only. 
This  simulation  sends  100Hz  frequency  signal  to  one  linear  amplifier.  Amplifier 
intensify  signal  to  speaker  to  78dB  which  is  actual  transformer  noise  intensity. 
Computer sends the identical signal 100Hz from the second channel, but this one is 
turned 180 degrees. This signal is again increased by linear  amplifier and it is sent to 
second, opposite speaker.  

Fig. 6. Block diagram of the prototype Anti-Phase eliminator.

On the  second  stage  the  system is  supplied  with  designed  microphone  which 
receives noise emissions. These noise emissions are again produced by the right part 
of  circuit  that  is  supplied with computer  which  in  this  phase  transmits  the actual 
transformer noise record to amplifier. The amplifier intensify the signal to speaker to 
78dB measured value of transformer acoustic emissions. So the right part of circuit 
simulates  the  actual  transformer.  The  left  part  of  circuit  starts  with  microphone 
designed by us, and it receives transformer sound closely. Received acoustic signal is 
sent to SQN unit which is analog device turning microphone phase in actual time so it 



30 Viktor Pokorný

works as phase control. In this unit we can also partly adjust frequency extent. In our 
case any intervention is unwanted - apart from turning the phase. Turned signal goes 
to linear amplifier which intensify signal to speaker system to performance we need. 
If  the specific  distance of  speaker  systems is  kept,  there  is  an acoustic  short  and 
therefore unwanted acoustic emissions are eliminated.

Fig. 7. Block diagram of the prototype Anti-Phase eliminator.

The proposal  of schemes showed how the model will  be designed so now the 
construction itself  can  be  intro-duced.  The model  required  great  amount  of  wood 
construction material, the specific approach was chosen. The whole construction is 
made of wood waste, it is assumed that after series of tests and measurements it will 
not be used in operation and anti-phase eliminator will be professionally constructed 
again  based  on  the  same  model.  The  chosen  method  is  more  economic  and 
environmental friendly. The construction itself consist of two identical stands which 
are equipped with identical speaker systems. 

The present model is based on scheme 1 see fig. 6, it is a connection testing the 
system in simplified frequency zone  and only in simulating computer mode. The 
Carlsbro PA1670 was used as a terminal amplifier. Also, special computer audiocard 
M-audio  FasTrack  Pro  is  used  in  the  system.  On  fig.  8  the  whole  physical 
construction is shown. The model is ready to start with tests and measurements, and if 
these test are successful and if model works in these conditions, the second stage will 
start  –  connection  according  to  scheme see fig.  7  and another  series  to  tests  and 
measurements will follow.

6 Conclusion

If  the certain physical  conditions are kept, the system after improvement could be 
applied to any electrical equipment. This process is depended on a speed of sampling 
and  ability  to  apply  the  right  antiphase  wave.  There  could  be  also  influence  of 
frequency heterogeneity of parasitic noise. The ambition of the project is to use this 
application for an elimination of noise various electrical equipments.
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Fig. 8. Model Anti-Phase eliminator for measuring the intensity of noise.
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Abstract. Power Quality is an important factor for the performance of electrical 

equipment. Violation of power quality parameters causes a complaint to the 

power quality. Complaints supplied electricity is a common problem of 

electricity distributors. Distribution companies must deal with these complaints 

and remove the causes of poor power quality. To reduce the number of 

complaints is necessary to monitor electrical power distribution companies 

because they must find the cause, evaluate and then make corrections. In the 

Czech Republic carried out the evaluation of power quality parameters in 

accordance with European standard ČSN EN50160. 

 
Keywords: Complaints, distribution companies, telephone, correspondence, e-

mail, fax, personal contact, location, customer 

 

 

1 Introduction 
 
Electric power in people's lives, are part of everyday life. The use of electric energy in 

industry and households is necessary to deliver electricity from points of production 

to point of consumption. The advantage of power is the ability to transport from place 

of production to point of consumption and also on long distances, where it can be 

converted to another type of energy. 

With the ability to transport over long distances is required to transport electricity 

from points of production to point of consumption with the least losses, with no 

power outages and also to sinusoidal electric energy supplied was not deformed or 

otherwise damaged to various disturbances or disorders on the network. 

Power Quality is evaluated according to EN 50160, according to which the voltage 

value of 13 parameters. By following these power quality parameters is essential for 

proper functioning appliances. 

Distribution companies in the Czech Republic monitored power quality parameters. A 

major problem faced by distribution companies, the claim to power quality. 

Distribution of these complaints addressed. 

Complaints about the quality of electric energy by customers, distribution companies 

are trying to solve as soon as possible, as losses from distribution companies may be 

large. These claims can be substantiated or unsubstantiated by customers. However, 

once it is determined that the complaint is well founded, formed distribution 

companies not only technical but also economic losses. 
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2 Reasons for complaints about the quality of electricity 
 
The grounds of complaint on the quality of electric power are several. Among the 

reasons that may lead to claims for power quality, harmonics include the creation of a 

network, voltage fluctuations, voltage unbalance, and interruption of electricity supply 

to customers. 

All these causes, which are the cause of the complaints about power quality can lead to 

large losses on the part of consumers of electricity, as the supplier of electricity. 

All claims arising from the quality of electricity must be certified supplier of electric 

energy, which determines whether it is a legitimate reason to claim the power quality. 

The validity of the claim to power quality electricity supplier informs the consumer of 

electricity and if it is a legitimate complaint, it must implement corrective action. All the 

quality parameters of electricity, which are compared with a complaint on the quality of 

electricity are given in ČSN EN 50160. 

 

 

3 Methods of complaints Power Quality 
 
In the Czech republic there are several companies that deal with the supply of 

electricity. These companies must address the issue of complaints per day of 

electricity. In modern times, the development of communication between 

distribution companies and energy consumers. Since 2004, leading distribution 

of documentation on how to report o complaints and the time resolution of this claim, 

but also whether it is justified or unjustified claims.  

Complaints of electricity are done in several ways. The most advanced means of 

communication between customers and distribution companies in the electricity 

complaints if you call us. This is mainly due to the fact that 

customers are electricity used in previous years,  when people did not have so 

many communication options (internet, fax, etc). Another reason is that in the event 

of total power failure, telephone contact is the only way to report failure distributor of 

electricity.  

To evaluate ways of using communications to claim the quality of supplied 

electricity is based on data-but or distribution of electricity, which are collected from 

2004 to now during this period, there were altogether over 13,497 complaints about 

the quality of electrical energy with the fact that they were to evaluate  the use 

11794 as the rest of the complaints was not mentioned, what the source 

of complaint is, or was shown the place where she complained about the quality 

of electricity.         
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Table 1.  Type of communication between the customer and the customer electricity 

 

Type 2004 2005 2006 2007 2008 2009 2010 2011 Celkem % 

Phone 177 223 876 1037 1119 1282 1501 1195 7410 62,83 

Correspondence (letter) 94 26 195 278 177 137 106 110 1123 9,52 

Email 18 13 142 233 190 231 246 277 1350 11,45 

Internet (Web site) 5 0 10 12 28 42 34 73 204 1,73 

Fax 0 2 10 11 8 2 1 1 35 0,30 

Personal contact 161 60 85 80 127 137 152 152 954 8,09 

Internal Group 0 6 5 13 60 37 75 161 357 3,03 

IVR 0 0 0 0 0 0 3 1 4 0,03 

Contracting partner 0 3 18 34 39 72 77 76 319 2,70 

Not specified 4 0 1 0 4 17 5 7 38 0,32 

Total 459 333 1342 1698 1752 1957 2200 2053 11794 
 

 

 

 
 

Fig. 1. Show the types of complaints, communications power quality 

 
Table 1 shows the number of complaints in the period 2004 - 2011. From this 

perspective it is clear that the number of complaints is increasing every year. The 

lowest number of complaints was in the years 2004 and 2005. Since 2006, the number 

of complaints about the quality of electricity increases. In 2005, the number of 

recorded complaints about the quality of electricity in 1342 and in 2011 was the 

2053
rd

.   

From Table 1 and Figure 1 shows that most complaints were made telephone contact 

with 62.83%. It is evident from Table 1 that after the telephone contact more 

customers prefer a complaint by e-mail communication (11.45%). This is followed by 

a corresponding claim (9.52%) and claims for personal contact at the branch 

(8.09%). The least used form of complaint is via the website (1.73%), followed by fax 

(0.3%) or the controller (0.03%). Another way to claim power quality is the use of 

contractor distributor of electricity (2.7%). The last item in Table 11 is 0.32% 
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unknown mode of communication. This is because the electricity distributor has not 

identified a way to report complaints on the quality of power supply. Table 1 is also 

apparent that all of the methods of communication in all years researched at a similar 

level of use compared with other methods of communication utilized. 

 

 

5      Electricity complaint 
 

Customer’s power is often claimed by the quality of electrical energy. Since 2004, 

electricity distributors gradually the number of complaints recorded power 

quality. During the period 2004-2011 there were 11,794 power quality  

complaints. All these complaints were the former regions and the claim of the power 

quality. 

 

Table 2. Complaints to the power quality in the years 2004 to 2011 

 

Place 2004 2005 2006 2007 2008 2009 2010 2011 

ZCE 116 107 234 273 263 291 296 280 

SCE 214 79 220 256 209 237 355 284 

SME 132 67 287 358 499 477 496 444 

STE 0 29 346 473 490 576 682 620 

VCE 0 51 255 338 293 376 367 424 

Total in year 462 333 1342 1698 1754 1957 2196 2052 

 
In Table 2 are shown the numbers of power quality complaints. From the table 2 

shows that from the perspective of total number of complaints is the quality of 

electricity every year complaints more power quality. The exception is the year 2011, 

when was the number of complaints of the quality of electricity less than 1.22% in 

2010.It is evident from Table 2 that most power quality complaints during the 

reporting period was in the Central Bohemia region with 620 complaints on the 

quality of electrical energy, then north Moravian region with 444 power quality 

complaints and East County with 424 complaints on the quality of electricity. 

 

 

6 Conclusion 
 

The paper summarizes the reasons for and methods of power quality complaints. They 

are given various forms of communication, which consumers use to power quality 

complaints in 2004 - 2011. The results of individual research communications 

indicate that the most common means of communication between customer and 

distributor of electricity if you call us. The paper shows that the development of 

electronic means of communication, when the total research effort, it was found that 

electronic communication is the second most common way to report the claim to 

power quality. Contrast sharply declining claims on power quality, which are made by 

mail, but even so, the use of correspondence in power quality complaint is the third 



36 Petr Rozehnal

 

most used method of communication used. Another method by which customers are 

abandoning personal contact at a branch distributor of electricity, in 2011, the number 

of complaints by two-thirds less than in 2004. However, the number of complaints 

still made personal contact at a branch distributor's power ranking fourth in the most 

commonly used methods of communication in a claim on power quality. 

Further in the paper the numbers of complaints on the quality of electricity carried out 

between 2004 - 2011. Of the complaints made that the number of complaints about 

the quality of electricity is increasing every year. 

Distribution companies are trying to reduce the number of complaints about the 

quality of electricity. For this reason alone distribution company carries out 

monitoring of electrical networks, and when it detects a problem with the power 

quality, performs correction. 
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Abstract. Photovoltaic power plants are sources that are highly dependent on 
meteorological conditions. This is reflected in stochastic change of power pro-
duced. Change produced power also causes a change of voltage in the connec-
tion point. The paper deals with evaluating the operation of photovoltaic power 
plants, specifically relationships between operating parameters. The result is 
their mutual functional dependence. Dates of operation are evaluated based on 
the mathematical apparatus. 

1   Introduction 

The introduction of this article explains the basic mathematical terms, based on the 
theory of statistics. In the next chapters is a description of data processing, statistical 
evaluation process and determination of final results from the operation of photo-
voltaic power plants. The processing and evaluation of data was used Excel and math 
software Statgraphic. 

2   Theory of statistic 

Mathematical Statistics is the science that deals with variable of data which showing 
random character. It deals with issues of data acquisition, their analysis and role in the 
formulation of conclusions about experiments or deciding based on data. Statistical 
methods allow model the interdependence between the groups of data. In energetics 
the groups of data are representing by measured physical quantities and time. [4] 
 
Outliers are the values of variables that are extremely different from other values and 
thus affect the representativeness of the diameter. For identify outliers using the visual 
assessment and mathematical methods. [2], [3] 
 
Regression means a systematic change variables (independent variable) caused 
changes in other variables (dependent variable), which can be expressed by mathe-
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matical functions. Most often it is possible to meet with a linear regression model. 
Based on regression analysis is possible to determine interval and point estimates.                       
                                                                                                                              [4] 
Point and interval estimates based on regression analyzes provide an estimate of one 
parameter depending on another with a specific accuracy. Specifically, it is the deter-
mination of the conditional mean and estimates of individual values. In both cases it is 
possible to obtain point and interval estimations. 

3   Description of measured data 

The data were measured on photovoltaic power plant continuously for one month. 
Specifically, it was in April 2011. Data was recording by network analyzer with time 
steps one minute. The data set contains a total of 43 128 records. Measured variables 
are active power P, reactive power Q, voltage at the connection U and current I. 

4   Analyzing the data file 

Data analysis can be divided into three phases and that filtering, processing and final 
evaluation. In Fig. 1 is an example of measured quantities during one day in unsuitable 
weather conditions. 
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Fig. 1 Curve of P, Q, U and I in one day for unsuitable weather conditions 

  Data source [1] 
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In Fig. 1 may be the observed correlation of all measured parameters. Under suitable 
weather conditions this dependence is more pronounced. It can be stated that the study 
of relations of measured values is warranted. 

4.1   Filtered data  

From the graph in Fig. 1 can be noted that the data file contains a record from the 
night, when produced power is zero. Photovoltaic power plant is idle. This data for 
further evaluation are filtered from the data file. Now the data file has only 23 257 
records. 

Next is important to identify outliers using standard mathematical procedures. For 
the identification were used methods of distance 1.5 times of the interquartile range 
from the lower and upper quartile and distance MAD ,, z " coordinate with parame-
ter 3. File size of the data after removing outliers is in the Tab. 1. 

 
Tab. 1 Percentage of outliers 

Values P Q U I 
Original data file 43 128 
Data file with P>0 23 257 
Data file with P>0 and without 19 700 22 126 19 357 19 918 
Percentage of outliers (%) 15 5 17 14 

4.2   Verification of dependence of the measured parameters 

If the data file is filtered from undesirable values and the values of remote observa-
tion, it is possible to verify whether there is a statistical correlation between the moni-
tored parameters. It suffices to verify only relationship between active power P and 
voltage U. If there is dependence between these quantities will also be a relationship 
between the other measured parameters. This statement is evident from the theory of 
electrical engineering. 

Verification of statistical dependence consists in the distribution of the data file (P 
and U) into three groups according to the power range. Power range is defined by 
three equal intervals. Evaluation was performed by Kruskal-Wallis test. Null hypothe-
sis is to verify the equality of medians of voltage for the respective power supply 
range. The test was rejected. This means that the medians of voltage are different and 
therefore there is a statistically significant relationship between produced power and 
changing the voltage levels at the connection with 95% confidence level.  

4.3 Regression analysis 

Regression analysis determined the functional dependence between the variables 
being monitored. In this study is defined the dependence P = f (U). The most impor-
tant parameter for regression analysis is a modified index of determination R2, which 
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indicates the quality of the regression model. Specifies how many percentage variance 
of dependent variable is explained by model and how much remains unexplained. 
Another important parameter is the correlation coefficient, which indicates a linear 
relationship between variables. 

Software Statgraphics offers four types of alternative models with correlations 
above 0.9 and a modified index of determination more than 88%. Was selected a 
linear regression function from Tab. 2. 

 
Tab. 2 Suitable alternative regression models from Statgraphic 
 

Model Correlation R-Squared 
Reciprocal-X -0,9420 88,74 % 
Logarithmic-X 0,9418 88,69 % 
Square root-X 0,9416 88,67 % 
Linear 0,9415 88,64 % 

 
Correlation box (scatter graph) shows the relationship between the independent vari-
able U and dependent variable P. Examples of such correlation box including a de-
scription is shown in Fig. 2. Methods for identifying outliers which were carried out in 
Section 4.1 are not suitable for regression analysis. There would be an excessive in-
crease in the number of outliers and in many cases it was the wrong decision. For this 
reason, Fig. 2 does not respect the outliers identified in Section 4.1. A better method is 
the visual assessment. The blue ovals in Fig. 2 show the possible points of outliers. 
 

 Data source [1] 

Fig. 2 Correlation box dependence P = f (U) with outliers with 99% prediction levels 

 
The emergence of remote observation points, shown in blue ovals in Fig. 2, not yet 
identified and therefore these values must be taken into account as actual operating 

Regression curve 

99%  confidence level 
 - conditional mean  

99 % prediction level 
 - estimation of individual values 
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parameters. With regard to their low frequency can be described as irrelevant and not 
essential to the final evaluation. 

Regression function of this model is: 
 

V)(kW;32,08359,12927 UP ⋅+−= .  

 
Prediction levels in model show expected values for active power P. On Fig. 2 is set 
99% prediction intervals for new observations and 99% confidence intervals for the 
mean of many observations. For the purpose of this evaluation is sufficient 95% pre-
diction level (in the technique commonly used), which is shown in Fig. 3. 
 

 Data source [1] 

Fig. 3 Correlation box dependence P = f (U) with outliers with 95% prediction levels 

4.3   Interval and point estimates 

Interval and point estimates are the result of use of the entire regression analysis. This 
is a prediction of the expected values of the dependent variable in the selected inde-
pendent variables. 
 

Tab. 3 and interval estimates for 410 V and 420 V from the Statgraphic 
 

  95,00%  95,00%  
 Predicted Prediction Limits Confidence Limits 
X Y Lower Upper Lower Upper 
410,0 226,229 133,381 319,218 225,608 226,991 
420,0 547,134 454,198 640,07 545,211 549,057 

 
Point estimate Estimate individual value Conditional mean 
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Conditional mean: 
It can be argued that the average value of active power is 547 kW, when the voltage is 
410 V. With 95% confidence it will mean value of active power in the range from 545 
to 549 kW in the selected voltage 410 V. 
 
Estimate individual value: 
It can be said that the value of active power is 547 kW, when the voltage is 410 V. 
With 95% confidence it will value of active power in the range from 454 to 640 kW in 
the selected voltage 410. 

5   Conclusion 

The work refers to possible definition of functional dependencies between quantities 
measured on photovoltaic power plant with a certain probability and reliability. Ex-
ample of evaluation and formulation of conclusion is in the Chapter 4.3. This study 
will further explore other relationships between the variables being monitored, also 
precising and improving the results of this prediction. 
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Abstract. Post is a preview into the heat-engineering, where I began working 
full-time at a heating company.  In this paper are the basic concepts, methods of 
production heat and types of heat supply, technology and types of heat net-
works. As an author I want to focus on the issues of heat losses in heat net-
works.  

Keywords: Heat-engineering, heat exchanger station, primary and secondary supply, 
heat take-off, heat feeder, steam, hot-water, heat-water 

1 Introduction 

Heat-engineering is the one of energy sector (power engineering, gas engineering 
and heat-engineering), engaged in production, distribution and sale of heat energy. 

These three sectors covered by the law of the Czech Republic No. 458/2000 Coll. 
on business conditions and public administration sectors in energetic and amending 
certain laws (just longer Energy law). This law defines and regulates the conditions of 
business, state administration and regulation in this threes energy sectors, as well as 
the rights and obligations of natural and legal persons involved. Heat is devoted to 
Chapter II, Part 3, Sections § 76 - § 89 of this Act. The law is effective from 1 January 
2001. 

2 Heat-Engineering in Czech Republic   

Czech Republic belongs to countries with a high proportion of intensive industrial 
sectors (mining, metallurgy, automobile, heavy industry). This sector, along with the 
cities, creates a high demand for sufficient quantities of energy. One of these forms of 
energy is heat [6].   

Heat-engineering - system centralized heat supply (SCZT), started to develop since 
1930. The main reason for building heating system was the first expansion of manu-
facturing in cities (large amount of heat needed for the technology), new heating for 
residential buildings, the development of electricity and the need to solve the problem 
with transportation, storage of fuel (coal) and last but not least, limiting dispersion of 
flue gases after combustion. 

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2012, pp. 43–48.
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2.1 Basic concepts 

The need for heat: is given by the heat input in watts [W, kW, MW] and heat ex-
traction in [MWh / day, MWh / month, MWh / year]. 

 Heat Capacity: amount of heat is connected per hour [MW]. 
Heat take–off: the amount of heat required for some longer time period [MWh / 

day, MWh / month, MWh / year]. 
Heat consumption: the amount of heat actually consumed in a given time period 

[MWh / day, MWh / month, MWh / year]. 
 Combined Heat and power plant (CHP): is the production of electricity and heat 

energy. 
Boiler room: a room or a separate structure, where is located the boiler for produc-

tion hot water or steam, if used for heating, is also sometimes uses the term heating 
plant. 

3 Sources, production and technology of heat supply 

Types of sources, where is the heat energy producing, are condensing power plants, 
nuclear power plants, heating plants, small municipal heating plants, gas boiler and 
cogeneration units. Fuels used in sources for producing are mainly brown and black 
coal, natural gas and biomass. For producing of heat is also used waste combustion in 
refuse incinerating plant Transfer medium is used (hot water, heat water and steam).  

Heat supply areas are the cities, city districts, settlements, houses, industrial enter-
prises and social construction. Used method for storage of heat networks are (distribu-
tion pipeline above the ground, under the ground in hot-water tunnel manhole and 
insulated piping).  

3.1 Production of heat energy 

Heat is mainly produced in CHP plants, which convert available resources into 
heat. It serves for the central or local heating and service hot water (STW). 

Separate production of heat in heat and power plants can be divided into: 
• heat-water production   

Water is heated to a temperature of 120°C. The advantages are less loss of water dur-
ing transport to the place of consumption. The disadvantage is the need of more pow-
erful pumps and pipes.  

• hot-water production  
Water temperature reaches temperatures of 120-180°C. 
Higher heat losses are compensated by using short lines and a weaker pump, which 
consumes not too much energy. 

• steam production 
The steam is heated to 180-240°C and requires no pump, because for her transport is 
used her pressure. The steam on their way heating circuit cools, thereby forming a 
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water condensate. Water condensate is transported back to plant, its own pressure or 
by pump. 

Combined production of heat and electricity in power plants can be divided:  
• steam extraction turbine 
• back-pressure steam turbine 
• gas turbine 
• gas motors (cogeneration) 

From an economic and ecological point of view is effective to generate heat and 
electricity in one place. Sources are used to roughly 30% better. 

3.3 Supply of heat energy 

The medium, that carries heat energy, depends on the mode of transport of heat and 
service hot water (SHW) from power station to consumers. 

This medium can be water or steam. Heat is distributed either centrally or locally. 
Types supply of heat: 

•  central supply of heat (CZT) 
•  decentral supply of heat (DZT) 

 
Type of heat supplies by the heat supplier: 

•  primary supply of heat  
•  secondary supply of heat 

 
Central supply of heat 

The system includes interconnected heat production, heat networks, reduction and 
heat exchanging station and consumer devices. This is the supply of heating and STW 
centrally for the needs of home and industrial enterprises. 

3.4 Heat networks 

Equipment for the transport heat energy from the source to the customers. They al-
so include heat exchanger station and reducing station, where is the delivery heat 
energy governing the values that are required for consumer devices (pressure reduc-
tion, etc.). 

 
Heat networks and supply of heat can be divided: 

• Primary distribution network of heat energy – part of the heat network be-
tween the sources of heat energy and the heat exchanging station (which end-
ed in the heat exchanger). 

 
If the supplier delivers heat energy only to the exchanger station, where will trans-

fer heat to the customer then this supply is called the primary supply. 
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Fig.1. Primary supply of Heat [5] 

 
• Secondary distribution net-work of heat energy – part of the heat network 

between heat exchanging station and customers. 
If the supplier delivers heat energy up to the place of consumption of the customer 

(residential exchangers station or directly to the apartment to the customer), then this 
supply of heat is called the secondary supply. 

 
Fig.2. Secondary supply of Heat [5] 

 
Heat energy is transmitted by: 

• steam piping 
The advantage of steam is her pressure energy that ensures the flow in pipes. The 

temperature of steam in the steam line is up to 240 °C and a pressure of up to 1.8 
MPa. The steam is pumped either directly for technological purposes, or at heat ex-
changing stations where is adjusting the parameters used for heating or for production 
service hot water. 

• hot-water lines 
To transport the hot water are needed circulating pumps, which are usually located 

in the factory (heat and power plant). The water pressure reaches 2.5 MPa. Water is 
heated up to 180 ° C and distributed insulated hot-water directly to customers or to 
heat exchanging stations. Water that has passed heat returns to the heating plant, 
which heats up again and the cycle repeats. 

• heat-water lines 
The water in the heat-water lines up to 110 °C and 1,6 MPa pressure. In some cas-

es, the temperature is lowered to 95 °C and pressures to 0.6 MPa. This allows direct 
connection of consumer devices without having to use the heat exchanging station. 
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3.5 Heat exchanging station 

The maximum temperature for heating and SHW is 95 ° C, the temperature should 
therefore be adjusted from the primary network. For this purpose, a heat exchanging 
station containing heat exchangers. In these devices, water is heated and circulated 
separately at the heat exchanging station and the consumer. 

In Pressure - dependent heat exchanging station is the internal heating network to 
heat buildings directly connected to the primary heat supply. The connection is done 
using loops, reducing valves, pumps and mixing ejectors. Heating appliances are hy-
draulically connected and influenced by the primary heat supply. 

 
Fig.3. Pressure – dependent heat exchanging station [3] 

 
In Pressure – independent heat exchanging station is internal heating network to 

heat buildings connected through a heat exchanger and completely done in the 
hydraulic supply from the primary heat.  

 
Fig.4. Pressure - independent heat exchanging station [3] 

 
Decentral supply of heat 

In this case, the heat source located in the place of consumption. For example, resi-
dential house with a gas boiler for heating and hot water is a typical example of DZT. 
Object that has a boiler or other source of heat and hot water. 

 
Heating-system losses 
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They are much more pronounced in the CZT because the heat transfer medium it 
overcomes much greater distance and the heat losses are inevitable. In DZT, heat 
transfer medium it overcomes a much shorter distance and his temperature is lower at 
source, so the losses are lower. Steam piping, hot-water and heat-water lines, are insu-
lated but heat loss cannot be completely avoided. Losses also occur in the exchangers 
stations. Heat, from the primary heat distribution network to the secondary part, sim-
ply lost. Heat networks are placed under the ground, which significantly eliminates 
losses. 

4 Conclusions 

Currently underway in the field of high ecological and rationalization in order to 
restore the grid and to minimize heat loss of "conversion" (transition from steam to 
hot water supply). In the field continues in development of heat networks and attempt 
to connect to other customers from the household use and industrial enterprises. Heat-
engineering depends on the main raw material for production of heat - brown coal. 
According to [7] in 2012 was mined 42 million tons / year of brown coal in 2020 
would be 32 million tons / year and in 2050 only 10 million tons / year. From this 
perspective, the heat-engineering will increase demands for ensuring the supply of 
new fuels and huge investment in upgrading facilities. Help for heat-engineering may 
be using [4]: 

•  Creating space for heat-engineering adaptation to new conditions (small co-
generation and local resources, modernization of plants and heat networks) 

• Economic empowerment by local heating heat 
• State Energy Policy 
• Removing barriers to energy recovery of municipal waste and public educa-

tion 
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Abstract. The paper deals with steel materials contact stress testing device. 

Main idea which supports the innovation of the device stems in the necessity 

of new effective approaches for contact stress material testing because older 

version of the device was not capable to perform tests with all necessary pa-

rameters. With respect to the tests requirements, we have proposed a solution, 

which allows performing of the contact stress tests in the wide range of pa-

rameters. Project is realized via cooperation of the Department of the Electri-

cal Power Engineering and Department of the Mechanics of the Materials. 

Keywords: Contact stress, control system, propulsion system. 

1   Introduction 

Steel materials contact stress testing is significant for example in railway transport. 

Wheels of the railway machines are exposed to strong mechanical stress during their 

lifetime. Increased stress results into deformation and damage of the materials. Now-

adays, it is standard to test crucial mechanical parts of the railway machines before 

their introduction to service. Therefore, contact stress material testing pose key ele-

ment in the reliability and safety of the personal as well as goods railway transport. 

First of all, purpose of the tests is revelation of the structural and further failures, 

which have to be made in sufficient advance. Quality of the stress tests is strongly 

influenced with the properties of the testing device. Hence, it is necessary to perform 

tests using devices, which allow setting up of all desired parameters with high preci-

sion in a full range and so positively influence results of the tests. 

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2012, pp. 49–54.
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2   Stress of the steel materials 

Steel disorders are due to different causes but mostly from forces acting on the roll-

ing parts during acceleration and braking. Forces induce microstructural transfor-

mation of the material resulting into creation of rifts, shifts and loss of the surface 

materials. More information about steel material damage can be found in the litera-

ture [1]. 

These effects are undesirable and therefore we have to prevent them. Hence, it is 

important to continue and improvement and the development of the testing devices. 

   

Fig. 1. Forces, which act between a wheel and a line (left) [7] and wheel cross section (right) 

2.1   Basic principles of the tests and requirements for the device  

Tests of the stress are performed according to demands of the applicant. Railway 

transport machines tests are performed using two circle-shaped specimens of the 

specific diameter. 

Specimen’s surfaces touch tightly with outer surfaces. Depending on the test type, 

they rotate at the same or different speed and so simulate movement of the wheel on 

the surface of the railway line. First specimen represents wheel, second represents 

the line. 

Before the start of the test, desired pressure force between the specimens is set up. 

During testing, a finite number of rotations are performed. At the end of the test, 

surface changes of the material, change of the diameter and mass decrease are exam-

ined. More information can be found in the literature [1, 3]. 

Requirements on the device set-up. With respect to different types of the exams to 

be performed on the machine, it is avoidable to set up different parameters. Most 

important parameters are pressure force between specimens, adjustment of the hous-

ing for different dimensions and shapes of the specimen and independent set – up of 

the rotational speed for both specimens. The latter parameter depends on the power 

supply system and operation of asynchronous electric engines. New concept of the 



Implementation of the New Power Supply and Propulsion Concept . . . 51

testing device was designed for to fulfil all requirements put on the power supply and 

asynchronous engine operation system. 

          

Fig. 2. Wheels used in railway carriages [8] and specimens of the steel materials during the 

test (TOURS machine) 

3   The tours testing device 

The TOURS contact stress testing device is located in the premises of the Technical 

University of Ostrava. Increasing demands on the tests forced us to perform recon-

struction of the device, which will guarantee higher degree of the flexibility of the 

propulsion system. 

3.1   Original technical design of the TOURS device 

The propulsion system of the original device was based on utilization of one asyn-

chronous engine (AE) of output power equal to 2,2 kW. This AE powered and con-

trol via frequency converter. The engine was directly connected with a worm gear 

system and the gear system was connected via shaft with tested specimen. Rotation 

of the second specimen was realized via mechanical transmission using the same 

AE. 

Types of the material stress tests. The device allowed performing of two types of 

the tests: 

a) With free hobbling of the material, 

b) with forced over thrust. 

Second tests were realized via different diameters of the tested specimens or via 

change of the mechanic gear. The change of the mechanic gear was not practical 

because specific tests required specific additional gears. 
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Fig. 3. Diagram of the testing machine TOURS (old solutions) [3] 

3.2   New technical design of the TOURS device 

Sustainment of the world trends in the development and use of the contact stress 

material testing devices requires modernizing of the traction system of the TOURS 

device.  This means modernization of power supply unit, engine and gear unit and 

control system. 

Part of the device, which contained AE with frequency converter and gear unit, 

was not modified because it fulfilled all tests requirements. This part will be further 

referred to as “first traction unit”. 

Second specimen traction system realized using mechanical gears was replaced 

with new technical proposal. 

“Second traction unit” is realized using AE with electrical power 3 kW. It is pow-

ered using frequency converter. Frequency converter is also used in the process of 

testing device controlling and data collection. Both specimens’ traction systems are 

independent. Such a technical solution is sufficient for current as well as future use. 

Testing device required careful choice of the AE. AE is planned to be exposed to 

high load at low revolution speed and it will be thermally loaded during long – dura-

tion tests (typically about 6 hours). Therefore, several tests were performed in coop-

eration with SIEMENS company tests of the AE thermal load during different opera-

tional modes of the stress testing device. More information about these tests and 

diagnostic of induction machine can be found in literature [4, 5]. 

Types of the tests. The innovated device allows performing of the same tests as the 

previous version of the device but with wider spectrum of the testing parameters. 
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This has positively influenced possibilities of the tests which now fulfil all require-

ments of the producers of the wheels (original technical design of the testing device 

allowed to set up parameters only finitely). 

 

Fig. 4. Contact stress testing device after innovation 

Requirements for the choice of the AE. Selection of the new AE had to consider 

technical parameters of the original parts of the testing device as well as economical 

cost. 

Decision guidelines: 

Testing device must have two types of elastic coupling with torque moment equal 

to 300 Nm and  150 Nm, maximum diameter of the steel specimen is equal to d = 85 

mm, steel specimen contact surface width: h = 10 mm, maximum AE’s rpm n = 500 

r/min. 

On the base of these requirements and measurements in the SIEMENS company, 

following AE was chosen: 

Electrical power: P = 3 kW, number of poles: n = 6, nominal moment: M = 30 

Nm. 

Software control and data collection. Frequency converter of the second traction 

unit is controlled via special software installed on a PC workstation. Simple parame-

ters of the frequency converter can be also set – up directly from the control panel 

but connection with PC via RS-232 allows to store information about engine mo-



54 Peter Staš et al.

ment, rpm, engine temperature etc., which are important for final evaluation of the 

contact stress tests. 

Software also allowed fluent start of the tests and as a result the specimens are not 

during the start of the independent specimen traction system. Naturally, this all have 

positively influence the accuracy of the results. 

Conclusion 

Purpose of the paper is to briefly familiarize a reader with the research in contact 

stress material testing in the Czech Republic and with possibilities of detection of 

materials defects using the described device.  

Czech Republic belongs to leaders in area of construction of railway wheels. Goal 

is to achieve world standards and to continue with further research. 

The results of work are published in conference proceedings: 

13th International Scientific Conference Electric Power Engineering 2012, Brno 

University of Technology, vol. 2012/2, pages 1031-1035, ISBN 978-80-214-4514-7. 
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Abstract. In recent years there has been put a focus on self-sufficient objects at 
different voltage levels. This trend might help faster growing source of electrici-
ty, among which could be included without any doubt photovoltaic and wind 
power plants, which are currently applied in different voltage levels. The com-
bination of these renewable energy sources can be achieved by direct local con-
sumption of produced energy or storage of energy in a battery bank or other 
systems, especially for the lower performance of production units.  

Keywords: renewable sources, hybrid system, monitoring system, smart house 

1   Introduction 

In year 2011 was built the pilot project of energy conception to power supply self-
sufficient house by electrical and solar energy [1]. As the sources for this project were 
used renewable energy sources only. The main aim for this year is creating the moni-
toring and control system for the self-sufficient house. 

1.1   Smart grid conception of smart house 

The project was built wind and photovoltaic power plant as sources of electric and 
solar energy shown in Fig.1. 

This created a basic platform for research in stand-alone system area in different 
power levels. The comprehensive monitoring and control system will be able to define 
the basic operating parameters of individual components and whole system as well. 

Along with the established monitoring and control system will be possible to de-
terminate the overall efficiency of the system, define the contribution of individual 
resources within the long time period and specify the usability for proposed energy 
conception for any place around the world. 
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Fig. 1. Smart grid conception of smart house in university campus (hybrid system) 

2 Sources and inverter’s parameters 

In a conception of hybrid system have been used 2 strings of photovoltaic’s pow-
er plant - 2kWp each, wind power plant with installed electrical power 12kW and 
solar collector of absorption area 2,53m2. The accumulation bank consists of 24 batte-
ries of nominal voltage 2V. The sources parameters are in Table 1. 

Table 1. Sources parameters  

Type of source Type Nominal value 
Photovoltaic power 

plant 1 – tracker 
Monocrystalline technology 2 kWp 

Photovoltaic power 
plant 2 – fixed installa-

tions 
Polycrystalline technology 2 kWp 

Wind power plant 
Synchronous generator with per-

manent magnet (SGPM) 
12 kW 

Solar collector Flat selective collector 2,53 m2 
Batteries Lead acid 840 A·h 
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Table 2. Invertor’s parameters  

Type of inverter Quantity Type Nominal power output 
Sunny boy 1 SMA SB2100tl 1950 W 
Windy boy 4 SMA WB5000A 5000 W 

Sunny Island 1 SMA SI3324 3300 W 
Windy boy protection box 3 SMA WBPB 600 2000 – 6000 W 

 
 
These inverters are responsible for operation and control of hybrid system. They 

take part in forming an inseparable part of the system and consequently the system 
could not work basically without these elements. One of the basic steps in the begin-
ning of building this system was current availability of suitable inverters and then their 
exact parameterization in collection with their use as a stand-alone system and debug-
ging the whole system. The invertor’s parameters are in Table 2. 

2.1   Measurement modules   

For the measuring of voltage and current will be used following modules in Table 3. 

Table 3. Measurement modules Parameters  

Type of module Quantity Type Input signal Max. Output signal 

Voltage converter 13 SCM-101 
± 300/600 

V 
± 10 V 

Voltage converter 1 MACX MCR-UI-UI ± 48 V ± 10 V 
Current converter 12 SCM111 ± 12/25 A ± 10 V 
Current converter 1 LEM-Isens-02-2,5 ± 2,5 A ± 10 V 
Current converter 1 LEM-Isens-01-105 ± 105 A ± 14,5 V 

3 Hybrid system 

The measurement system was created for the energy conception. The measurement 
system can define voltage, current and consequently the electrical power output. This 
measurement will be carried out for individual components of the wind and photovol-
taic power plants in order to optimize energy conversion chain and to contribute in-
creasing the overall efficiency of system. For the part of solar energy is expected to 
measure the basic quality parameters of solar collector as well as for the electric pow-
er part.  

The monitoring system will be used for an assessment of meteorological conditions 
in order to assign the overall efficiency of the proposed concept of operation for dif-
ferent operational and climatic conditions.  
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All the results of measuring will be saved for subsequent post-processing to the da-
tabase and will be published by means of requested steps via web browsing interface 
on the internet domain.  

Using the control system will be possible to take control of the basic operating 
conditions of the concept of energetically self-sufficient “SMART” house. Using the 
remote administration can be controlled the basic operating conditions created by the 
web interface and control via PDA communicators. 

 

 
Fig. 2. Block scheme of hybrid system 

 
That block scheme describes the electrical connections between the individual ele-

ments of the hybrid system. 
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Fig. 3. LabView example visualization tools for virtual instrumentation of hybrid 
system – The main screen. 

 
In Fig. 3. can be seen the welcome screen of monitoring system, where are the es-

sential parameters of hybrid system. Basically it is a block scheme with marked mea-
suring points of electric power and solar energy. The individual measuring points are 
assigned for the clarity of actual measured values. 

 

 
Fig. 4. LabView example visualization tools for virtual instrumentation of hybrid 

system – The Wind power plant parameters. 
 

Fig.4. represents the operating parameters of Wind power plant type AP 12. The 
individual graphs represent the measuring points (blocks) with the possibility of dis-
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playing all parameters or just those parameters which are interesting for the user by 
using the tick boxes.  

 

 
Fig.5. LabView example visualization tools for virtual instrumentation of hybrid sys-

tem – The Photovoltaic power plant parameters. 
 

Fig.5. displays the actual parameters of both parts of the Photovoltaic power plant 
and then its own consumption of the tracker.  
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Conclusion 

This pilot project of energetically self-sufficient “SMART” house is the basic con-
ception unit for smart grids region [2]. The output of the measurement will be used as 
a basic database for artificial intelligence methods and modified results to exact place 
can be apply anywhere in the world. 
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Abstract. This article describes modeling of electromagnetic fields in the vicin-
ity of the rail. The results of simulations are shown for some values of electric 
current. To perform these simulations the COMSOL software was used. This 
software works with finite elements method.   

1   Introduction 

In electric traction, we need to know the magnitude of leaking current and its dis-
tribution in the ground. This fact can relate with determination of other parameters of 
electric traction. These parameters have practical function for power circuits as well 
as for signaling, safety and communication circuits. These parameters are used for 
determination of transmission function, distribution of electric current between 
ground and rails, for determination of corrosion danger and for correct adjustment of 
signaling and safety circuits. 

Artificial electric fields arise in vicinity of electrical sources which are supported 
by insufficiently isolated power sources or from sources which are using ground as a 
backward conductor. These electrical fields may arise form galvanic cells which can 
be caused by chemical dirt on surface of conductors. 

Electromagnetic issues, linked with solving of current fields in railway traction, 
works with electrical current and density of electrical current which is relative to 
electromagnetic intensity and potential, respectively. [1] 

2   Performance in COMSOL  

Comsol Multiphysics software solves physical issues, which are described by par-
tial differential equations, by finite elements method. Whole procedure is composed 
of definition of environment and bordering conditions on surfaces, edges or points of 
the model. By these, the model is prepared to generation of computing network 
(meshing). In the nodes of the network the data will be computed. We can show re-
sults of simulation like color maps, isolines, steamlines, arrows et cetera. [2] 
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2.1   Disposal layout of the rail  

For illustration, the model is solved in 3D like on figure 1. 
For our simulation, we created 1m of rail. This rail was fed by electrical current 

from 100A to 1000A with 100A step. Our interest was in distribution of electrical 
field in rail and the vicinity of this rail. Therefor we made cylinder of air around the 
rail in our model.  

In Comsol software the current values were set as a current density which was 
computed from current and volume of the rail. 

Computation network was set to 720000 degrees of freedom (figure 2). The time 
demand for this simulation was approximately 120 minutes. 

 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

 
 
 
 
 
 

 

Fig. 1 Disposal layout Fig. 2 Model with computa-
tion network 
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2.2   Resolution 

For clarity, the distribution of magnetic induction and intensity of magnetic field is 
shown in three cases – 100A, 500A and 1000A. Other results of simulation are sum-
marized in table below.  All of the results are shown like cross-sections. A plane of 
the cut goes through the center of the rail.  

2.3   Current 100A 

The distribution of the electromagnetic field for DC current 100A is shown below.  
The maximum value of magnetic induction (Figure 3) on borders of the rail is 
0.0312T. The value of magnetic induction in the middle of the rail is approximately 
0.01T. In the picture, the distribution of magnetic induction around the rail is also 
obvious. 

The intensity of the magnetic field (Figure 4) has its top at 187.3A/m. In the mid-
dle of the rail, the intensity of the electromagnetic field is almost one-third of the top 
value. 

 

  

Fig. 3 Distribution of magnetic in-
duction for 100A 

Fig. 4 Distribution of intensity of magnetic 
field for 100A 
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2.4   500A current 

The distribution of magnetic induction for 500A is shown in figure 5. The maxi-
mum value is almost ten times higher than in the last case - 0.2723T. In the middle of 
the rail, it is 0.07T which is 7 times bigger than in last case. 

The top value of intensity of the magnetic field grew up to 916.95A/m (figure 6). 
In the middle of the rail the intensity of magnetic field is approximately 400A/m. 

 

  
 

 

2.5   Current 1000A 

1000A was our maximum value of DC current which caused the top value of mag-
netic induction 0.77T and magnetic induction in the middle of the rail was 0.2T (fig-
ure 7). 

Intensity of the magnetic field reaches 1930.8A/m at the borders which is ten times 
higher than for 500A. In the middle of the rail there is 800A/m. This value is only 
twice as higher as in the last case. 

Fig. 5 Distribution of magnetic in-
duction for 500A 

Fig. 6 Distribution of intensity  
of magnetic field for 500A 
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2.6   Summary of the results   

Table. 1 Summary of the results 
 

Current Maximum values Values in the middle 
 B (T) H (A/m) B (T) H (A/m) 

100 A 0,031 187,3 0,01 60 
200 A 0,067 367,82 0,02 130 
300 A 0,12 531,13 0,035 190 
400 A 0,21 717,28 0,05 300 
500 A 0,27 916,95 0,07 400 
600 A 0,36 1062,9 0,1 460 
700 A 0,51 1278,8 0,15 520 
800 A 0,6 1482,4 0,156 600 
900 A 0,68 1666,6 0,178 710 

1000 A 0,77 1930,8 0,2 800 

Fig. 8 Distribution of intensity of magnetic 
field for 1000A 

Fig. 7 Distribution of magnetic in-
duction for 1000A 
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The table shows all the results from the simulations. The maximum values of the 
magnetic induction and intensity of the magnetic field are the top values from the rail 
and they were reached on the edges of the rail. Magnetic induction in the middle of 
the rail is from three to four times lower as the magnetic induction on the edge of the 
rail. Top values of intensity of the magnetic field are 2.5 times higher than the values 
in the middle of the rail. 

3   Conclusion 

Our next task is to solve the rail for alternating current with the same values as in 
these simulations and to obtain the magnetic field for different frequencies. Following 
these simulations we would like to create a model with variable subsurface and to 
investigate the distribution of the magnetic and electric field outside the rail. 
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Abstract. The LED luminaires with their parameters are able to replace
conventional luminaires with high pressure sodium lamps in public lighting
area at the present time. The LED luminaires have one big advantage in
comparison to other types of luminaires available on the current market. They
have lower power consumption and there is an expectation that power
consumption will be reduced to the half in the future. It leads to the possibility
of using renewable energy sources in lighting area. We have prepared the
analysis of the potential usage of renewable resources for LED luminaires in the
future which is based on evaluation of data obtained from our model system.

1 Introduction 

In recent years there was a presentation of a scientific project at the EPE conference
to build up two separate poles with LED lights. Those LED lights would be powered
by electricity generated from renewable sources. The project was put into operation in
the beginning of the year and the data relating to produced and consumed energy was
collected during the whole year.

2 System description  

The system consists of two wind power stations with a top power of 200 Wp and
300 Wp and the output voltage of 12 V. In addition the system consists of two
photovoltaic panels (mono-crystalline and polycrystalline) with a maximum output of
130 Wp. For those two units were chosen two different types of wind motors, first one
is a horizontal propeller engine (see Fig. 1) which starts at higher wind speeds (about
4 m / s) and second one is a vertical (see Fig. 1) which can produce electricity at
lower wind speeds (about 3 m / s). Those two motors charge special charging Saft
batteries with a total capacity of 360 Ah. The flow of power is controlled by a control
device for optimization of battery load. The output of the control device is lead to the
inverter 12V DC / 230 V AC for powering of PHILIPS Mini-Iridium lights with LED
light source (light emitting diodes) 31 W and CPO (metal halide lamp) 45 W. The
switch of lights is realized by decreasing voltage of the photovoltaic Panels. The
decrease is connected with decrease of solar radiation.

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2012, pp. 67–72.
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Fig. 1. Vertical (left) and Horizontal propeller (right) wind turbine 

3 Evaluation of measured data 

The main objective of this project was to determine whether the current configuration 
of system components is able to consistently and reliably supply the selected lamp 
lighting. Configuration of the system and the flows of electricity from wind and solar 
power batteries to the battery and then to the lights is shown in Fig. 2. 
 

 
Fig. 2. The concept of the power system of public lighting 
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 The currently available data are from May 2011 to February. The Table 1 shows 
the monthly totals of the energy from two wind and two photovoltaic power stations - 
shortcuts to the titles are the very same as in the Fig. 2. The total produced energy 
equals to the sum of them. The last column indicates the power consumption of both 
lights, need to be noted the consumption is related to the amount of electricity 
available in packs. The average monthly consumption of LED lamps is about 10 720 
Wh, monthly consumption of both lamps is 28 358 Wh (expected time of active 
lighting is 4150 hours per year). 
 
Table 1. Table showing the energy which is produced monthly from the individual 
components 
 

month 
VT1             
(Wh) 

VT2             
(Wh) 

VF1              
(Wh) 

VF2             
(Wh) 

electric 
energy 

produced         
(Wh) 

consumption 
of public 
lighting 
(Wh) 

April 2011 435,4 43,3 3821,8 3253,2 7553,7 6332,5 
May 2011 -3,9 66,6 8538,2 7465,0 16065,9 13321,1 
June 2011 0,0 110,6 8544,7 7322,5 15977,7 14417,0 
July 2011 -0,2 62,0 7605,3 6519,2 14186,3 12134,8 
Augt 2011 0,0 47,3 8864,7 7655,0 16566,9 14255,9 
Sep 2011 0,0 13,6 6960,3 5940,6 12914,5 11108,3 
Oct 2011 0,0 56,0 5996,8 4957,4 11010,2 9887,8 
Nov 2011 0,0 330,8 4749,1 3886,2 8966,0 7971,8 
Dec 2011 0,0 552,0 3628,2 2906,4 7086,6 6196,2 
Jan 2012 104,0 610,0 3615,4 2883,0 7212,3 5164,6 
Feb 2012 130,5 474,9 2821,8 2300,9 5728,2 - 

 
 As is shown in the Table 1 the total energy produced does not cover the energy 
needs for lighting during the whole night in any month and consumption of electrical 
energy for lighting copies produced energy which is distributed primarily from 
photovoltaic panels (Fig. 3). 

 

Table 2. The total production of electric energy  
 

wind 3,04 kWh 2,46 % 

sun 120,61 kWh 97,54 % 

 
 
 Additionally you can see that inputs from the wind power stations are marginal in 
comparison to total energy inputs. In numbers there are 2,5% produced by winter 
power stations to 97,5%  produced by photovoltaic panels. When we calculate the 
efficiency of the produced and taken electricity it takes us about 80%. To overall 
effect, however, we have to include individual elements of the system (rectifier, 
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battery, inverter, control device) and after that the real effectiveness of the system will 
be approximately 60%. 

0,00

100,00

200,00

300,00

400,00

500,00

600,00

700,00

800,00

900,00

18.4.11 18.5.11 18.6.11 18.7.11 18.8.11 18.9.11 18.10.11 18.11.11 18.12.11 18.1.12 18.2.12

energy produced VT1 energy produced VT2 energy produced VF1

energy produced VF2 total energy produced total consumption

month

e
n

e
r
g

y
 p

r
o

d
u

c
e

d
 /

c
o

n
s
u

m
p

t
io

n
 (

W
h

)

 Fig. 3. Summaries of produced and consumed electric power 

 During the first ten observed months there were made about 123 kWh of 
electricity and consumed about 101 kWh. The average daily value of the electricity 
produced is 392 Wh. If we take into account the initial estimate (1368 Wh per day) 
which was used in the planning phasis of the project, the difference is 976 Wh. 

4 Evaluation of working of public lighting 

Taking into account the lighting time for public lighting in individual months, the 
ranges are from 6,9 h per day in the summer months to 15,3 h per day in the winter 
months. The above mentioned data shows that the system in current arrangement is 
not able to supply (with exception of one month) the energy required for night 
lighting. As shows the Table 3 the critical period is the winter period, when the street 
lighting is in use more than 12 hours per day. 
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Table 3. Table of monthly balances of public lighting energy supply and consumption 
 

month 
average  

operating time 
 (hours) 

total energy supplied  
(kWh) 

necessary energy for  
public lighting  
(kWh/month) 

April 2011 9,6 4,532 23,643 
May 2011 7,9 9,639 20,124 
June 2011 6,9 9,586 17,015 
July 2011 7,1 8,511 18,165 

August 2011 9,0 9,940 22,963 
September 2011 11,0 7,748 27,094 

October 2011 13,0 6,606 33,004 
November 2011 14,4 5,379 35,465 
December 2011 15,3 4,251 38,977 

January 2012 14,6 4,327 37,113 
February 2012 13,3 3,436 31,627 

 

If we would accept the optimal arrangement of wind turbines and second lamp would 
be fittend with LED of a power of 31 W (instead with the current CPO), then we 
would have the balanced energy system in individual months. The real effectiveness 
of the system is about 60%. 

5 Conclusion 

Based on current data we can conclude that the concept of the system of powering 
two lamps in mentioned arrangement is insufficient, because to the whole system does 
not contribute two wind power stations. If the potential power delivery of wind 
turbines is taken into account (which can deliver energy in range from 600 to 800 Wh 
per day) it would be possible to supply two LED lights with total input of 62 W. 
Lamps with this input are already on the market and can be used to illuminate 
communications of the lower classes, ie. class S4 and S5. 

It is also important to note that further increasing of installed capacity of 
renewable resources is no longer possible due to limited design options for street 
lighting poles, ie. for wind power of higher output and larger areas of photo-
photovoltaic panels would be need more robust poles that would have to have higher 
demands for fixation 
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Abstract. The paper deals with comparison of not only alternate and renewable 
sources for heating. The assessment focuses on a real property and six optional 
heating systems. Those are currently available on common basis and utilized in 
practice. The scope includes most common systems as well as alternate ones. 
Optimization of heating system designed for a particular property enables ob-
jective assessment of all options by means of MCA (multi-criteria analysis) 
methods in accordance with selected and precisely defined criteria. The next 
aim of this paper is to compile an instrument for measurement on the real ob-
ject  and receive realistic data from whole heating season for improvement of 
usability. 

Key words heating, heating systems, heat accumulation, MCA evaluation 

1   Introduction 

The aim of this paper is to present options for selection of the most convenient 
method for heating depending on selected criteria and their importance. 
That is followed by description of the MCA methodology used for assessment and 
software used to generate final solution in the analysis. 
The criteria selected are compared against chosen and duly described assessment 
criteria, with clarification of obtaining their values as well as determination of criteria 
weights. 
In the second part of this paper is described preparation of measurement in real object 
for obtain energy balance of heat pump and help us for improving usability. 
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2   MCA evaluation of heating systems 

For the evaluation was chosen property which is represented by a low-energy build-
ing located within the area of Jeseníky; close to the town of Bruntál. The building has 
been designed as a single floor house with the total built-up area of 239 m2. Heat loss 
calculated for this building equals to 7.14 kW at the calculation temperature of -18 
°C. Heat losses have been calculated in compliance with ČSN EN 12 831 standard 
from 2005. [3],[5] 

2.1   Description of heating systems assessed 

Assessment using the MCA method is conducted by the most common and available 
heating methods designed on an actual family house 

Table 1. Chosen variant of heating systems 

No. Heating Systems Primary Energy 
Sources Prepare of DHW 

1 Air/Water Heat Pump Low-potential Primary source 
2 Ground/Water Heat Pump Low-potential Primary source 

3 Automatic Biomass Boiler, 
Solar Collectors 

Biomass and Solar 
Energy 

Primary and electric 
energy 

4 Natural Gas Heating-
Condensation System Natural Gas Primary source 

5 Electric Heating Convectors Electric energy Primary source 
6 Electric Radiant Heating Electric energy Primary source 
 

Now after chosen of heating systems we have to choose methodology of MCA.[1],[2] 

2.2   Assessment methodology  

Assessment of chosen options is performed using the MCA8 decision making soft-
ware used for support of multicriteria decisioning and it has been developed at Vy-
soká škola báňská-Technical University of Ostrava. [1],[2] 
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Fig 1. Diagram of methodology 

2.3   Evaluation criteria and values 

Solutions chosen for evaluation are subject to examination with respect such criteria, 
which strive towards reflection of real requirements for heating systems. For legibility 
purposes, those criteria have been included in Table 2; including stated criterion pref-
erences and units. 

Individual heating solutions shall be assigned with relevant values to be obtained, 
so each solution is provided with at least three alternates conducted (different suppli-
ers/manufacturers of heating system). The resultant criterion value will be determined 
using data obtained in relevance to design of heating system on the reference build-
ing. We will use the Median function to eliminate extremes among values and obtain 
a representative resultant value for a specific criterion. Data used for criteria No.1, 
No.2, No.3 and No. 5 have been adopted from practical experience, whereas the life 
criterion has been derived mainly from technical literature. [1],[4] 

Table 2. Criteria 

No
. Criteria Index Value Criteria prefer-

ence 

1 Investment costs Ni CZK Min. 

2 The energetic overview 
price Ne CZK/MWh Min. 

3 Profitability Np 
Thousands 

CZK Max. 

4 Lifetime Nl Year Max. 

5 Environmental impact Nenvi mg/m3 Min. 

MCA 
Methods 

Reference Prop-
erty 

TOPSIS Method 
Evaluation 

Criteria 
Weights 

ExpertsCriteria weights 

Evaluation 
Criteria 
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2.4   Determination of criteria weights 

Values of weights obtained come from 12 (twelve) experts addressed and it is neces-
sary to point out that opinions of experts with regards to criteria importance are al-
most identical, yet values of weights assigned showed certain significant differences 
in some cases. To ensure the necessary objectivity, values of criteria weights are 
presented on anonymous basis. There is also an intention of further extension of the 
group of experts concerned in order to secure the maximally relevant ratio of criteria 
weights to enable future elaboration on these issues. [1],[2] 

Table 3. Used weights of criteria received from experts 

No. Criteria Preference Weight for evaluation 
1 Investment costs Min. 26 
2 The energetic overview price Min. 22 
3 Profitability Max. 28 
4 Lifetime Max. 15 
5 Environmental impact Min. 9 

SUMMARY 100 

2.5   Result of evaluation by MCA method 

Transformation of all input values enables us to obtain results of evaluation using the 
MCA TOPSIS method, which referred to the criteria entered, their values and weights 
obtained to show a clear dominance by heat pump systems (as shown in Tab. 4) using 
low-potential energy. [1],[2] 

Table 4. Received results of MCA analyses 

No. Heating Systems Evaluation 
1 Ground/Water Heat Pump 0,598 
2 Air/Water Heat Pump 0,574 

3 Automatic Biomass Boiler, Solar 
Collector 0,558 

4 Natural Gas Heating Condensa-
tion System 0,527 

5 Electric Radiant Heating 0,41 
6 Electric Heating Convectors 0,393 
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3   Measurement of energy balance 

The object in village Mala Roudka was chosen for measurement of energy balance. 
Point of interest on this object is his usability during a heating season and also obvi-
ously by wrongly designed nominal power of air/water heat pump.  

3.1   Current status of the heating system and target of measurements 

Actual status of heating system in a chosen object is air/water heat pump with nomi-
nal output heat power 10,2 kW (Fig. 2.) which secures heating and preparing part of 
hot domestic water. Heat loss of the object is calculated according to [5] is 15 kW. 
The aim of measurement is determination of actual energy balance between heat 
source (heat pump) and usability of building (heat demands) and outside weather 
conditions. For receiving data with maximum objectivity is necessary to execute a 
measurement for complete heating season, during period Autumn-January 2012/2013. 

 
Fig. 2. Current unsatisfactory status of heating installation. 

3.2   Measurements tools 

For realization of measurements is chosen heat meter with recording possibility. Ac-
cording to flow rate of heating media (water) and difference of temperature in the 
supply and return pipe meter calculates amount of consumed heat. The aim of meas-
urement is also executes secondary measurement of consumption of electric energy 
by heat pump and other electric equipment installed in the heating system. The meter 
has many functions which will be helpful in our analyses as flow rate, operation 
hours of heating system and etc. 

4   Conclusion 

The aim of whole realization of this measurement is to obtain real data of energy 
balance from air/water heat pump and also to discover real coefficient of perform-
ance. On the basis of obtained values we can design steps for usability of actual heat-
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ing system e.g. by better accumulation of the heat. We expect realization and installa-
tion of measurements probably during October 2012. We will have complete data for 
analysis during summer 2013. 
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VŠB – Technical University of Ostrava, 17. listopadu 15, 708 33 Ostrava – Poruba

vo.tientrung@yahoo.com

       

     

   

     

              
  

Abstract. Electric railway loads are supplied by the three phase power system 

represent one of the main sources of voltage unbalance perturbation in the grid. 

The power system configuration and the load conditions influence the degree of 

this power quality perturbation. This present paper deals with the problems 

raised by the practical determination of the voltage unbalance in conformity 

with the  standards. Availability of voltage unbalance is measured and investi-

gated on performance of power system network in České Budějovice in Czech 

Republic. 

Keywords: Power quality, Voltage unbalance, Traction network  

1   Introduction 

The electric railway systems are supplied by the high voltage power network. In three-

phase power systems the generated voltages are sinusoidal and equal in magnitude, 

with the individual phases 120 apart. However, the resulting power system voltages at 

the distribution end and the point of utilization can be unbalanced for several reasons. 

Voltage unbalance occurs in electrical power supply systems due to the asymmetry of 

the equipment on the one hand and the asymmetry of load states on the other. The 

main influencing factor with regard to the equipment can be overhead lines. Because 

of the geometric arrangement, the different mutual influence and the difference phase-

to-earth capacity to asymmetries. With regard to system perturbations, the asymmet-

rical load states cause the asymmetries. In low voltage systems they occur mainly due 

to the loads connected between the phase-conductor and the neutral conductor. At the 

medium and high voltage levels the loads operated between the two conductors form 

the rare loads. 

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2012, pp. 79–83.
VŠB – Technical University of Ostrava, FEECS, 2012, ISBN 978-80-248-2769-8.
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2   Definition of Voltage Unbalance 

In a three-phase system, the degree of voltage unbalance is expressed by the ratio (in 

percent) between the RMS values of the negative sequence component and the posi-

tive sequence component of the voltage. The NEMA (National Equipment Manufac-

turer’s Association) definition of voltage unbalance, also known as the line voltage 

unbalance rate (LVUR), is given by formula: 
 

 voltageline avg

 voltageline avg fromdeviation  emax voltag
% LVUR  

Effects of voltage unbalance: The main effect of voltage unbalance is motor dam-

age from excessive heat. Voltage unbalance can create a current unbalance 6 to 10 

times the magnitude of voltage unbalance. In turn, current unbalance produces heat in 

the motor windings that degrades motor insulation causing cumulative and permanent 

damage to the motor. This scenario would result to expensive facility downtime due to 

motor failures. 

Standardizations: The emitted interference of an individual disturbance should not 

exceed a value of kU = 0.7% in the area of the asymmetry.  The compatibility level for 

medium and high voltage systems is stipulated as 2%. The 10-minute average of the 

negative sequence component of the voltage in a three phase system is less than 2 

percent of the phase voltage of the nominal voltage (95 percent value during a meas-

urement period of one week). This value is given in EN 61000-2-2 and EN 61000-2-4. 

EN 50160 also stipulates a value of 2%. Ten-minute mean-value intervals should be 

assessed to determine the level. The interference immunity for electrical equipment is 

stipulated as 2% according to EN 50178. EN 50178 also stipulates an asymmetry for 

the ratio of the voltage of the zero phase-sequence system to the voltage of the posi-

tive sequence system. A limit of 2% is also stipulated for this quantity. 

Reduction of voltage unbalance: A number of technical options may be considered 

in order to reduce existing or potential unbalance in a supply system as connection of 

disturbing loads to a different supply point, rearrangement of phase connections of 

one or more loads, connection of disturbing load at a higher voltage level, provision of 

phase balancing or filtering equipment. 

3   Example of measurement and calculation 

In this section, a numerical example is shown and caculated for voltage unbalance in 

power system network in České Budějovice in Czech Republic. Measurement and 

calculation have been performed in high power supplying 110kV for three node of the 

grid that are Skoda, Velesin and Lipno substation. 

The simple diagram for measurement and caculation is shown in figure 1. 
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Fig.1 Simple diagram Lipno (ELI), Velesin (TTE) and Skoda. 

Availability of measurement has been performed for one week. The RMS of volt-

age is measured 10-minute average. 

Calculation of voltage unbalances in 110kV high power systems supplying. 

 

 

 

 

 

 

 

 

 

 

 

Fig.2 Voltage unbalance in 110kV Velesin substation 
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Fig.3 Voltage unbalance in 110kV Skoda substation 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.4 Voltage unbalance in 110kV Lipno substation 

4   Conclusion 

This paper present results of measurement and calculation the voltage unbalance in 

high power supplying electric railways. Objective of this Study was to measure and 

compare with standards. In order to reduce voltages unbalance on the traction power 

systems distribution network.  
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Measurement and calculation results are shown that the most of voltage unbalance 

percent in 110kV Velesin substation: %PVUR = 1.578512%; in Skoda substation: 

%PVUR = 0.736695%; in Lipno substation: %PVUR = 1.047143%; 

Evaluation of measured data resulted in an information that the voltage unbalance 

on the measured high power supplying electric railways meets specified conditions by 

standards for the operation of distribution systems. With regard to the measurements 

taken into other lines, we can conclude that generalize for the entire railway network 

in Czech Republic. 
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Abstract. This article describes solving problems of power flow optimizing in 
an existing distribution network that will be gradually transformed into so 
called Smart Grid. There is also included possibility of calculating complex AC 
networks, the methods used to solve this problem. This article also describes 
the dynamic model of behavior of distribution network. This is the software 
developed for solving of operating states of current distribution network, which 
will be revitalized to Smart Grid as the first in Czech Republic. Development 
stages of the dynamic model, the possibility of its use and the other intended 
applications are contained.  

Keywords: Smart Region, Smart Grid, Dynamic model 

1   Introduction 

High-quality supply of electricity is already an essential part of everyday life. 
Scientists involved in power flow optimizing in ac networks for many years. Many 
optimization techniques were invented and several algorithms solving this problem 
were examined.  
As examples might be shown iterative methods, including the fundamental Gaus-
Seidel [1], which shows simple calculation algorithm, but due to its low potential of 
convergence is not commonly used. Another iterative method used to solve of power 
flow calculation in ac network is Newton-Rhapson’s one [2], which shows much 
powerful ability of convergence for the same configuration of analyzed network, but it 
requires greater claim on computer technology due to Jacobian of partial derivates 
calculating necessity. To je take důvod k vývoji zjednodušených metod jako je 
zjednodušená NR metoda [3]. This is the reason for development of simplified method 
such as Simplified Newton-Rhapson method [3]. 

Optimal power flow calculation can be performed by other methods such as linear 
programming [4], Newton based methods [5], interior point methods [6] or the non-
interior point methods.  

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2012, pp. 84–89.
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In the case of changing the current distribution network to the Smart Grid 
technology [7], knowledge of power conditions is basic assumption of right solution. 
CEZ group has started construction of the first Smart Grid in the Czech Republic as 
part of its pilot project called Smart Region in the Futur/e/motion initiative. Therefore 
they allocate a part of the existing electricity grid in the eastern Bohemia for this 
purpose. To revitalize this devoted part of network and for power flow analysis so-
called dynamic model was developed on VSB-Technical university of Ostrava 
Department of electrical power. It is complex software which mathematically 
calculates the behavior of devote distribution network on voltage level of MV and LV.  

2 Optimization of power flow in the devoted distribution network 

2.2 Solved stages of Smart Region power flow optimization 

 The task of first stage of power flow analysis in devoted part of current distribution 
network was the deployment of long-term measurements to typed daily load diagrams 
determining. These typed load diagrams where later used as a source of data for 
offline analysis of the upcoming dynamic model.   

Another main object of this stage was to create an equivalent mathematical model 
of the prepared Smart region network. For this purpose software ATPDraw was used. 
It is the simulation software for analysis of electromechanical processes, which is 
based on structure of programming language FORTRAN. 

Next stages task was to create a user interface of mathematical model. For this 
purpose software LabView was used. 

The experimental measurements, which were realized in the area of Smart region 
has became to subject of next stages of Smart Region power flow optimizing. In this 
stage the following measurement was realized: 

 
- Simulation of metal ground connecting on a 35kV side of transformer 

110/35 kV (different tuning of shunt reactor) 
- Simulation of metal ground connecting on 10kV of transformer 35/10 

kV 
- Long-term measuring of power loading of transformer T 32, 35/10 kV 

 
The measurements relating to the metal ground faults were realized to control of 
correctness of mathematical model, respectively to control correct capacity modeling 
respectively (measuring of the capacity network current).   

In case of long-term transformer loading measurement, the data of measurement on 
secondary side of transformer 6.3 kV·A, 35/10 kV was statistically analyzed. This 
transformer supplies a number of the other distribution transformers 10/0,4 kV, which 
supplies mostly flat buildings or family houses. Respectively the data of complex time 
period of one month was analyzed.  Than the resultant measured load diagram was 
compared with the typed daily load diagrams relevant to Smart Region area. Namely: 
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TDD4 – consumption of electricity without heat utilization, and TDD East Bohemia. 
The data was analyzed and compared by the statistic methods. By the analysis of 
variance and median comparison was found, that the data is not identical statistically. 
But graph in Fig.1 shows curve similarity of measured power curve with TDD4 curve. 
It is possible to say, that this type of power load is majority represented in this area.  

4.8.-8.8.2010

0,00

0,10

0,20

0,30

0,40

0,50

0,60

0,70

0,80

0,90

1,00

0 6 12 18 24 6 12 18 24 6 12 18 24 6 12 18 24 6 12 18 24

4.8.2010 5.8.2010 6.8.2010 7.8.2010 8.8.2010

S tředa Č tv rtek P átek S obota Neděle

4.8.-8.8.2010

[ 
- 

]

T DD4 Č R T DD5 Východní Č echy P  [-]

 
 

Fig. 1. The resulting waveforms of TDD 

 
One of the stages in development of the dynamic model and the Smart Region were 

cogeneration unit integration. Three units of cogeneration in total installed power 
capacity of 3920 kW (total heat power 4351 kW) will be built in the Smart Region 
area. The cogeneration unit with installed power of 800 kW has been installed and 
now it is in trial operation. The other two units of 1560 kW will follow. Cogeneration 
unit has been already implemented to the dynamic model environment. It was a model 
of four-pole synchronous machine of 1500 kV·A, working on voltage level of 400 V. 
The model of cogeneration unit was created by a controlled model of synchronous 
machine with mechanic power regulation on its shaft as an input value to keep 
terminal voltage constant. 

Optimization of power supply operating includes an analysis of transient 
conditions. Also computational core of the dynamic model was modified for this 
purpose as shown Fig. 2. Using this menu it is possible to simulate this type of faults: 

 
1. Symmetrical faults 

- 3phase short-circuit 
- 3phase ground fault 

2. Asymmetrical faults 
- 2phase short circuit 
- 2phase ground fault 

 



Using the Dynamic Model to the Transition . . . 87

 
 

Fig.2. Bookmark for settings faults conditions in an environment of Dynamic Model 

 
The user receives information about the progressions of the variable such as voltage, 
current or frequency, of rotation speed in case of cogeneration unit. It is possible to 
follow time sequence of selected variable signals. Basic mathematical operations with 
these signals such as sum, difference, product and calculation of TRMS) is allowed by 
using of post-processing. 

Perfect communication between production and consumers of electricity is the 
basic building block of Smart Grid philosophy. The information about current power 
consumption is given not only to final users, but mainly to electric power control 
center by so called smartmeters. For possibility of online power flow analysis in the 
Smart Region area the data from smartmetering was implemented into the 
environment of the dynamic model. Incoming data was also modified, because of their 
form of 15minutes record of energy and voltage values, while the dynamic model 
processes data in form of one hour record of electric power and voltage values.  

 

2.2 Aims of next solution 

The next stage of development of the dynamic model will be based on the so called 
complex solver of occurring events. The priority of warning messages, which is able 
to generate by the dynamic model (transformer overload, line overload, overvoltage 
etc.), will be pre-determined.  If the occurring event became (operating or fault one), 
several possibilities of network topologies changes will be suggested and calculated 
by the dynamic model. Then there will be made a calculating of the weighted average 
of their generated warnings messages. Final options of analyzed network will be select 
by user according this weighted average of warning messages. 



88 Marián Uher

Another stage of innovation will involve the integration of renewable sources of 
electrical power into the environment of the dynamic model. Therefore it is necessary 
to create the models of renewable sources such as wind turbine or solar plants. These 
models will be implemented to the mathematical model of analyzed network, and also 
computational core of the dynamic model system will be modified accordingly. There 
is also expected with the connection of the dynamic model to the system of climatic 
conditions prediction.  As shown in Fig. 3., approximate power consumption of 
analyzed network will be known, and using the prediction system also amount of 
energy produced by renewable source will be known for several hours in advance. The 
user receives information about what amount of electric energy must be produced by 
the other sources. 

 

Fig.3. Philosophy of renewable sources including 

Conclusion 

The performance of power flow optimization using the dynamic model is carried 
out in several stages. Some of them are already realized. 

The main task of the first stages was to create the equivalent model of real devote 
distribution network, which is currently rebuilding to Smart Grid technology.  

The subject of second stage of development was to create the user interface for 
presenting calculated results. Also realizing of experimental measurements in the area 
of smart region was task of this stage. 
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While last and very important stage has lead to implementation of data from 
smartmetering, which are necessary for so called online analysis.   

The aim of the next stages of the dynamic model development is to create the 
complex solver of occurring events and inclusion of renewable source of energy. 
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Abstract. This article is about current status of wind power engineering not on-
ly in Czech republic but in whole world. We can notice increasing number of 
newly built wind powerstations in last years which has a result in increase of to-
tal number of operating wind turbines. There exist different types of used sys-
tems which are producing electric energy, but all of them have influence to 
quaility of produced electric energy. Parameters of this energy are measured, 
analyzed and evalueted according ČSN EN 50160. 

1   Introduction 

Renewable energy sources are increasingly being incorporated into the energy sys-
tem, especially in terms of the clean energy production compared to fossil and nuclear 
fuels, and also because of the support from EU which is bigger and bigger. These 
resources are not dependent on fuel supplies from unstable sources and on the sun and 
wind availability. 

Usage of renewable options are limited on certain levels in Czech republic. This is 
a result of the lack of locations which are suitable for OZE construciton, territorial 
limits, which are given by law (protected landscape areas, national parks, historical 
sites, military areas, etc.), and restrictions connected with social and psychological 
nature (attitude residents, impact on landscape character). 

Reliability of electricity supply from renewable sources is important in terms of dis-
tribution and transmission networks. Stochastic and unstable supply of electricity have 
results in higher demands on the operating reserve and the constant increase of  in-
stalled capacity from  renewable energy sources is threatening the stability of electric 
networks. 

2   Wind Energy in Czech Republic  

The most significant development and construction of wind turbines in our area 
was in 2006 and 2007, when it doubled the amount of installed capacity. On the other 
hand, wind energy had significant decrease in last few years when comparing to the 
global trend of increasing the share of electricity generated from renewable resources. 

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2012, pp. 90–95.
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There was installed 23 MW of wind energy in 2010, which is 45% less than in 2009. 
In 2011 were installed only 2 MW. This number is the smallest since 2004 and speaks 
about the fact that even political support is still very low. This could be changed if the 
government would accept law about supported energy resources and other law stand-
ards related to this field. At the end of 2010 was installed 1727 MW in solar energy. 

 

Fig. 1. Installed wind power in Czech 
Republic 

Fig. 2. Production of WTGs from the 
entire CR in GWh 

The total electric energy produced in 2011 was 397 GWh, which is roughly equal 
coverage of consumption in 113,000 households. 

3   Wind Energy in Europe 

According to statistics from Europe and the world is more than evident that the de-
velopment of wind energy, unlike the CR, is certainly not in decline. Rather the oppo-
site. 

 
 
Fig. 3. The share of each country's total 
installed capacity of WTGs in the EU 
(GW) 

 

Fig. 4. New sources of energy put into 
operation and decommissioning in the EU 
in 2011 (MW) 
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There were added another 9,616 MW wind installations in Europe, which is almost 
the same number, which was in 2010. The installations were 21,4% of the totally in-
stalled capacity of all electricity resources last year. 

The increase was also recorded on offshore wind farms, which increased in Europe 
over the last year by 866 MW. Overall capacity was increased by offshore installa-
tions to 3814 MW and more 2400 MW are in construction. Europe has totally over 97 
GW in wind energy (EU has 94 GW). 

4 Wind Energy in the World 

World statistics achieved the value of 238.3 GW in the wind energy at the end of 
2011, new installations exceeded 41 GW in 2011, which represents an annual increase 
of 20,9 %. Between the states with the largest amount of installations belongs China 
(62,733 MW), USA (46,919 MW), Germany (29,060 MW), Spain (21,674 MW) and 
India (16,084 MW). It is interesting that wind energy overrun half of installed capaci-
ty in nuclear energy last year, which is now 368 GW. 
 
 

 

 

 

 

 

 

 

 

 

 

Fig. 5. Overview of cumulative installed wind power in the years 1995 - 2011 in the world and 
Europe (GW) 

5 Analysis of the Influence the Wind  Power on the Network 

Currently the most of the wind farms in the Czech Republic are equipped with 
asynchronous generators as a source of electrical energy. For wind power plants of 
small and medium-power up to about 300 kW are used most often asynchronous gen-
erators with squirrel rotor connection to the grid through the thyristor trigger or asyn-
chronous generators with switching the number of poles. The advantage of these sys-
tems is their relatively simple construction and low maintenance requirements. Their 
disadvantage is the low efficiency of the system especially at lower wind speeds, be-
cause the active power supply is conditioned by over synchronous speed of asynchro-
nous generator. Other disadvantages include the lack of reactive power compensation, 
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which is in the most cases designed as a stepped switching and unwanted transients 
that are associated with switching asynchronous generator to the grid, respectively 
with connection of compensation equipment. If thyristor trigger control is used as a 
switching device it is possible to optimize current surge accompanying the connection 
by changing the angle of semiconductor devices. However, if happens at the moment 
of connection of the wind farm to the grid a sharp change of torque on the shaft of the 
motor due to strong wind turbulence, wind flow, the control system is not able to re-
spond to this change and the connection is not fully optimized. This causes defor-
mation of the machines current and the corresponding voltage distortion at the connec-
tion of wind power plants. Deformation of voltage and current is further enhanced if 
the power of the wind taken out to the grid connection point by long cable line. If the 
mount point of wind power is selected as an end in a radar grid arrangement, it may 
affect the voltage of the system at a given point. 

For large wind power (hundreds of kW, units of MW) are currently the most used 
management systems with asynchronous generator with wound (slip-ring rotor) which 
uses the drive co-operation with heat recovery unit. It is a system in the cascade con-
nection. Using a wind power control system with a frequency converter is possible to  
use better energy of wind flowing and guarantee stable supply of electricity into the 
grid. 

If the system operates in a cascade, the generator stator is directly connected to the 
electricity grid (via LV/MV transformer) and wound rotor generator is powered by the 
drive. The process of this device is provided on multiprocessor basis. Management 
system evaluates wind speed and the engine's torque. Momentary characteristc of the 
engine is adapted to this. The voltage and current course on the generator rotor is 
controlled to maximize the use of wind energy, provided the minimum negative im-
pact on the grid. Capacity which is driven by the inverter is fractional comparing to 
capacity of power generator, and therefore effects may be small on distribution net-
work. The control system also ensures connecting to the network with minimal impact 
on current and generator operation without significant surge events. In modern wind 
turbines is used switching stator Y-D to reduce current surges. 

5.1 Reversing the effects of the power network 

It is necessary to limit the retroactive effects of local plants to avoid disturbing of 
the other customers and operations in the PDS. It is necessary to proceed from reverse 
effects and their permissible limits principles. 

The factories can be connected  without further control of reverse effects can if the 
ratio of short-circuit network performance SkV to the rated output device SrA is greater 
than 500. 

If you leave your equipment to verify in a respected institute, it is possible to in-
clude to the assessment of the connection conditions favorable factor SkV/SrG (<500), 
where the apparent SrG generator output/production units is. For wind power you need 
to submit a certificate, test report, etc. on the rear of the expected impacts. 

The individual assessment of the connection of one or more of their own plants in a 
single point of common coupling must be based on the following boundary conditions. 
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Deviation of voltage 

Allowed deviation of voltage for a common point in the supply network is ∆umax,nn 
≤ 3 %, and for a common point in the supply network voltage and 110 kV ∆umax,vn ≤ 2 
%. 

Voltage fluctuations (flicker) 

For the assessment of one or more plants in one place forwarding is needed with 
regard to fluctuations in voltage causing flicker  to observe at point of common cou-
pling low voltage and high voltage threshold level of long-term perception of flicker 
Plt ≤ 0,46 and in point of common coupling limit of 110 kV Plt ≤ 0,37. 

In factory with more of individual devices is necessary to calculate separately for 
each Plt and the resulting value for flicker in the point of common coupling deter-
mined by: 

Harmonics and interharmonics 

Harmonics and interharmonics are generated mainly in devices with inverters or 
frequency converters, but also by other sources of generators forming an interface 
with the grid. Harmonic and interharmonic currents emitted by these devices must 
indicate the manufacturer, for example, type test report. 

6 Conditions for Conection 

To prevent the introduction of reverse voltage to the PDS network is needed to en-
sure the technical measures in order to connect to the network's own production PDS 
was possible only when all phases of the network are under voltage. 

6.1 Connection of synchronous generators 

The synchronous generator has to have a synchronization device which can be ob-
served the following conditions for synchronization: 

- voltage difference 
nUU %10±<∆  

- diference frequency Hzf %5,0±<∆  

- phase difference °±< 10  
Depending on the ratio of the impedance of the generator may be necessary to 

avoid unacceptable effects on the network re-set for switching narrower limits. 

6.2 Connection of asynchronous generators 

Asynchronous generators ups drive must be connected without tension at speeds 
within 95 % to 105 % of synchronous speed. For asynchronous generators capable of 
close system, which is not connected without tension, to be followed as switching 
conditions for synchronous generators. 
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6.3 Connecting plants with the inverters, eventually frequency converter 

Inverters may be actuated only when the AC side is energized. For custom made 
with inverter capable of operating the island that are not switched without tension, it is 
necessary to comply with applicable switching for synchronous generators. 

7 Conclusion 

Power Quality is not only determined by the quality of supply, but also the reliabil-
ity of power supply. In this context, an important criterion for planning production and 
consumption of electricity. Some types of renewable resources. Especially those re-
quired for its operation some kind of fuel are characterized by great irregularity of 
supply. For this reason, consideration of replacement of a significant proportion of 
electricity consumption by these sources problematic. One of the ways to assess the 
feasibility of using renewable potential is to compare the overall performance of these 
sources at different times of the energy diagram. 

The impact of the electricity produced wind power plant, which is connected to the 
electricity grid is dependent on the hardness of the network and the active and reactive 
power wind turbines. Voltage quality can influence the correct choice of site for a 
common connection point. With regard to emissions and their harmonics and multi-
ples are particularly problematic and odd harmonics are dependent on their own pro-
duction facilities, but may also contribute to a negative power factor correction device 
on the network. 

Acknowledgement 

This work was supported by the Czech Science Foundation 
(No. GA ČR 102/09/1842) and by the Ministry of Education, Youth and Sports of the 
Czech Republic (No. SP2012/188). 

References 

[1] Unger, J., Krejci, P.: Influence of Wind Power Plants on Power System, EPE 2012,          
s. 529-533 

[2] Hradilek Z., Sumbera T.: In Reliability od Electrical Power Supplies from Renewable 
Sources, EPE 2010, s. 401 – 406 

[3]  URL: <www.csve.cz> 

 
 



Laboratory Research on Production of Hydrogen
in the Electrolyzer

Jan Vacuĺık
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Abstract. This paper elaborates on the hydrogen technology with respect to 
electrical power accumulation in hydrogen via Hogen GC 600 electrolyser. The 
measurements contained in the paper illustrate laboratory research of hydrogen 
generation in the electrolyser which are being taken at the Fuel Cells Laborat-
ory, VŠB – Technical University of Ostrava. 

1   Introduction

Electrolyser is, in terms of efficiency, the weakest element of electrical power hydro-
gen accumulation cycle. For this reason we have focused our attention on research 
aiming at enhancing the efficiency of connected Hogen GC 600 electrolyser. During 
last research we have found that the total efficiency of our island hydrogen system is 
less than 9 %. This very low efficiency is caused by production cycle of hydrogen. 
Our current research consists in the effort to improve the efficiency of used hydrogen 
generator (electrolyzer) Hogen GC600, because this electrolyzer is the least efficient 
part of hydrogen storage system. 

2   Electrical power hydrogen accumulation

To accumulate electrical power with help of hydrogen technologies and at the same 
time use the advantage of zero-emission renewable energy sources (RES), hydrogen 
must be generated by water electrolysis. An osmotic unit in an electrolyser processes 
modified water at the time of low load in electricity system or with use of electrical 
power from photovoltaic panels (at the Fuel Cells Laboratory, VŠB-TU). 

Generated hydrogen can be stored in cylinders with laminated walls. The inner wall 
is made of stainless steel to resist effects of pressurized hydrogen; the outer wall is 
made of steel suitable for necessary preassures. Produced hydrogen is then stored in 
pressurized containers with laminated walls. The inner wall of the container is made 
of stainless steel to withstand the effects of hydrogen pressure.  The outside of this 
container is made of steel suitable for required hydrogen pressures. The electrolyser 
used in our laboratory is able to compress gas, therefore there is no need for a com-
pression unit.

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2012, pp. 96–101.
VŠB – Technical University of Ostrava, FEECS, 2012, ISBN 978-80-248-2769-8.



Laboratory Research on Production of Hydrogen in the Electrolyzer 97

Hydrogen generation cycle contains two basic procedures:
a) generation – H2O electrolysis  takes place in an electrolyser which trans-

forms electrical energy into chemical one the basis of synthetically produced 
fuel – hydrogen

b) storing, transportation of hydrogen resp.

3   Electrolysers  

Hydrogen is acquired in a process of decomposition of demineralized water – electro-
lysis. If the energy used for the hydrogen production is generated with renewable en-
ergy sources, such as wind power generator or photovoltaics ( at VŠB-TU) and burn-
ing of fossil fuels is avoided, the process of hydrogen generation is very clean and 
emission-free (no CO2, SO2, NOx, etc. emissions). 

Electrolyser is a series of cathodes and anodes immersed in water with added elec-
trolyte (often KOH potassium hydroxide) to increase conductivity. 

A polymerous electrolyte with ion exchange membrane seems to be very promising. 
Porous electrode layers are applied on both sides of the membrane and the current is 
conducted with H3O+ ion at the cathode and OH- ion at the anode. The thickness of 
the membranes is >1mm. [1]

4   Efficiency research

The task of laboratory measurements was to analyse the changes of efficiency of Ho-
gen GC 600 electrolyser  with different pressures on the electrolyser  panel (fig.  1). 
The pressure can be adjusted within the span 3 – 13,8 bar. Hydrogen flow within the 
span 0 – 300 cm3 / min  and 0 – 600 cm3 / min is also dependent on the set pressure. 
The level of the flow is displayed on the flowmeter connected between the electrolys-
er  and the hydrogen-storing cylinders.  At the same time the date on the flow are 
stored  in  a  computer  with  expert  software.  The  data  can  be  further  analysed  for 
needed overview and graphs. [2]

Fig. 1. Hogen GC600 Electrolyser

2
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4.1   Measurements in 30-minute periods

The needed measurements are in Tab. 1-5 informing on values in given time periods 
and also average values of adjusted criteria.

Table 1. Adjusted value 7 bar

7 
b

ar

Time
(s)

Consumpti-
on (Wh)

Volume H2 

(litry)
EEQ
(Wh)

Effi-
ciency 

(%)

Hydrogen 
pressure 

(bar)
0 0 0,00 0,00 0,00 5,93

300 48 1,75 5,62 11,70 5,93
600 94 4,58 14,70 15,64 5,93
900 132 8,68 27,87 21,11 5,93
1200 169 12,28 39,42 23,33 6,00
1500 198 15,45 49,60 25,05 6,00
1800 233 18,7 60,03 25,76 6,00

Average 124,86 8,78 28,18 17,51 5,96

Table 2. Adjusted value 8 bar

8 
b

ar

Time
(s)

Consumpti-
on (Wh)

Volume H2 

(litry)
EEQ
(Wh)

Effi-
ciency 

(%)

Hydrogen 
pressure 

(bar)
0 0 0,00 0,00 0,00 6,07

300 46 3,09 9,92 21,56 6,07
600 88 7,02 22,54 25,61 6,07
900 121 10,96 35,18 29,08 6,07

1200 159 14,54 46,68 29,36 6,21
1500 203 18,66 59,90 29,51 6,21
1800 232 21,55 69,18 29,82 6,21

Average 121,29 10,83 34,77 23,56 6,13

Table 3. Adjusted value 9 bar

9 
b

ar

Time
(s)

Consumpti-
on (Wh)

Volume H2 

(litry)
EEQ
(Wh)

Effi-
ciency 

(%)

Hydrogen 
pressure 

(bar)
0 0 0,00 0,00 0,00 6,21

300 45 3,71 11,91 26,47 6,27
600 74 6,47 20,77 28,07 6,27
900 104 9,7 31,14 29,94 6,34

1200 137 12,95 41,57 30,65 6,34
1500 175 16,04 51,49 29,42 6,34
1800 200 19,08 61,25 30,63 6,34

Average 105,00 9,71 31,16 24,98 6,30

3
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Table 4. Adjusted value 10 bar
10

 b
ar

Time
(s)

Consumpti-
on (Wh)

Volume H2 

(litry)
EEQ
(Wh)

Effi-
ciency 

(%)

Hydrogen 
pressure 

(bar)
0 0 0,00 0,00 0,00 6,34

300 35 3,95 12,68 36,23 6,41
600 64 6,78 21,77 34,01 6,41
900 84 9,66 31,01 36,92 6,41

1200 113 12,08 38,78 34,32 6,48
1500 143 15,78 50,66 35,43 6,48
1800 176 18,80 60,35 34,29 6,48

Average 87,86 9,58 30,75 30,17 6,43

Table 5. Adjusted value 13,79 bar

13
,7

9 
b

ar

Time
(s)

Consumpti-
on (Wh)

Volume H2 

(litry)
EEQ
(Wh)

Effi-
ciency 

(%)

Hydrogen 
pressure 

(bar)
0 0 0,00 0,00 0,00 6,76

300 36 3,57 11,46 31,84 6,83
600 70 7,18 23,05 32,93 6,83
900 96 10,25 32,91 34,28 6,83

1200 131 13,88 44,56 34,01 6,96
1500 165 16,92 54,32 32,92 6,96
1800 190 20,30 65,17 34,30 6,96

Average 121,29 10,30 33,07 28,61 6,88

4.2   Measurement evaluation

Graphics and table images illustrate generation cycle of hydrogen in Hogen GC 600. 
The starting value of pressure is 7 bar (so-called „cold“ condition) and the maximum 
value is 13.79 bar. Other adjusted values are taking into account a warmed up electro-
lyser with pre-heated water which means higher efficiency of the process. 

Tab. 6 shows comparison of average values of all measure pressures. The most im-
portant indicator was efficiency which proved to be highest with pressure adjusted on 
10 bar. 

Efficiency is closely connected with another critical parameter - electrical power 
consumption during the generation cycle. As graph 1 shows, consumption decreases 
with rising pressure manually adjusted on the electrolyser unit. Consequently, hydro-
gen  generated  during  electrolysis  is  compared  with  equivalent  energy  quantum 
(EEQ).

4
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Table 6. Average measurement values

Criteria

30
minutes

Consump-
tion
(Wh)

H2 volume
(litry)

EPA
(Wh
)

Effi-
ciency (%)

Hydrogen 
pressure

(bar)
7 bar 124,86 8,78 28,18 17,51 5,96
8bar 121,29 10,83 34,77 23,56 6,13
9 bar 105,00 9,71 31,16 24,98 6,30
10 bar 87,86 9,58 30,75 30,17 6,43

13,79 bar 98,29 10,30 33,07 28,61 6,88

Graph 4. Overview of average electricity

5   Conclusion

The research principle was to adjust different pressures which the electrolyser span 
allows. In this case the span was 7 – 13,79 bar. Each pressure was adjusted for a peri-
od of 30 minutes.  

In the course of measurements a few machine failures occurred resulting in break-
down condition. The machine would cut off due to low-quality water or low level of 
water. A warning would flash on the display calling for immediate service - repeated 
pressurizing cycle. Each of those failures caused increase in power consumption and 
therefore decrease in efficiency at particular pressure. Such failures are irrelevant to 
the focus of our research and therefore can be neglected at data processing. 

In all aspects the least efficient seems to be the pressure value of 7 bar. Up to 10 
bar the efficiency continuously grows and the power consumption falls. With pres-
sure adjusted on 10 bar, the electrolyser works most efficiently disproving the pre-

5
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sumption that an electrolyser works best at maximum pressure 13,79 bar.  As for poor 
parameters of 7 bar pressure, the fact that it is a starting value and reaction water is 
still cold could misrepresent the findings. 
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Abstract. Photovoltaic power plants are categorized as ecological and 

renewable sources of electricity. With their growing number, however, increase 

the negative feedback effects on connection point caused by their operation. 

With using the optimal system, it is possible to realize the requirements of the 

operator of distribution system into which the photovoltaic power plants power 

is taken out. Among the major negative feedback effects are changes in 

voltages, instability and quality of power energy deliveries. A possible solution 

presents an accumulation of electrical energy to reduce the undesirable 

feedback effects. In this article are defined the basic parameters of the 

accumulation facilities operated by photovoltaic power plant in  order to reduce 

the negative feedback effects of photovoltaic power plants and improve the 

security and reliability of power system in which is the power taken out. 

            Keywords: Photovoltaic power plant, Voltage change, Power factor 

1 Introduction 

The voltage change is one of the most important negative feedback effects induced by 

the operation of FVE connection point. The voltage change in the distribution 

network occurs due to power changes of connected sources and loads.  The voltage 

change in one node is reflected in voltage changes in the other network nodes. 

Recently, we have come across with a large number of diffuse sources in practice. In 

these networks, the problem is specified to comply with changes in voltage.   
According to the operating rules of a distribution system, Annex 4 cannot increase the 

tension caused by the operation of generating plants connected to the worst case in the 

connection point exceed ΔuNN ≥ 3 % compared with the voltage without connection. 
The limit value of 3% is related to the permanent operating voltage. The compliance 

of the prescribed conditions prevents the introduction of significant voltage changes. 

It helps to control and stabilize the voltage at all points in the network. [1] Another 

problem is the power supply PV power plant in the neutral power factor. By PPDS.4 

is it 0,95-1 inductive and 0,95-1 capacitive power factor. [1] The operating mode PVP 

expects the annual utilization of installed capacity from 900 to 1 100 hours per year. 

This means that the plant is operated for most of the time with a lower or minimum 

power. This results in the production operation with capacitive power factor - the 

supply of capacitive reactive power into the grid. The capacitive power factor causes 

greater variation voltages in the connection point. [2] 

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2012, pp. 102–107.
VŠB – Technical University of Ostrava, FEECS, 2012, ISBN 978-80-248-2769-8.
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2 Analysis operation FVE 70 kWp 

 

FVE is located in the Czech Republic and has an installed capacity of 70 kWp. There 

is the monocrystalline technology used and the power is led by NN (400/230 V) radial 

network. Network model is created by using the software E-vlivy. E-vlivy allow you 

to simulate the voltage conditions in the network with an installed FVE power plant 

before and after connection.  

 
 

Fig.1 connection diagram (Sk =0,25 MV∙A) [3] 
 

 
Fig.2 power ratios FVE 

 
In Fig. 2 you can see, how the power FVE conditions can dynamically change in a 

cloudy day. These power conditions have negative effects on the change in a voltage 

connection point. In comparison with the resulting changes in the values voltage for 

node U10 cloudy and clear days are graphically illustrated in Fig.3. 
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Fig.3 change of voltage the connection points 

 

Fig. 3 shows the voltage change during one day of the operation FVE. The greatest 

change occurred about one o'clock in the afternoon. The value is closer to 8% at 

maximum power FVE and 45% network load. To comply with the requirement of 3% 

FVE would have to work up to 30% of its maximum capacity. In 90% of the network 

load according to the results software E-vlivy voltage change could be up to 14%. 

Fig.4 [2] [3] 

 

 
Fig.4 changes in voltage at node U10, max power FVE and changing the network 

load [4] 
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3 Accumulation of electrical energy 

The results of the chapter two are visible crossing limit values determined by the 

standard EN 50160 and PPDS. Specifically: 

 

 Deviation supply voltage    

 Fast voltage changes  

 Changes voltage  at maximum and variable power 

 

The reason for installing accumulation device is the suppression of reverse effects on 

the distribution system. Accumulation device is able to accumulate power peaks and 

also subsidize power decreases during the day. FVE is supplemented by energy 

accumulation with the storage battery which offers several options for configuring the 

operation of the electric battery with FVE. 

 

 

3.1 Powers accumulation  
 

This option involves the removal of rapid change power FVE and related changes 

voltage. It serves to cover declines and capture power peaks. In this case it is used the 

performance version of the battery. It has a short charging and discharging times, 

which carry a large number of cycles and high performance. The advantage is a 

smaller capacity battery. The battery absorbs rapid changes in the supplied power 

during cloudy days. Eliminates rapid changes in voltage Fig.5. The advantage of this 

system accumulation is the removal of rapid changes in flow power. Fluctuations and 

overflows into the 22 kV power grid. Working conditions FVE with power 

accumulations: 

 

During the first operating state, when power FVE is small. Total power FVE is used 

for charging accumulation device. The estimated charging energy efficiency is 0.9. 

 

During the second operating condition, the power of FVE is used for charging 

accumulation device and remaining part is supplied to electrical network. The 

charging power is controlled so that the power of battery was sufficient during sudden 

loss of power FVE. With the increasing power, FVE increases the size of the 

accumulated electric energy. During rapid loss of power, FVE is power supplied to 

the electricity grid funded from the battery. The power system is controlled by the 

size and duration changes and the battery charge. For longer lasting power drop, FVE 

is power supplied from the battery gradually reduced. When the power is restored, 

electricity from photovoltaic power plant system performance is increased and power 

peaks are dampened and used to charge batteries. For long loss of power FVE is 

battery disconnected. Rapid declines power FVE from the battery is replaced. Energy 

battery is reduced to the desired level. Reduction energy of battery is necessary to 

ensure the ability to accumulate power peaks FVE the following day. 
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Fig.5 powers of accumulation 

 

3.2 Energy accumulation 
 

The variant energy accumulation is used to accumulate energy of FVE for use during 

the peak of a daily load diagram. It is also used to supply power to grid in a selected 

time interval. 

The energy version of an accumulator has a longer charge and discharge times. The 

energy version of an accumulator has less power, but high capacity batteries. The big 

advantage of the energy version is the possibility to predict the power supply, the 

possibility to remove rapid changes in the network flow of power and changes voltage 

in node U10. It allows an even supply of electricity to the grid with the power factor 

equal to one. The disadvantage of this version is the high cost of batteries. 

 

 
Fig.6 energy accumulation 
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Fig.7 connection FVE with the accumulation  

 
The main objective of the energy accumulation is a reduction of negative impacts 

caused by operation FVE on the distribution network. Energy produced in excess of 

levels is stored in batteries and then it covers the supply drops of FVE. The remaining 

part of the energy is used to extend the power supply to the network. 

4 Conclusion 

The basic options of the energy accumulation in batteries for the use in the 

distribution system are described in this article. This solves the problem of negative 

effects on the distribution system, mainly the voltage change in the connection FVE. 

The application itself in the accumulation system is after the design phase and in the 

stage of production and construction. The calculated and devised parameters of the 

accumulation system can be verified after installation and commissioning of the 

system. The information obtained from the accumulating system was also used to 

improve the hybrid island grid on VŠB-TUO. 
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Abstract. The article deals with building heating Assembly Hall at VSB - 

Technical University of Ostrava. The Assembly Hall is fitted with warm-water 

floor heating and hot-air system. The source of heat comprises 10 heat pumps 

with the total output of 700 kW. The source of low-potential heat is represented 

by a system of 110 boreholes to the depth of 140 m each. Auxiliary heat source 

is then formed by a calorifier room of the central heat supply system.  

Keywords. Heating, heat pumps, geothermal energy. 

1   Introduction 

The paper deals with heating in large-capacity buildings. An example of a large-

capacity building heating system is the Assembly Hall building at the VSB – Tech-

nical University of Ostrava. Then Assembly Hall heating comprises three systems; the 

warm-water floor heating, radiators and the hot-air system. 

2   Description of Heating Assembly Hall Building 

The Assembly Hall and Information Technologies Centre building is heated by means 

of geothermal heat pumps. The source of low-potential heat is boreholes. Heat pumps 

supply 82-85% of heat to the building in an average year. Bivalent, i.e. auxiliary, heat 

source is a calorifier room within the central heating system. The total built-up area is 

3,917 m
2
.  The source of heat is formed by 10 heat pumps manufactured by the IVT 

company of Sweden with the total output of 700 kW using the system of 110 bore-

holes to the depth of 140 m each. These boreholes are situated in the parking area at 

Assembly Hall and library buildings of the VSB – TUO. Internal fittings in these 

boreholes include four-pipe pattern arranged in two loops of PE piping of DN 32 mm 

type provided with a special connecting base. These boreholes have been installed 

with approximately 70,000 m of polyethylene pipe. Boreholes have been injected with 

cement-concrete mixture. The primary circuit is filled with antifree heat-carrying liq-

uid amounting to the total volume of 18000 litres. The system of 110 boreholes is 

concentrated into five collection shafts, which means 22 boreholes per 1 shaft. Every 

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2012, pp. 108–113.
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shaft is also provided with a separate pipe with its independent circulation pump. The 

heat loss of Assembly Hall equals to 1,200 kW at the outside temperature of -15 °C. 

The heating system comprises floor heating, radiators and air-conditioning. Individual 

heating systems have been designed for low-temperature gradient. Production of do-

mestic hot water is provided by means of plate exchanger in hot water accumulation 

tanks. 

 

Fig. 1. Heat Pumps - 10 units   Fig. 2. Circulation Pumps in Primary Circuit 

Table 1. Output parameters of heat pump in accordance with EN255 

Temperature 

(°C) 

Heating output 

(kW) 

Electric input  

(kW) 

Heating factor 

(-) 

0/35 67,8 16,7 4,06 

0/50 69,8 22,3 3,13 

3   Evaluation of Data Measured 

Heat pumps are controlled by the ProCop Monitor software. The software ensures 

automatic monitoring of all values within 10 minute intervals and their continuous 

storing into database. The ProCop Monitor monitoring and visualisation system is 

distributed by Siemens company in the Czech Republic under Visonik Alfa trade 

name. The data used for evaluation has been obtained over heating season from 

2011/2012. Heating season subject to evaluation, i.e. the period from 2011 till 2012, 

began on 1st October and ended on 30th April each year. Table 2 shows evaluation of 

the course of heating seasons with energy supplied by heat pumps, energy supplied 

into air-conditioning – hot-air heating, energy supplied into the central heating system 

– floor heating and radiators, energy consumed by heat pumps and outside tempera-

ture details. Further details include the heating factor calculated over individual heat-

ing seasons. Heating factor is the essential parameter of a heat pump and it is calculat-

ed as the ratio of heat produced and electric power consumed. 
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Fig. 3. Heat pumps connection diagram Fig. 4. Connection diagram for energy sup-

plied from heat pumps 

Table 2. Energy supplied and consumed within heating season 

3.1   Evaluation of Energy Produced 

Graph 1 shows the course of energy produced by heat pumps in heating season. This 

energy is supplied into the central heating and air-conditioning systems by heat 

pumps. The Assembly Hall heating is provided rather by central heating system than 

the air-conditioning setup. That is due to the fact that floor heating operates with water 

of lower temperature provided by heat pumps. If the output temperature is lower, heat 

pumps work with higher heating factor. 

3.2   Evaluation of Energy Consumed 

Graph 2 shows the course of energy consumed by heat pumps in heating season. The 

volume of energy consumed is given by sum of energy required to drive the compres-

sor of heat pumps, circulation pumps in the primary circuit and power supply to the 

control. 

Heating season 2011-2012 

Energy supplied by heat pumps (GJ) 1445,97 

Energy supplied into air-conditioning (GJ) 305,84 

Energy supplied into central heating (GJ) 1140,12 

Energy consumed by heat pumps (kWh) 143178,50 

Average outside temperature  (°C) 4,15 

Heat pumps heating factor (-) 2,81 
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3.3   Heating Factor Evaluation 

Graph 3 shows the course of heating factor of heat pumps in heating season. This 

graph helps to determine the dependency of heating factor on the outside temperature. 

The heating factor experiences a slight drop with positive values of outside tempera-

ture and that is caused by initiation of heat pumps and circulation pumps. When the 

outside temperature reaches negative values, the heating factor is balanced, which 

means that heat pumps have enough of primary low-potential energy from boreholes. 

3.4   Temperature Course Evaluation 

Graph 4 shows the course of temperature within particular circuits of boreholes, input 

temperature of heating water and outside temperature within heating season. Heating 

in the Assembly Hall is ensured by means of low-potential heat with the system of 110 

boreholes. These boreholes are grouped into 5 circuits, which means there are 22 

boreholes per circuit. When the heat is being drawn from any of these circuits, the 

temperature inside boreholes will drop after a certain period. Such exploited circuit 

will be disengaged, allowing boreholes to restore their internal temperature, while 

another circuit will be used. Each circuit will be utilised for the period of 7 days. 

 

 

Graph 1. Course of energy produced by heat pumps in the 2011/2012 heating season 

 

Graph 2. Course of energy consumed by heat pumps in the 2011/2012 heating season 
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Graph 3. Course of heating factor of heat pumps in the 2011/2012 heating season 

 

Graph 4. Course of temperature within individual borehole circuits in the 2011/2012 heating 

season 

4   Conclusion 

Heating of large-capacity buildings can be achieved successfully by means of heat 

pumps. Heat pumps supply up to triple the volume of heat energy compared to the 

electric power they draw from mains. Heating with heat pumps is set for fully auto-

matic operation with performance control and the option for manual control depend-

ing on specific use of the Assembly Hall building. Data obtained by measurement on 

heat pumps refer to heating season 2011/2012. The data is used for evaluation of 

course of heating season with respect to the total volume of energy supplied by heat 

pumps, energy supplied into the air-conditioning system, energy supplied into the 

central heating, energy consumed by heat pumps and outside temperature. Further 

details include the calculated heating factor in heating season.  
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Abstract. In this paper, there is a description of Data collection system for 
application Artificial neural networks in controled drive. It used Digital Signal 
Controller TMS320F28335 and external interface (external static RAM 
module).  

1   Introduction 

The data cllection system is important for data collection and training of artificial 
neural networks. 

2   Application Artificial Neural Networks in Controled Drives 

Artificial neural networks have many advantageous properties for application in 
modern electric controled drives. This is mainly a property of approximate unknown 
system behavior with the required accuracy, learning ability according to set patterns, 
resistance to noise and distortion and does not need a mathematical description of the 
behavior of an unknown system. The prices of signal controllers is reduced, on the 
other hand the performace is increased. It is possible to aplly artificial neural networks 
in large scale. 

2.1   DC drive control structure 

Block scheme of the drive is shown in Fig. 1. Power section is composed of  DC to 
DC converter a DC motor. An armature current is controlled by current controller. A 
speed controller provides the speed control.  
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Fig. 1. Block scheme of DC drive. 

2.2   Control with conventional PID controller 

Convectional PID controller is used as the speed controller. It can be described as 
follows: 

( ) ( ) ( )mrefmdmrefmimrefmprefa dt

d
KdtKKi ωωωωωω −+−+−= ∫ ____

 (1) 

 
where ia_ref is the reference value of the torque producing current (armature current), 
ωm_ref and ωm are the reference and actual value of the rotor angular speed, Kp is the 
proportional gain, Ki is the integral gain, and Kd is the derivative gain. 

2.3   Sensorless control using Artificial neural networks 

The speed control requires a feedback signal which is obtained by the speed sensors 
such as digital shaft position encoder. These sensor is source of trouble. The main 
reasons for the development of sensorless drives are: reduction of hardware 
complexity and cost, increasing mechanical robustness, reliability.  
Removing speed sensors from a control structure of electrical drive leads to so-called 
sensorless drive, which naturally requires other sensors for the monitoring of currents 
and voltages.  
To realize the speed estimator [1], it is necessary to determine the appropriate 
structure of the neural network with appropriate input variables, which will implement 
the views defined by the following equation: 

[ ]wf ,,,, )1()()1()()( −−= kakakakakm uuiiω  (2) 
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It has been designed three layer feedforward 4-22-1 ANN (see Fig.2) with following 
inputs ia(k), ia(k-1), ua(k), ua(k-1), (armature current and voltage of the DC motor) and 
output ωm(k) (mechanical speed). 

 

 

Fig. 2. Artificial neural network speed estimator. 

3.   Data collection for application Artificial neural network in 
Controled drives  

Figure 2 shows that we need monitoring the quantities which enter into the artificial 
neural network. It is important for neural network training and implementation to the 
sensorless control. 

3.1   Experimental workplace with Data collection system 

The Experimetal workplace with data collection system block scheme is shown in Fig 
3. The right part of block scheme is Active load unit, the left part is controlled DC 
drive. 
 
The experimental workplace consist of DC motor and load unit (AC induction motor). 
Both motors are connected by common shaft. The position encoder is mounted too. 
The next level in this block scheme are two converters, two digital signal controllers 
and two control computers. There are common rectifier and DC link for both 
converters. 
 
Data collection system is connected to left digital signal controler. 
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Fig. 3. Experimetal workplace with Data collection system block scheme. 

3.2   Data collection system 

Data collection system is connected to Digital signal controller Texas Instrument 
TMS320F28335. In Fig.4 is block scheme of External interface connection [2]. 

 

 

Fig. 4. External interface connection 
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On the left side there is two statitc RAM memories and on the right side there is 
Digital signal controller. 
 

3.3   Practical realization of Data collection system  

It was used two 1M word x 16bit  low voltage static RAM (type r1lv1616rsa). The 
whole system is build on a small printed circuit board-point (see Fig.5). There are 32-
bit data bus, 20-bit address bus and control signals. 
The system is connected via the connector. 
 

 

Fig. 5. Practical realization of Data collection system. 

3.4 Software 

It was written a utility for saving of data into memory. And then it was written the data 
reading and sending over the serial interface to the master computer. 
 
The program for storing data in master computer will be generate. Neural networks 
will be trained. 

4 Conclusion 

In this article it was described the Data collection system for apllication Artificial 
neural networks in controled drives. There was suggested solutions with external 
interface (external RAM module).  
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Abstract. This work deals with simulation of sensorless vector control of 

induction motor using Kalman filter by HIL method. The text in the first part 

deals with the description of vector control with the structure MRAS. The 

second part describes Kalman filter. The third part describes HIL. In the last 

section of this document are shown simulation results for changes engine speed 

from 0 to 30 rpm, respectively, from 30 to -30 rpm. 

Keywords: Vector control, induction motor, magnetizing flux, torque, 

regulation, Kalman filter. 

1 Observers using systems with reference model 

MRAS observer structure with Kalman filter is shown in Figure 1. In this system, 

induction motor state variables are evaluated in the reference model based on the 

measured variables (stator voltages, stator currents). The reference model is 

independent of the speed and uses the voltage machine model. Adaptive model uses 

the current model of the machine and the mechanical angular speed of the machine is 

one of the input variables of this model. The difference between state variables is 

adaptive signal (AS)  ( ), which is evaluated and minimized most often by the PI 

regulator in the block adaptation mechanism, which performs the estimate value of 

the mechanical angular velocity  ̂  and adapts adaptive model until the desired 

behavior. With feedback, the observer is able to limit the impact of changes in 

machine parameters to the accuracy of the calculation. 

 
Fig. 1. MRAS with Kalman filter- basic scheme for the estimation of mechanical angular 

velocity. 
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1.1 Reference Frame MRAS 

Reference frame MRAS (RF-MRAS) is the simplest variant of observers working on 

the principle of MRAS. For the estimation are used equations, which determine 

derivation of the rotor flux of machine. 

1.2 Mathematical description RF-MRAS 

The reference model of MRAS method is based on the application of voltage model 

with derivation of rotor flux, which is in the stator coordinate system described by the 

following equation: 
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This model requires, that equation (1) expands to the component form: 
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Adaptive model of MRAS method with Kalman filter is based on the application of 

current model with derivation of rotor flux, which is in the stator coordinate system 

described by the following equation (4), which depends on the mechanical angular 

velocity. 
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Equation (4) can be written in component form: 
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The error signal entering to the controller is corresponding to the deviation of rotor 

fluxs and it is described by equation (7), after processing by PI controller, we get an 

estimate angular speed  ̂  on the output of adaptation algorithm - equation (8). 
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Equation (7) corresponds to the opening angle of both vectors. The sign of the error 

signal  ( ) then determines the type of request to change speed. Positive error 
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 ( )    requires increase of estimated speed and negative error  ( )    requires 

reduction. 

2 Description of Kalman filter 

Kalman filter is an adaptive filter used to model the states of discrete dynamic system. 

This technique was developed in the 60-ies to filter noise in electrical signals, but 

later found application in other areas. The advantage of this filter is its recursive 

structure, in which the coefficients in each step are adjusted on the basis of available 

information to provide the best estimate of future state. The new filter at every step of 

the filter correction arises from the previous step by the new incoming information 

without having to remember all previous values of input parameters. With the Kalman 

filter we can use the state representation, which allows us to create higher order 

systems working simultaneously as a system of mutually coupled systems of first 

order. 

 

Method of calculation: 

 

Equations of state and measurement equations: 

 

 ( )   ( )    ̃( ) Improvement = measured value - prediction  (9) 

 

 ̂( )   ̃( )   ( ) ( )  Estimation of state   (10) 

 

 ̃(   )    ̂( )  Prediction of state   (11) 

 

Kalman gain and error covariance equations: 

 

 ( )   ̃( )  (   ̃( )    )
  

  Kalman gain      (12) 

 

 ̂( )  [   ( ) ] ̃( )  Estimation of covariance matrix    (13) 

 

 ̃(   )    ̂(   )     Prediction covariance matrix  (14) 

3 Description of method HIL 

Hardware in the Loop (HIL) simulation is a technique that is used in the development 

and testing of complex real-time systems. It is a tool that connects the hardware 

(controller) with a mathematical model (managed system) in a closed feedback loop. 

To simulate this method a real control system and a mathematical model is required. 

The mathematical model is used to configure the control system. The control system 

generates an actuator variable dependent on the control deviation, which is the 
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difference between desired and actual quantity. The Control variable enters the model, 

then output variable (actual value) gets off from the mathematical model, and than 

gets back in to the control system. This simulation works in real time. Results of this 

simulation approaches to reality, because the control system with sensors and 

actuators is implemented as close as it would be in real. To the fact that the results 

would match the reality, we need a sufficiently accurate mathematical model, on 

which simulation accuracy dependents most. As soon as the control system is set up 

according to the requirements, a mathematical model can be replaced by the real 

system and the results can be compared. 

Figure 2 is a general diagram of the simulation using  method hardware in the loop. 

The meaning of values in this picture: y (t) ... process value, w (t) ... desired quantity, 

e (t) the..control. error, u (t) ... control variable v (t) ... fault value, reg ... regulator. 

 

 
Fig. 2. Diagram of Hardware in the Loop Simulation. 
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4 Results of simulation sensorless vector control of induction 

motor using Kalman filter by HIL method 

This section shows simulation results of sensorless vector control, which were 

recorded by program for setting control variables in LabVIEW environment. Control 

variable of magnetizing current was 4A and the desired speed was at first 30 rpm and 

then changed to -30 rpm. 

 

Fig.3.  Change the engine speed [rpm] from 0rpm  30rpm  -30rpm, the actual rpm (black), 

estimate rpm (red), desired rpm (blue). 

 

Fig.4.  Sin [-]. 

 

Fig.5.  Stator current   [ ]. 
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Fig. 6. The course of motor torque Mm [Nm], the electric motor torque (black), the load torque 

(red). 

 

Fig. 7. The course of the flux derivative of the engine    [V], the derivative flux    from the 

current model (black), derivative    flux from the voltage model (red). 
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Abstract: The paper presents the results of independent experimental 
analysis aimed at determining the magnetic properties of the selected type 
of toroidal transformer cores made from thin silicone alloyed sheets with  a 
low loss number used in our case in the manufacture of toroidal 
transformers for higher class audio power amplifiers. Another part of the 
paper deals with the results of the experimental analysis aimed at 
determining the effect of temperature on size and type parameters of the 
current loading of small toroidal and conventional transformers. The aim of 
this measure was to assess the effect of temperature and voltage values at 
no load current of the selected type of toroidal and conventional 
transformers put in a climatic chamber. Furthermore, our attention was 
drawn to the observations of the effect of temperature and magnetic 
saturation on voltage transformer cores and to approximate formulation of 
magnetic properties of metal core type transformers in the form of BH 
hysteresis characteristics. 
The samples were analysed and the waveforms U10, I10, U20 were measured 
and recorded. The measured values were then used for calculation of 
additional quantities of toroidal transformers (magnetic flux density, 
magnetic field intensity) that specify the magnetic properties of the 
measured samples. Finally, the measured results of both the toroidal and 
conventional transformers were compared.  
The temporal analyses of saturation of cores are the outcome of extensive 
and time-consuming measurements and registration of  signals in no-load 
state for various levels of supply voltage. The measurements were based on 
common knowledge of the properties of soft ferromagnetic materials. 

 

Keywords: Toroid transformer, idly current, BH characteristics, climatic 
chamber, temperature. 
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1 Introduction 

The aim of this exploratory analysis was to assess the effect of temperature and 
voltage values of the selected type of toroidal and conventional transformers 
under no load condition, i.e. for no-load current. The influences of temperature 
and voltage values of magnetic toroidal transformers were then described and 
theoretical findings were verified. 
The samples were analysed and waveforms U10, I10, U20 were measured and 
recorded. The measured values were then calculated for other quantities of the 
toroidal transformer characterizing the magnetic properties of measured samples 
(magnetic flux density, magnetic field intensity). 
The final part deals with the implementation of the comparison of the measured 
results for the toroidal and current transformers. 
During actual measurements, the knowledge of  ferromagnetic properties of soft 
magnetic materials used for production of transformer cores was employed. 

2 General and brief notes to the given issue 

An idle transformer is characterized best by its idle current. The size and shape of 
the current describes substantially the resulting properties of design, structural 
and magnetic characteristics of the transformer core material. In the known 
geometric dimensions and parameters of the transformer windings, the timing of 
this current together with the induced voltage signal can then be used for the 
analysis of magnetic parameters and ratios of magnetic core transformer. Such an 
analysis can then be used both for determination of the magnetic properties of the 
metal core and for the control analysis of the resulting saturation and losses as a 
result of the design and construction of the transformer. 

3   Experimental part 

In all, 4 toroid transformer samples supplied by Talema s.r.o. were used for 
measurements. 
These transformers were intended for power audio-amplifiers in higher classes. 
These transformers were placed in climatic chamber Vötsch 4018 for 
measurement. 
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Following samples were used for measurement: 
 

• 92 902   -   P1S4 CD 5x, supply voltage 230V (small transformer) 
• 92 166 - P2 S6 DGR 1053/3, supply voltage 230V (middle-size 

transformer). 
 

 
 
 
 
 
 
 
 
 
 
 

                                             a)                                           b) 
a) TR1A/B small, b) TR2A/B middle-size. 

 
Fig. 1. Example of individual samples 

 
The cores were made of the same material and with the same production 
technology. But they had different final technological finish. 
The core transformer 1A was subject to a thermal finish and varnished, the other 
cores are not treated for  final production. 
 

 
                                                 

 
Fig. 2. Example of  measured core samples 1A/1B 

 
Both of these cores were winding of electrical sheet made by ORB Steel Cogent, 
type M111 with a thickness of 0.30 mm, max. loss of 1.11 W/kg. 
 
The following samples were used for further measurement: 
 
 
 
 
 
 
 

   

 
Fig. 3. Example of individual samples 

 
a) TR1-230/24V;160VA, b) TR2-230/24V;22VA, c) TR3-230/18V;10VA, d) TR4-230/15V;3VA 

a) b) c) d) 
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This is the standard employment of transformers for various applications. The 
objective of these measurements on the transformers is, in particular, from the 
current value of nothing. Subsequently, these values are compared with the results 
measured on toroidal transformers designed for power audio amplifiers of a 
higher class. 
 
Design and preparation of the workplace 
 
To analyse the effect of temperature on the idle current of selected transformer 
types, the measuring workplace has been prepared; refer to the block diagram in 
Fig.4 
The transformers put in climatic chamber had primary and secondary windings 
brought out to the terminal placed outside the climatic chamber. The individual 
windings are successively connected to the measuring site, where the required 
quantities were registered.   
 

 
           

                                     

 
Fig. 4. Example of workplace 

 
-  Measuring resistor had a value of 1Ω. 
 
The power for analysed samples was supplied by an autotransformer and the 
value of voltage for each type of transformer was adjusted in the range from 50 to 
250 V. The individual toroidal transformers were put into the Vötsch VC 4018 
climatic chamber. 
The climatic chamber was always set to the required temperature before start of 
each measurement. The temperature set points for the climatic chamber: -40˚C,  
-35˚C, -30˚C, -20˚C, -10˚C, 0˚C, 10˚C, 20˚C, 30˚C, 40˚C, 50˚C, 60˚C, 70˚C, 
80˚C, 90˚C, 100˚C and 120˚C.  
After reaching the desired temperature in the chamber, the measured transformers 
were left at standstill for half an hour so as to reach the temperature stability of 
the measured transformers and all of their volumes.   
The records of the idle current signal and the induced primary voltage were 
performed using a Tektronix digital oscilloscope with GPIB communication 
interface and PC. 
WaweStar v.2.4 was used to convert the readings into a text format and these were 
then imported into Microsoft Excel to be processed further. 
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4 Measurement results 

Table 1. Samples of resulting U10, I10, U20   

 
Table 2. Samples of resulting U10, I10, U20 

 
  

 
  

Samples of  resulting U10, I10, U20 waveforms for 
measurements on conventional transformer at-40ºC, 
TR1 

Samples of  resulting U10, I10, U20 waveforms for 
measurements on conventional transformer at 100ºC, 
TR1 

 
Table 3. Samples of resulting U10, I10, U20   

 
  

Unvarnished toroid core at 120ºC,TR1A Varnished toroid core at 120ºC, TR1B 

 

 

Samples of resulting U10, I10, U20 waveforms for 
measurements on toroid transformer, load -40ºC, 
TR1A 

Samples of resulting waveforms U10, I10, U20 for 
measurements on toroid transformer at 120ºC, TR1A 
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5     Conclusion 

From the measured results of the analysed samples results  that the current load 
value in the range of set temperature range -40ºC to 120ºC is lower temperature in 
growing, whilst  this effect on conventional transformers was almost 
imperceptible. 
     The measured results of the analysed samples indicate that the value of idle 
current of toroidal transformers in the range of set temperatures -40ºC to 120ºC 
decreased  whereas this effect was almost imperceptible in conventional 
transformers. 
The magnetization of toroidal transformers made from very thin metal sheets with 
a high maximum permeability value decreased with increasing temperature, the 
hysteresis loop narrowed down proportionally along with   the losses ensuing rom 
it. This phenomenon can only be explained by a more profound description of the  
magnetization processes and magnetostrictive effects which was omitted for the 
need of this paper. 
Besides, it is evident from the measured results that the toroidal transformer 
denoted as Tr1A showed much smaller value than the sample 1B whereas both of 
them were made from the same material and with the same dimensions. The 
resulting difference in behaviour of otherwise identical transformers is given by 
intentionally different surface finish of the transformer cores. The magnetic core 
of sample 1A was unvarnished and thermally unhardened while the transformer 
core 1B was varnished and thermally hardened. The varnishing and hardening 
processes result in introduction of stress within the core and in enlargement of the 
transversal air gaps among individual layers of the transformer-core laminations 
and in deterioration of magnetic properties of all cores, making the idle current to 
rise. 
Change of the transformer winding resistance by changing temperature has no 
effect on the resulting transformer idling current, because of insignificant value of 
the winding resistance with regard to high value of the inductive reactance. 
As next it is obvious that the effect of temperature on the magnetic properties of 
the core is negligible with the normal quality of metal sheets. For very thin sheets 
of toroidal cores is the temperature effect significant due to their high 
permeability. At low temperatures magnetic properties of sheets turn to 
deteriorative, the current idling is increasing and at the same time the vibration 
and noise go up. 
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Abstract. The so called vector control of AC drives is nowadays commonly 
used method with relatively very good dynamics and accuracy. Both this 
parameters are in case of standard vector control limited by the character of PI 
or PID controllers. Latest research was only focused on small improvements of 
this method, especially on so-called sensorless drives. Heretofore little notice 
was taken of fractional calculus application, which pushes forward the 
boundary of accessible accuracy and dynamics of the controlled process. It was 
caused, among others, by problems with practical realization because the 
approximation processes brings considerable computing demands. Until now 
the research was focused first of all on the application in the area of DC drives, 
but only few contributions deal with the application in the control structure of 
AC drives. Thus, the main aim of this paper is to present the simulation results 
of vector control of an AC drive using above mentioned fractional order 
controllers and analyze the suitability of its use.  

1 Introduction 

Standard elements of industrial control applications are proportional-integral-
derivative (PID) controllers. The main benefit of using those types of controllers is 
the simplicity of design, because there are lots of suitable and very easy methods of 
design. The accuracy of this way controlled process is for major applications 
sufficient, however there are situations demanding better settling time respectively 
percentage overshot. As an example it can be used a technological process working at 
low or almost zero speed. 

2 Fractional order controllers 

It was mathematically shown, that generalization and extending of the integer order 
PID to the plane is possible. To this purpose it is used the so-called theory of fraction-
order calculus. The process of fractional integration and differentiation can be 
mathematical described in several manners. But mostly used is besides the Grünwald-
Letnikov definition the so-called Riemann-Liouville definition. It is given as (1) 

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2012, pp. 132–137.
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( ) ( ) ( ) ( ) τττ
α

αα dfttfD
t

∫ −− −
Γ

=
0

11
 (1) 

and for engineering praxis useable Laplace transform is shown in (2) as it is 
described e.g. in [1] - [4].  

( ){ } ( )sFstfDL αα −− =  (2) 

In the similar way it is possible to obtain a definition of fraction-order derivative, 
expression in Laplace domain can be found in [3]. 

If we go back to controllers, application of the mentioned theory causes following 
change of PID frequency response. Equation (4) represents the standard PID and 
equation (5) the fractional-order PID. 

( ) sTsTKsG dip ++= −1  (4) 

( ) δλ sTsTKsG dip ++= −  (5) 

It is obvious from the frequency responses that the integer order PID requires 
designing of three parameters and fractional order PID five parameters. This 
expansion enables more flexibility to controller design, as it was desired.  

On the one hand there are the mentioned benefits, but on the other hand it is 
necessary to mention, that this may also cause some problems. Firstly, standard 
design methods cannot solve this easily. Therefore it is necessary to use another one, 
e.g. particle swarm optimization technique. The next problem is selection of suitable 
FO operator approximation.  

3 Simulation results 

The described FO-PID was simulated by MATLAB-SIMULINK on a vector 
controlled AC drive with the induction motor. The controllers of quantities in control 
structure of AC drive with vector control were adjusted accordance with the 
parameters of the induction motor (type P 112 M04). 

Parameters of the fractional-order PID were set in this way: 
KP = 1, Ti = 3.5 and λ = 0.01, Td = 0 and δ = 0 
selected approximation and expansion: crone resp. cfe 

This adjustment of parameters means that in fact only fractional order PI controller 
was simulated. This approach was chosen due to high computing demands of FO-PID 
in case of practical realization, which should be in future carried out. 

Simulation was realized in three speed areas to sustain appropriate behavior in 
large speed range. In each situation was although monitored the demanded current 
time course, which is de facto the output variable from speed controller. Simulation 
results, representing the above mentioned, are shown in fig. 1. – 6.  



134 Jǐŕı FriedrichVector Control of AC Drives Using Fractional Order Controllers      3 

 
Fig. 1. Reference speed (black), standard controlled speed (red) and speed controlled using FO 

PI (blue) [rpm], area of very low speed. Time axis [s]. 

 
Fig. 2. Comparison of demanded current (area of very low speed). Standard vector control 

(violet), vector control using FO PI (yellow), [A]. Time axis [s] 
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Fig. 3. Reference speed (black), standard controlled speed (red) and speed controlled using FO 

PI (blue) [rpm], area of low speed. Time axis [s] 

 

 
Fig. 4. Comparison of demanded current (area of low speed). Standard vector control (violet), 

vector control using FO PI (yellow), [A]. Time axis [s] 
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Fig. 5. Reference speed (black), standard controlled speed (red) and speed controlled using FO 
PI (blue) [rpm], area of normal speed. Time axis [s] 

 
Fig. 6. Comparison of demanded current (area of normal speed). Standard vector control 

(violet), vector control using FO PI (yellow), [A]. Time axis [s] 
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Conclusions 

The aim of this research was to analyze the possibility of modern fractional order 
controller application in the structure of vector controlled induction motor. It is 
obvious from the above presented simulation results that the application of  fractional 
order controllers brings new quality and pushes forward the boundary of accessible 
accuracy and dynamics of the control process.  The only disadvantage is considerable 
computing demand on the control system. 

Simulation results fig. 1., 3.,  and 5. show that FO controllers can be used in wide 
range of speeds and already the use of simplified variant (FOPI) brings great 
improovment of speed control course, especially in area of low and very low speeds, 
which is in conformity with assumptions mentioned in literature. Fig. 2., 4.,  and 6. 
represent the fact, that during the control process is more appropriate used the 
maximum value of demanded current with positive impact on the time of regulation. 
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Abstract. The paper deals with simulation of electromagnetic and electrostatic 
field distribution in the real type lenses used in electron microscopes. The elec-
tromagnetic lenses were solved by finite element method using ANSYS 
software and electrostatic lenses were solved by finite difference method us-
ing SIMION software. This project and paper were created by financial 
support of state budget through the Ministry of Industry and Trade MPO-
CR, project n. FR-TI1/334. 

1   Introduction 

The lenses are used to bend rays of electrons so they are deflected in a predictable 
way from their original paths. Although electron microscopes which employ electros-
tatic lenses have been made, most microscopes use electromagnetic lenses. There are 
several reasons. Electrostatic lenses are more sensitive to the quality of the vacuum 
and cleanliness of the components than are electromagnetic lenses. Some lens aberra-
tions are more severe for electrostatic lenses compared to electromagnetic lenses. 
Electrostatic lenses require very powerful electrostatic fields which can lead for ex-
ample to electrical breakdown. For this reason, electrostatic lenses cannot be made 
with focal lengths as short as magnetic lenses. 

2   Electromagnetic and electrostatic lens 

The electron beam is divergent after passing through the anode plate and must be 
refocused. The simplest type of electron lenses are electrostatic, which deflect beam 
electrons using electrically charged plates. While a charged particle is in an electric 
field, a force acts upon it. The faster the particle the smaller the accumulated impulse. 
Thus substantial lenses are requires to deflect a high-voltage electron beam. Additio-
nally, electrostatic lenses require a very clean high vacuum environment to prevent 
arcing across the plates.  
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At present, electrostatic lenses most commonly are used to deflect and focus ion be-
ams in mass spectrometers. Microprobes and SEMs use magnetic lenses. Although 
electron lenses in principle behave the same as optical lenses, there are differences 
and the quality of electron lenses is not nearly as good as optical lenses in terms of 
aberrations. 

The first magnetic electron lenses were developed by M. Knoll and E. Ruska in Ger-
many in 1932. Their action is similar in principle to optical lenses, but electron lenses 
can be made only to converge, not diverge. Magnetic lens consist of two circularly 
symmetric iron pole-pieces with copper windings with a hole in center through which 
beam passes. The two pole pieces are separated by "air-gap" where focusing actually 
takes place. The magnetic flux diverges along the electron beam axis. 

2.1   Electromagnetic lens 

Typical construction of the electromagnetic lens produces a strong field of short axial 
extent necessary for formation of images at high magnification. The specimen is pla-
ced within the magnetic field of the objective lens. Thus, any field introduced by con-
taminants in the specimen can distort the field of the lens. Note that this also means 
that part of the lens field is on the front side of the object and affects the electron be-
am before it passes through the object.  

2.2   Electrostatic lens 

A basic understanding of electrostatic lenses is important for two main reasons: the 
electron gun uses electrostatic lens action to form the primary beam source and it is 
quite common for a charge to develop on the non-conducting contamination which 
may accumulate on physical apertures and transform them into weak electrostatic 
lenses which can distort the electron image.  

2.3   Lens defects 

Electron lenses are not as good as optical lenses in terms of defects of focus, called 
aberrations. Aberrations are of two types. Spherical aberrations, in which the outer 
zones of a lens focus more strongly than inner zones, are most important in magnetic 
lenses. The result is that electrons along beam axis are deflected less than electrons 
passing through beam periphery, yielding more than one focal point. Chromatic aber-
rations, in which electrons of slightly different energies are focused differently, are 
relatively minor because the electron gun produces electrons with essentially uniform 
velocities. Spherical aberrations are minimized by placing a spray aperture in front of 
the magnetic lens, confining electrons to the center. This results in greatly reduced, 
but still acceptable, beam currents. 
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3   Computational simulation 

Electromagnetic and electrostatic lenses shape the electron beam and focus it in the 
appropriate position of the observed sample. The required position of the electron 
beam is given by accurately setting electrostatic/electromagnetic field in electron path. 
The accurate determination of distribution of electrostatic/electromagnetic fields in the 
lens area using analytical computation is very complicated and sometimes practically 
impossible. However, with good knowledge of the actual electrostatic/electromagnetic 
field distribution of the lens, possible defects in the lenses can be discovered.   

The electromagnetic lenses were solved by finite element method using ANSYS 
software and electrostatic lenses were solved by finite difference method using 
SIMION software. ANSYS Multiphysics software offers a comprehensive product 
solution for both multiphysics and single-physics analysis. The product includes 2D 
and 3D structural, thermal, fluid and both high- and low-frequency electromagnetic 
analysis. The product also contains solutions for both direct and sequentially coupled 
physics problems including direct coupled-field elements and the ANSYS multi-field 
solver. SIMION is suitable for a wide variety of systems involving 2D or 3D, static 
low-frequency (MHz) RF fields: from ion flight through simple electrostatic and mag-
netic lenses to particle guns to highly complex instruments, including time-of-flight, 
ion traps, quadrupoles, ICR cells, and other MS, ion source and detector optics. 

3.1   Computational simulation of electromagnetic lens 

Results of computational simulation describe the actual electromagnetic field distribu-
tion in the type electromagnetic lens with high accuracy. Another objective is to find 
critical points in the geometry, which could cause a defects of the lens. Electromagnet-
ic field distribution was computed for 1 step of the excitation current corresponding to 
NI=1000 Ampere-turns (condenser lens) and NI=2000 Ampere-turns (objective lens). 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Electromagnetic lens model 
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Tab. 1. Electromagnetic field distribution – examples of results 

 Magnetic intensity Hsum [A/m] and Flux density Bsum [T] for NI= 2000 Az 

H [A/m]  - for NI=2000Az 

 

B [T]  - for NI=2000Az 

 

3.2   Computational simulation of electrostatic lens 

Results of computational simulation describe the actual electrostatic field distribution 
in the electrostatic lens system including 4 electrostatic lenses, grid and detector. 
Another objective is to compute electron beam trajectory, so-called time of flight 
analysis, for kinetic energy value KE=10eV. There was set 1000 trajectories with 
radius of circle distribution 1mm and for angles ±1,2.  
 

 
Fig. 2. Electrostatic lens system model 
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Tab. 2. Electrostatic lens system- time of flight analysis – results 

 
Gaussian distribution V2=V3=V4 = -8, -6, -4, -2, 0, 2, 4, 6, 8, 10, 15, 20V  

2*t totaldev/ttmean [µs] - for source distance 
x=530mm 

2*t totaldev/ttmean [µs] - for source distance 
x=0mm 

  

4   Conclusion 

The paper deals with partial results of the grant project focused on the innovative 
research of electron microscopes, which belongs to the category of worldwide high-
tech technologies.  

There was determined the electromagnetic/electrostatic field distribution in the lenses. 
Further, there were found the critical points in the lens, were designed modifications 
of the magnetic circuit and optimal configuration of electrodes in the electrostatic lens 
system. 

In this respect, the results achieved in this way can be used for optimization of lenses 
or objectives and for another analyses. 
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Abstract. This paper describes the basic principle of chosen control method for 

reversible voltage inverter. This power converter creates the basic part of 

proposed power configuration in project ENET. The power configuration is 

designed to simulate model of Smart Grid. Next section deals with power 

converter control unit, which is based on digital signal processor 

TMS320F28335. The following is a brief description of used software 

development tools.  

Keywords: DSP, Vector control, TMS320F28335 

1   Introduction 

Utilization of energy from renewable energy sources (RES) is still growing and it is 

increasingly important. The present energetic development is aimed into the 

incorporation of alternative and RES into the standard electrical grids. The renewable 

energy sources have different characteristics from traditional fossil energy sources. 

They are typically installed with a small capacity and large degree of decentralization. 

The technical solution of integration RES is building new intelligent type of electrical 

distribution system known as smart grids.  

Next generation distribution system can be characterized as a transmission and 

distribution network capable of transmitting electric energy, which is derived as from 

large centralized MW sources, as well as from small units of up to several kW to the 

end customer with a high degree of management autonomy. Network monitors all the 

important qualitative and quantitative parameters of the transmitted energy and is able 

to automatically regulate the consumption and production of electricity. 

Smart grid is the one of the main aims of project ENET.  A part of this project 

deals problems of energy accumulation. The reversible power converter is needed to 

provide an efficient and reliable electric power flow between the accumulation units 

and the mains. The direction of electric power flow is determined by appropriate 

control method of converter. A more detailed description of the vector control method 

is given in the next section. 

The control system of the inverter is provided by the DSP TMS320F28335. This 

processor disposes with high computational power and is therefore suitable for 

frequency converters control. The appropriate software environment with basic 

equipment containing I/O handling, control algorithms and communication routines 

has been created.   

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2012, pp. 143–148.
VŠB – Technical University of Ostrava, FEECS, 2012, ISBN 978-80-248-2769-8.



144 Michal Hromják2      Michal Hromják 

2   Vector control 

In principle, the control method of power converter is derived from the vector control 

of AC machines. The basis of this method is the decomposition of the spatial current 

vector to the system of fixed α, β coordinates and subsequent transformation into a 

rotating d, q coordinates system. Coordinate system d, q rotates angular velocity equal 

to the frequency of mains. 

 

The output voltage of one phase of inverter can be expressed as: 

𝑼 = 𝑼𝐒 − 𝑰𝐒 𝑅𝑓 + 𝑗𝜔𝑆 ∙ 𝐿𝑓  .      (1) 

The voltage vector and phase angle θ: 

𝑈 =   𝑈S + 𝐼S ∙ 𝑅𝑓 
2

+  𝐼𝑆 ∙ 𝜔 ∙ 𝐿𝑓  ;       𝜃 = 𝑎𝑟𝑐𝑡𝑔
−𝐼S ∙𝜔∙𝐿𝑓

𝑈S−𝐼S ∙𝑅𝑓
 .  (2) 

For solving actual values the transformation in two-phase system is necessary: 

𝒖𝑺 = 𝒖S
𝑆 − 𝑅𝑓 ∙ 𝒊S

𝑆 − 𝑗𝜔 ∙ 𝐿𝑓
𝑑𝒊𝐒

𝑺

𝑑𝑡
 .      (3) 

Rotating the vector-oriented system [d, q] and the subsequent adjustment we get 

the following equation, which describes the behavior of inverter in system of rotating 

coordinates: 

𝐿𝑓
𝑑 𝑖𝑑  

𝑑𝑡
= 𝑢s𝑑 − 𝑖𝑑 ∙ 𝑅𝑓 + 𝜔 ∙ 𝐿𝑓 ∙ 𝑖𝑞 − 𝑢𝑑  .    (4) 

𝐿𝑓
𝑑 𝑖𝑞  

𝑑𝑡
= 𝑢s𝑞 − 𝑖𝑞 ∙ 𝑅𝑓 + 𝜔 ∙ 𝐿𝑓 ∙ 𝑖𝑑 − 𝑢𝑞  .    (5) 

As follows from equations (4) and (5) there is a mutual linkage between the two 

components. It can be easily removed by using the following equations: 

𝑢𝑑 = −𝑢𝑑
∗ + 𝜔 ∙ 𝐿𝑓 ∙ 𝑖𝑞 + 𝑢𝑠𝑑  .      (6) 

𝑢𝑑 = −𝑢𝑞
∗ + 𝜔 ∙ 𝐿𝑓 ∙ 𝑖𝑑 + 𝑢𝑠𝑞  .      (7) 

After removing mutual linkage the transfer of inverter is: 

𝐿𝑓
𝑑 𝑖𝑑  

𝑑𝑡
= −𝑖𝑑 ∙ 𝑅𝑓 + 𝑢𝑑

∗  .      (8) 

Fig. 1. Distribution of spatial current vector to the individual components 
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𝐿𝑓
𝑑 𝑖𝑞  

𝑑𝑡
= −𝑖𝑞 ∙ 𝑅𝑓 + 𝑢𝑞

∗  .      (9) 

The regulatory structure of vector control allows independent control of both 

current components. The value of oriented angle Θ is determined on the basis of the 

measured waveform of line voltages, which are transformed into two-phase 

orthogonal coordinate system [α, β] with Clark's transformation: 

 
𝑢𝛼

𝑢𝛽
 =

2

3
 
1 −

1

2
−

1

2

0
 3

2
−

 3

2

 ∙  

𝑢𝑎

𝑢𝑏

𝑢𝑐

  .     (10) 

The value of oriented angle (or rather sinΘ a cosΘ) is evaluated by using a vector 

analyzer VA block: 

𝑠𝑖𝑛𝜃 =
𝑢𝑆𝛽

𝑢𝑆
,   𝑐𝑜𝑠𝜃 =

𝑢𝑠𝛼

𝑢𝑆
,   𝑘𝑑𝑒  𝑢𝑆 =  𝑢𝑆𝛼

2 + 𝑢𝑆𝛽
2 .   (11) 

The currents flowing through the chokes and windings of transformer are 

transformed to d, q system in the block of vector rotation by using Park´s 

transformation: 

 
𝑢𝑑

𝑢𝑞
 =  

cos 𝜃 sin 𝜃 

− sin 𝜃 cos 𝜃 
 ∙  

𝑢𝛼

𝑢𝛽
  .     (12) 

The values of these currents are compared with desired values in the PI current 

controllers RIu . The output component from block BZV is added to the desired 

voltage values from PI regulators (ud*, uq*) for cancellation mutual linkage. After that 

come reverse vector rotation (from d, q to α, β coordinate system) and transformation 

back into the three-phase system. The control voltages ua, ub and uc are implemented 

in PWM modulator, which produces the switching pulses for the IGBT transistors.  

Fig. 2. Proposed control structure of power converter 
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3   Control Unit of the Converter 

The control system of power converter is based on Digital signal processor 

TMS320F28335 by Texas Instruments. This processor provides sufficient computing 

power (150MMACS, 300 MFLOPS) and has a wide range of on-chip peripherals. 

There is also very useful possibility of debugging the system in real time by JTAG 

interface. The control system consists of three main printed circuit boards, which can 

be called: control board, digital board and analogue board. A short description of each 

part of the control system and their features are introduced. 

 

Control board: 

 DSP TMS320F28335 

 Processor voltage regulator (3.3V) 

 Serial port to USB converter 

 Four-channel unipolar D/A converter 

 256k x 16 SRAM memory 

 

Digital board: 

 Power supplies for DSP and other circuits 

 Signal power adaptation circuit between the processor´s PWM modulator 

and IGBT driver 

 Single-chip controller for measuring the IGBT temperature and flow rate 

of the cooling fluid 

 Communication interface 1 x RS-485 

 Possibility of external PWM retiming 

 Complex failure management system – for error detecting and blocking of 

the inverter 

Fig. 3. CAD model of control system 
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Analogue board: 

 16 analog inputs for D/A converter with possible voltage range from -5 V 

to 5 V 

 Amplifier for the output signals of the D/A converter with possible 

voltage range from -10 V to 10 V 

The control and digital boards are both designed as a four-layer PCB due to the 

size and the large number of placed components. Power supply of whole control 

system is ensured from external source 24V. Switching converters which are placed 

on digital board transform this voltage to required voltage levels. Power supply for 

the analog board is isolated from other supply branches in order to prevent the spread 

of noise generated during operation of digital circuits. 

 

5   Application Development Tools 

A simple user interface in LabView was created because of the need to enter values of 

input variables, visualize measured values, indicate possible fault conditions and other 

functions. The interface contains a number of control elements, which can control for 

example start and PWM pulses blocking, erasure flag errors from IGBT drivers, 

change the scale of displayed signals, etc. Connection between computer and control 

system is provided via a serial line. 

 

 

Fig. 4. Example of user interface designed for testing converters 
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For creating control algorithms the Code Composer Studio (CCS) is used. This 

application is designed for the development and implementation algorithms for the 

Texas Instrument DSP. CCS has a lot of features which simply allow to developing 

many applications. Very useful are supported libraries, header files and peripheral 

examples for new users. The code can be used as a basis for development platform 

and new user can quickly experiment with different peripherals. Well-arranged bit 

field and register-file oriented structure approach is used for accessing to registers. 

6   Conclusion 

This paper shows basic information about proposed control unit for reversible voltage 

inverter and its application range. The following is a basic description of chosen 

vector control method, which ensures possibility to operate the inverter in desired 

modes. The last part of this paper describes application development tools, which are 

necessary for creating and debugging control algorithms and for communicating with 

user. The control algorithm was implemented in the control unit and the power 

converter was tested in laboratory conditions. The next stage will be focused on 

testing the converter in industrial conditions and improving the control and user´s 

software.  
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Abstract. This work deals with sensorless control simulation of Switched 

reluctance motor using Hardware in the loop method. Sensorless control 

principle in this work is based on internal simulation model, which is controlled 

by sensors. This model with its parameters is very similar to the external motor 

in which the control pulses are fed the same as the internal model. The whole 

system has feedback loop. If there are some unequal of feedback variables (i.e. 

phasing current) is adds or subtracts appropriate torque to internal model of 

switched reluctance motor, and it adapts to external conditions. Possibilities of 

using HIL are very wide. It applies wherever there is the practical testing of 

control systems capital intensive and time consuming, i.e. in aviation, military 

and other industries. This simulation method extends the classical simulation by 

the real control system and the simulation is close to the real world.  

Keywords: SRM, HIL, magnetic flux, torque. 

1 Introduction 

Electrical drives with SRM are characterized especially by their simple 

construction, low price and high efficiency. In spite of these advantages of the SRM, 

and the rapidly developing semiconductor and microprocessor technique, the number 

of commercially produced products is still very low, and to this day there is no 

universal way of design of electrical drive with switched reluctance motor and its 

control for a wider area of applications. At present many scientist workplaces try to 

develop mentioned universal design way of SRM drives. 

In the present, SRM are developed for their positive features and parameters. In 

the past, SRM using was not possible because of the power electronic components 

and sufficiently fast control systems. Their main advantages are:  

 simply construction and robust, 

 low machine inertia, 

 high torque overload capacity, 

 high efficiency over wide speed-range. 
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1.1 The simulation model of SRM 

 Figure 1 describes a block diagram of one phase SRM. Switched reluctance motor 

was assembled according to the mathematical model of engine which with its 

parameters close to the real engine of the SR90 from company Magma Physics. Each 

stage contains a three-dimensional function of torque characteristics derived from the 

actual magnetization characteristics of SR90, which can be seen in Figure 1. 

 

 

 
 

Fig. 1 Block diagram one phase of SRM 

 

2 Hardware in the loop simulation 

HIL method is used particularly in applications where is apply of real system 

expensive and time consuming. It's a case of complex systems in the automotive, 

aerospace, military, etc. The advantage of HIL simulation is real-time control using a 

real control system. The realistic of simulation results depends on how well is 

designed simulation model, which is represented by a computer model. In this work, 

it was created a computer model of switched reluctance motor 8/6 in Matlab-

Simulink. The internal motor is represented by signal processor Freescale 

MC56F8037.  
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 General block diagram of HIL test method is shown in Figure 2. Individual variables 

are: y (t) ... process value, w (t) ... reference value, e (t) ... the error, u (t) ... action 

variable, v (t) ... fault value, reg ... regulator. 

 

 
 

Fig. 2 Block diagram of Hardware in the Loop Simulation. 

 

HIL testing method in this work was commissioned by the multifunction cards MF 

624, which connects electronic devices and simulation system. The communication 

channel between the simulation model and control system is created by the A / D 

converters. Real control system is the signal processor Freescale MC56F8037. 

3 Results of  sensorless control SRM  

 Model of SRM was created in the program Matlab Simulink and it serves as a 

controlled engine in a closed loop HIL simulation. Input variables are pulses supplied 

from the signal processor to the model inverter, which controls the motor phases. 

Variables of engine output are fed to the processor where they are processed. The 

whole communication coincides between processor and multifunction card MF 624.        

 

      The results of sensorless control using HIL methods are in the following figures.   

 

 

 
 

Fig. 3 Change the SRM speed [rpm] from 0/ 500/-500, 

          The actual rpm (black points) 
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Fig. 4 Torque of SRM [Nm], torque of load (grey points) 

 

 

 
 

Fig. 5 Theta_B [º]. 

 

 

 
 

 

 Fig. 6 Current of phase B [A] 

 

 

 
 

Fig. 7 Magnetic flux of phase B [Wb]. 
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4     Conclusion 

 This article describes access of the sensorless control switched reluctance motor 

using HIL simulation. In this work is the control of SRM based on internal engine 

(engine in signal processor with position sensor), which has the same parameters as 

the real motor (simulated model in matlab). Circuit parameters (i.e. phase currents) 

were measured from external motor and they were compared with the parameters of 

internal engine. If there are some unequal of feedback current is adds or subtracts 

appropriate torque to internal model of switched reluctance motor, and it adapts to 

external conditions. Simulation results show a good adaptation of the simulation 

model engine. The resulting waveforms were sent in the program Labview from 

campany National Instrument. 
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Abstract. The dynamic voltage restorer (DVR) is a series connected device 

which injects a set of three-phase AC output voltages in series, and in synchro-

nism with the distribution voltages. The DVR employs solid-state switching 

devices in a pulse-width modulated (PWM) inverter to vary the amplitude and 

the phase angle of the injected voltages, thus allowing control of the real and 

reactive power exchange between the distribution system and the load. Energy 

storage is useful as a source of real power. Otherwise only reactive power could 

be absorbed or injected, and voltage sags to unity and near unity power factor 

loads could not be fully compensated. 

1   Introduction 

Power quality problems have received increasing attention in recent years because of 

the significant economic impacts they can impinge on industrial customers. One 

method to enhance supply quality is based on the use of series custom power-

compensation technique, an example of which is the DVR. The device is shown to be 

particularly suitable for mitigating the undesirable impacts of the most common pow-

er-quality disturbances known as voltage sags. Essentially, a DVR functions by inject-

ing a voltage component in series with the load voltage so that the load-side voltage is 

maintained to its nominal level during a voltage disturbance. 

Voltage perturbation in the form of sag and swell exists in power systems where 

generally, voltage sag is defined as a decrease in voltage magnitude of between 0.1 to 

0.9pu and a voltage swell is that of over 1.1pu. Presently, most studies on series com-

pensation are focused on applying the technique in mitigating the effects of voltage 

sags. The main reason is because during voltage sag, there is a decrease in power 

delivered to loads. Through the actions of protective devices, some of these loads are 

often automatically disconnected from the supply system. The interruption in supply 

results in loss of production to customers. Hence, there is considerable interest in 

finding ways to mitigate the effects of the sags. [1], [2] 

2   Power Circuit of DVR 

The basic elements in a DVR are illustrated in Fig. 1, with a DVR in series with the 

supply and load. 
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Fig. 1. Power Circuit of a DVR 

The power circuit of the DVR can be divided into five parts [3], [4]: 

 Converter: 

The converter type is a voltage source inverter (VSI), which pulse width 

modulates (PWM) the DC from the DC-link to AC-voltages injected into the 

system. 

 Injection transformer: 

Injection transformer ensures galvanic isolation and simplifies the converter 

topology and protection equipment. 

 Passive filter: 

The passive filter is inserted to reduce the switching harmonics generated by 

the PWM-VSI. The filtering scheme in a DVR can be placed either on the 

system-side or the inverter-side of the series injection transformer. Moreo-

ver, the leakage reactance of the transformer is also used to aid the filtering 

characteristic. 

 Energy storage: 

Energy storage is required to provide real power to the load when large volt-

age sags take place. Examples of energy storage are lead-acid batteries, fly-

wheel, superconducting magnetic energy storage (SMES), etc. 

 Bypass equipment: 

During faults and service, a bypass path for the load current has to be en-

sured. 
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3   Control Method 

The two main control methods applied to DVR’s are the open loop control and the 

closed loop control. Closed loop control has the potential of the best performance, but 

changes in the load leads to a varying system model and the voltage controller must 

be designed with caution. Open loop load voltage control is often used and combined 

with feed forward compensation of the voltage drop caused by the line filter and the 

injection transformer. In this paper closed loop control is used. 

Space vector control has been applied to the DVR, hence the ABC voltages have 

been transformed into a space vector representation: 
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Then the space vector is transformed into a rotating dq reference frame: 
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Three basic compensation strategies for a DVR can be stated as [3]: 

 Pre-sag compensation: 

The supply voltage is continuously tracked and the load voltage is compen-

sated to the pre-sag condition. The method gives a nearly undisturbed load 

voltage. 

 In-phase compensation: 

The generated DVR voltage is always in phase with the measured supply 

voltage regardless of the load current and the pre-sag voltage. 

 Energy optimized compensation: 

To fully utilize the energy storage, information about the load current is used 

to minimize the depletion of the energy storage. 

 

 

Fig. 2. Pre-sag compensation 
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4   Simulation 

The DVR has been simulated using MATLAB/Simulink with SimPowerSystems 

software [5]. The balanced 70% voltage sag and related waveforms are shown in Fig. 

4. The missing voltages are injected by the DVR from the lead-acid battery. 
 

 

Fig. 3. Simulation model of DVR in MATLAB/Simulink 

 

Fig. 4. Simulated 70% voltage sag in time interval of 0.02 – 0.08s 
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5   Conclusion 

The DVR is generally considered as an effective device to compensate sensitive loads 

from externally disturbances. Voltage sag is a significant disturbance, which may lead 

to tripping and high cost to sensitive customers. In this paper power circuit of a DVR 

has been presented, followed by chosen space vector control method. The simulation 

model containing a power circuit together with a control system has been designed 

and implemented in MATLAB/Simulink. 
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Abstract. This article follows on the issue of identification of selected 
parameters of synchronous machine with permanent nagnety. After 
analyzing and creating SMPM FEM model is one of the options 
prezetována shape optimization, i.e., optimal shape design of an 
interior permanentmagnet synchronous motor.

1 Introduction

Electrical machinery belongs to a group demanding disciplines of electrical 
engineering and  are known are more than 100 years. Their theory was first written 
sometime around 1910 and so far the only rare exceptions, has not changed. 
Calculation methods are more precise, as well as calculations of cooling, ventilation 
calculations, mechanical calculations, and even machine parts. Using quality 
materials (particularly insulation), the performance of machines increase.

Not only at home but also abroad with both universities and private companies 
engaged in the improvement of various electric machines, especially the modern ones. 
In modern electric machine can be regarded as a synchronous machine with 
permanent magnet. Its use in practice gradually expanded and applied to the various 
electrical drives (trams, electric locomotives, etc.), among others, has a significant 
role in wind power as a synchronous generator with permanent magnet.

Before you start any engine optimization, you first need to understand its behavior 
in various configurations, and then find a possible way of optimizing. Can not only 
optimize the efficiency, which is very popular, but also as torque ripple or induced 
voltage. Very useful tool for optimization of electrical machines are used principally 
programs based on finite element method (FEM). Used as the 2D version, and the 3D 
version.

The actual work is concerned with optimization of synchronous machine with PM. 
In the first year of study I did identify the parameters of the replacement scheme 
(calculations, measurements, FEM) and also used the magnetostatic analysis in 
programming environments Ansys Workbench for the analysis of 3D magnetic 
circuit. Now follows the work already optimized geometry of the rotor itself.
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2 Synchronous Machine with Permanent Magnets

Permanent-magnet synchronous motors (PMSM) have higher torque to weight 
ratio as compared to other AC motors. There are different rotor topologies that divide 
into two basic types, i.e., Exterior Permanent Magnet motors (EPM) and Interior 
Permanent Magnet motors (IPM). Surface mounted Permanent magnet synchronous 
motor (SPMSM) and inset permanent magnet motor, belong to former and buried or 
interior type permanent magnet synchronous motor (IPMSM) and flux concentration 
or spoke type permanent magnet synchronous motor, belong to the latter. Because of 
the mechanical and electromagnetic properties of each type, different topologies have 
different advantages and disadvantages used in high speed applications. They have 
different control strategies and there is usually torques, speed, angular position and 
current-control loops in the control system. [1], [2]

Interior permanent magnet synchronous motor, has many advantages over other 
permanent magnet synchronous motors. It has usually larger quadrature axis 
magnetizing reactance than direct axis magnetizing reactance. These unequal 
inductances in different axes, enable the motor to have both the properties of SPMSM 
and synchronous reluktance motor (SynchRel). 

Instantaneous torque of a brushless permanentmagnet motor has two components, 
a constant or useful average torque and a pulsating torque which causes torque ripple. 
There are three sources of torque pulsations. The first is field harmonic torque due to 
non-ideal distribution of flux density in the airgap, i.e., nonsinusoidal in the PMSM . 
The second is due to the cogging torque or detent torque caused by the slotted 
structure of the armature and the rotor permanent magnet flux. The third is reluctance 
torque, produced due to unequal permeances of the d and q axis. This torque is 
produced by the self inductance variations of phase windings when the magnetic 
circuits of direct and quadrature axis are unbalanced. In IPM synchronous motor, the 
effective airgap length on the d axis is large so the variation of the daxis magnetizing 
inductance, due to magnetic saturation, is minimal. For the q axis, there is an inverse 
condition, i.e., the effective airgap length on the q axis is small and therefore the 
saturation effects are significant (Fig. 1). [2]

Fig. 1. Cross-section of synchronous machines with PM on the axis d and q
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3 Design of Interior Permanent Magnet Synchronous Machine

Proposed method present a shape design optimization method to reduce cogging 
torque of an IPM synchronous motor using the continuum finite elements sensitivity 
analysis combined with FEM. It is used the finite element nodes on the rotor outer 
surface as control points and used the B spline curves to relate design variables vector 
and control points vector to each other. There is only a slight difference between 
initial shape and final shape of rotor outer surface. [2]

The proposed optimal design method in this part is industrially applicable to the 
rotor and motor drive operation is considered too. The optimal shape is evaluated at 
different load conditions which shows good improvement in all loading conditions. 
Electrical circuits’ equations of different stator windings and rotor mechanical motion 
equations are coupled to magnetic field equations, to obtain a comprehensive model 
for the IPM motor drive. The optimal shape design is obtained based on addition of 
three circled type holes that are drilled in the rotor iron.

To reduce the pulsation torque, which consists of cogging torque and torque 
ripples, it is necessary to redistribute the flux in rotor. For flux pattern optimization, it 
needs to change the iron and air combination in a practical approach. In this research, 
small holes have been drilled in the flux path at rotor surface (Fig. 2). The place and 
radius of these holes are found to minimize the torque pulsations. [3], [4]

Fig. 2. The model used to optimize the IPM synchronous machine

A first order optimization method is used and this constrained problem is 
translated into an unconstrained one using penalty functions. Each iteration is 
composed of subiterations that include search direction and gradient (derivatives).
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The d-q components of the reference currents that were calculated according to the 
method described in section 2, are used for estimation of phase currents. So the 
reference currents, i* (t) A ,  i* (t) B  and i* (t) C will be applied to the FEM model, 
according to Fig. 3. [4]

Fig. 3. Cross section of the IPM synchronous motor based on different phase mmf axes

Fig. 4 shows equipotential lines for the magnetic vector potential solutions at a 
time obtained by time stepped FEM. Fig. 5 presents different wave forms of motor 
torque, corresponding to different rotor shapes, for the operational point A. Fig. 6
shows the spectrum of curves shown in Fig. 5. In this Fig., curve 1 is the motor torque 
and the rotor has no holes, curve 2 presents the output torque of motor when three 
equal area circles are created on the rotor and curve 3 shows the rotor torque when 
three optimized circles are drilled into the rotor. [4]
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Fig. 4. Equipotential lines: flux distribution (full load condition) at time t=0.556 S, after 
creating optimal circular holes

It can be seen that there is a valuable improvement both in performance index, 
torque pulsations and saliency ratio. This new shape of the rotor with optimized holes, 
has the advantage of increasing the maximum speed for the field weakening region 
from almost 1.83 p.u. to 1.96 p.u. above the base speed. Optimal shape design of rotor 
has large effect on reduction of torque pulsations of IPM synchronous motor. [4]

Fig. 5. Comparison of electromagnetic torque calculated by FEM for different rotor structures: 
no holes on the rotor, curve 2: same holes on the rotor and curve 3: optimized holes on the rotor
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Fig. 6. Spectrum of three curves shown in Fig.5, curve 1: no holes on the rotor, curve 2: same 
holes on the rotor and curve 3: optimized holes on the rotor

4    Conclusion

Optimization has been carried out by drilling internal circular holes of optimal 
radius in the flux path at rotor surface. The torque curves of the optimized motor 
show lower pulsating torque and higher average torque. Another advantage is that the 
field weakening region has been extended for optimized motor. Although the shape
optimization is done at nominal operation point, the performance evaluation of 
optimized motor at other operation conditions shows improvement too. The new 
shapes are easily applicable in the factory by drilling the holes of different radius at 
predetermined positions.
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Abstract. The paper briefly describes the basics of frequency filter design 
method using synthetic immittance elements with current conveyors. An intro-
duction of paper explains the advantages and also disadvantages of using this 
method. Other chapters briefly introduce a design process of simple second or-
der low-pass and high-pass filter. A theory of current conveyors is discussed 
too, because they are the basic building blocs of proposed synthetic element 
and also active frequency filters. Finally, the particular solutions of low-pass 
and high-pass filters are given and verified by OrCAD PSpice simulations.  

1   Introduction 

Current conveyor can be considered well-known active element. However, this elec-
tronic building block is still waiting for its user expansion since 1968 [1]. Currently, 
new applications using current conveyors were proposed [2]. Current conveyors are 
applied not only in the basic electronic circuits, but also in more comprehensive cir-
cuit structures. One of the many areas of electronics, where current conveyors can be 
successfully used, are active frequency filters [3]. 

Current conveyors can be described as modern active elements. They have three 
types of terminals. Terminals labeled X represent current inputs and simultaneously 
voltage outputs with positive or negative transfer of voltage from terminal Y, termi-
nals Y are voltage inputs. Terminals Z represent current outputs with positive or nega-
tive transfer of current from terminal X [1]. Schematic symbol of current conveyor is 
shown in Fig. 1. The advantages of current conveyor include low voltage supply, wide 
frequency range, improved noise immunity [2]. The main disadvantage of current 
conveyors is their low commercially availability. Current conveyors are also used for 
realization of synthetic immittance elements of higher orders as this paper describes. 
Synthetic immittance elements [4] are comprised of serial or parallel circuitries of 
elementary dipoles of D type or E type. There are four types of synthetic immittance 
elements. Synthetic elements DS and DP are serial respectively parallel circuitry of D 
type elementary dipoles and synthetic elements ES and EP are serial respectively 
parallel circuitry of E type elementary dipoles [4]. 

All above-mentioned theoretical knowledge was used to realize basic applications 
of frequency filters – second order low-pass and high-pass. 
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VŠB – Technical University of Ostrava, FEECS, 2012, ISBN 978-80-248-2769-8.



166 Lukas Klein

 

Fig. 1. Schematic symbol of four-port current conveyor 

2   Synthetic Immittance Elements Design 

Synthetic immittance element design process starts by the general circuit network 
proposition. This circuitry is consists of nine passive elements (admittances) and one 
general four-port current conveyor (GCC). Necessary number of admittances to real-
ize the synthetic element is three. Therefore all remaining admittances are removed 
[3]. Selection of appropriate admittances is random. Then particular values of general 
four-port current conveyor coefficients a, b, c11, c22 are added. These coefficients can 
take discrete values a={-1;1}, b ={-1;0;1}, c ={-1;1} [2]. Suitable passive elements 
type choice is then final step to propose synthetic immittance element solution.  

There were found several circuit structures suitable for synthetic immitance ele-
ments realization. Particular solution of one of them is presented in following text. 
Particular solution of circuit suitable for realization of synthetic immittance element of 
DP or EP type is shown in Fig. 2. 

 

Fig. 2. General circuit structure suitable for implementation of synthetic immittance element 

This circuitry is consists of three selected admittances and one GCC. General input 
admittance of the circuit solution has form: 
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This equation has suitable form for following implementation of DP or EP type syn-
thetic element [3]. Another step is substitution of current coefficients which define 
particular type of current conveyor. There were chosen coefficients a= 1, b= 0, c11= -
1, c22= -1, which define non-inverting negative four-port current conveyor CCII-/- [2]. 
This modification affects and simplifies input admittance of circuit. Changed equation 
then has form: 

6
7

36
IN 2Y

Y

YY
Y +=  . (2) 

Final step in the synthetic element design process is suitable choice of passive ele-
ments (resistors, capacitors) and their substitution on the places of general admittances 
[4]. Resulting circuitry of second order synthetic immittance element of DP type is 
shown in Fig. 3. 

 

Fig. 3. Second order synthetic immittance element of DP type 

Characteristic input admittance is defined by equation of form: 

6637
2

IN 2pCCCRpY +=  . (3) 

3   Frequency Filters with Synthetic Immittance Elements 

Second order low-pass is shown in Fig. 4. This solution of frequency filter use syn-
thetic element shown in Fig. 3 in its circuit structure. Low-pass filter was created by 
substitution of synthetic element into the general structure of voltage divider. There 
was added also firs order passive low-pass into the structure of second order active 
low-pass because of shaping of amplitude frequency response at higher frequencies. 
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Fig. 4. Second order low-pass filter with synthetic immittance element 

 Transfer function of resulting circuit structure of second order low-pass filter is de-
scribed by equation: 
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From the transfer function then can be derived the design formulas of passive ele-
ments of active filter. These formulas have forms: 
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There was chosen Butterworth approximation and cut-off frequency 1MHz for the 
filter. Coefficients of second order Butterworth approximation take the values 
c21=1.4142 and c22=1. There were calculated the following values of passive elements: 
C1=270pF, C2=100pF, C3=100pF, R1=560Ω and R2=2.2kΩ. 

Second order high-pass filter was also proposed. Circuitry of high-pass solution is 
shown in Fig. 5. 

 

 

Fig. 5. Second order high-pass filter with synthetic immittance element 
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In this case, there were again chosen Butterworth approximation and cut-off frequency 
1MHz. Design formulas are based on transfer function of frequency filter. Transfer 
function has form: 
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Design formulas of passive elements then have forms: 
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Second order high-pass has the resulting values of passive elements C1=100pF, 
C2=100pF, R1=1.1kΩ and R2=2.2kΩ. 

The frequency responses of second order low-pass and high-pass express the de-
pendence of filter gain or phase vs. changing frequency. The final amplitude and 
phase frequency responses were simulated using PSpice. There was used Monte Carlo 
simulation to proof the influence of passive elements tolerance in to the amplitude and 
phase frequency responses. The resulting amplitude and phase frequency responses of 
low-pass are shown in Fig. 6. Amplitude and phase frequency responses of high-pass 
are shown in Fig. 7. 

 

Fig. 6. Amplitude and phase frequency response of second order low-pass filter 
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Fig. 7. Amplitude and phase frequency response of second order high-pass filter 

4   Conclusion 

Resulting characteristics show, that the use of synthetic immittance elements with 
current conveyors is possible in the circuit structures of frequency filters and brings 
certain advantages. The main advantage is the possible use at higher frequencies. The 
theoretical design method is not very complicated.  

On the other side, final results also present issues, which can occur in the design. 
Passive low-pass in the circuit of second order active low-pass can change the position 
of cut-off frequency. The main disadvantage is commercial unavailability of current 
conveyors. Despite these facts, synthetic immittance elements with current conveyors 
appear very perspective. 
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Abstract. This paper deals with analysis of several FFT algorithms and anal-
yses speed and efficiency of these algorithms for using in DSP TMS320F28335 
made by Texas Instruments. Result of this paper is the table which contains 
time demands of these algorithms. Analysis is focused especially to small 
length of data.   

Keywords: DFT, FFT, Radix2, Radix4, DIT, DIF, DSP, Texas Instruments. 

1 Introduction 

Calculation of frequency spectrum is important part of frequency converters, power 
active filters and regulation algorithms. It is good to know the frequency spectrum to 
check whether converter works properly, because it is important to provide output 
waveform which is most similar to harmonic waveform with fundamental frequency. 
If we want to connect our converter to power grid this is very important thing. Nowa-
days the most of converters use digital signal processors (DSP) to control the convert-
er and pulse width modulation to obtain the output waveform. Some types of DSPs 
are designed especially for this purpose. They are including AD converters, PWM 
modules, timers and peripheral circuits on one chip and we don’t need to add any 
other circuits. 

DSPs, which can be currently used, have speed of hundreds MFLOPs and their AD 
converters can operate on frequency of hundreds MHz. Speed of AD converters is not 
so important because the speed which can react the load is limited and depends on its 
power. Higher power means lower frequency.  

2 Basic methods 

2.1 Discrete Fourier Transformation (DFT) 

Discrete fourier transformation serves to conversion of input digital signal from time 
domain to frequency domain. This conversion is described by following expression. 

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2012, pp. 171–176.
VŠB – Technical University of Ostrava, FEECS, 2012, ISBN 978-80-248-2769-8.



172 Josef Opluštil
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(1) 
 

Xk is array of components of frequency spectrum, xn is array of input samples and 
N is number of input samples. For calculation of this equation in DSP we need to 
modify it. DSP can’t calculate with complex number so we have to divide this equa-
tion by Euler’s formula to real and imaginary part and then compute each part sepa-
rately.  
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X)*+ � � ��
��1
��0 ∙ cos �2� �� ∙ �� (4) 

 
Results of these equations are two arrays of real and imaginary components for in-

dividual frequencies. Calculation of sine and cosine can be performed by lookup table 
or any other way but lookup table is the fastest way. 

In this method we don’t need to calculate whole equations in every step but we can 

calculate part of it ahead. We can calculate 2� �� for every k and we can use this result 

n times.  
Also we can use the fact that frequency spectrum is symmetrical for real signals 

and we need to calculate only one half of spectrum. We can simply improve efficien-
cy of this algorithm by this way. 

3 Fast Fourier transform (FFT) 

The FFT algorithms are based on division of input or output components to smaller 
parts for which we calculate DFTs separately and then we put the results together. 
The most common methods divide the components to two or four parts. If we divide 
input samples it is called Decimation in Time (DIT) and if we divide the output sam-
ples it is called Decimation in Frequency (DIF). 
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3.1 Decimation in time Radix 2 

For calculation of classical DFT we need N2 multiplications. The principal of acceler-
ation in this method lies in division the input samples to odd and even samples and 
now we can calculate two DFTs for them. Now we need only 2 (N/2)2 multiplications. 
The original equation is divided like this: 

 

�"�# � � �"2�#
�2�1
��0 ∙ �,∙4���∙� � � �"2� � 1#

�2�1
��0 ∙ �,∙4���∙"��1# 

 

(5) 

This equation can be further rearranged to: 
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(6) 
 

 
We can divide this equation to odd and even components more and more until we 

get only 2 components and we achieve only N·log2·N multiplications. Expression /0∙123  is called Twiddle factor and it is representing vector rotation. It can be marked 
WN. 

3.2 Decimation in frequency Radix 2 

In DIF algorithm we are not dividing the input samples as in DIT but we are calculat-
ing the odd and even output samples. The basic equation for this adjustment looks like 
below.  
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As r we substitute 2k for even components and 2k+1 for odd components so we 

obtain equations for even and odd components like this: 
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We can divide components until we get only two components and demands of this 
calculation are the same as in previous case. 

3.3 Decimation in time Radix 4 

With radix 4 we proceed same way as in radix 2 but we are dividing the input se-
quence to four parts. We can do this division until we get four groups with four com-
ponents. We can rewrite the original equation to this form: 
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If we use twiddle factor instead of expression /0∙123  we can write: 
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3.4 Decimation in frequency Radix 4 

This algorithm is similar to radix 2 again and it can look like this: 
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As r we now substitute 4k, 4k+1, 4k+2, 4k+3 and we obtain following equations: 
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4 Results 

Time demands of described algorithms were obtained with help of mathematical 
software Matlab. From these results we can determine the best algorithm according to 
the number of input samples. For fully comparison there is also computation time of 
Matlab function FFT.  

 

Table 1. Time demands of algorithms 

 Time (µs) 

N DFT Radix2DIT RADIX2DIF RADIX4DIT RADIX4DIF Matlab 

8 88 551 911 505 616 63 

16 182 552 858 508 629 62 

32 381 613 885 643 1347 67 

64 1275 746 1419 634 1371 73 

128 4428 1078 2432 1385 4048 87 

256 14986 1857 4199 1434 4230 90 

512 60187 4218 8664 5480 18134 122 

1024 222617 7610 19295 5602 17418 256 

2048 913630 14944 45753 22234 84306 281 

 
Because the radix 2 and radix 4 algorithms can compute frequency spectrum only 

from input arrays with size 2N and 4N, respectively, all of these algorithms were modi-
fied to compute with any length of input data. This modification lies in widening of 
input samples by zeros.  
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5 Conclusion 

From the results it obvious that for small length of data is better to use classical DFT 
algorithm and for more than 128 samples it is better to use some of the fast algo-
rithms. It the table 1, there are differences between time demands of DIT and DIF 
algorithms. From assumption that both of these algorithms should have the same time 
demands, there is reason to believe that Matlab isn’t a good tool to provide reliable 
results. It is possible that Matlab is using some optimization which can influence the 
results. For another research it will be better to use some other testing method but for 
quick view it is sufficient.  

In cases when we need to compute only a few components of frequency spectrum 
there is classical DFT algorithm a best possible solution. In case of power electronics 
we need to know only some primary components, mostly it is 5 or 7 components and 
none of the fast algorithms is usable because the computation of 5 components is less 
demanding than computation of whole spectrum with some FFT algorithm. 
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Abstract.The aim of this article is to present function and structure of the fre-

quency converter. There are some important parts of converters described and 

there is microcontroller equipment mentioned as well. At the end of this article 

there are simulation schemes of frequency converter for two types of simulation 

software – Matlab and PSpice 

Keywords: Frequency converter, microcontroller system, simulations, Matlab, 

PSpice. 

1   Introduction 

The article deals with analysis of frequency converter and its parts. Frequency 

converter converts voltage of the utility system to voltage with other parameters. This 

can help to optimal driving of AC motors.  

Changing of the frequency of supply voltage is the best method to control the 

speed of the asynchronous motor. It is also convenient to vary the magnitude of the 

voltage due to appropriate magnetization of the motor. 

 

 
Fig. 1.Torque characteristic of the asynchronous motor 

 

Frequency to voltage ratio leads to torque variations. Therefore, the speed of asyn-

chronous motor varies too. Figure 1 shows the torque characteristic of the asynchro-
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nous motor for two frequencies to voltage ratios. With this kind of control, there is no 

efficiency decrease. [1] 

2.   Main parts of frequency converter 

First part of the frequency converter if rectifier. It can be controlled or non-

controlled rectifier.  There are two basic types of frequency converters according to 

DC circuit. Voltage DC circuit uses capacitor to store the energy and current DC 

circuit uses inductor to store the energy. Energy stored in the DC circuit is converted 

by the transistor or thyristor bridge to alternating voltage or current at the output. On 

figure 2 there are block diagrams of two basic types of frequency converters. 

 

 
 

Fig. 2.Block diagrams of frequency converters 

2.1 Voltage fed converter 

Currently, the most used converters are like on figure 2.a). A the input there is un-

controlled rectifier which is the most economic option. DC link consists from capaci-

tor of large capacity. It can be considered like the load for rectifier and the power 

source for the output bridge. Switches of the bridge consist from MOS-FETs or IG-

BTs and from GTOs for the largest powers. [1-2] 
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2.2   Current fed converter 

Basic scheme of the current fed converter is shown on figure 2.b). DC link consists 

from large inductor which makes the current smooth. The rectifier is usually full con-

trolled. The inverter works with PWM or with rectangular control and uses thyristors. 

[1-2] 

3.   Control circuits for frequency converter 

So far we spoke about power electronic parts but for the correct function of the 

converter we need control circuits too. Nowadays, the most converters are controlled 

by processors. DSPs are the most used to this purpose. These processors are specially 

made to control the electrical drives. They have AD converters, inputs for sensors and 

communication circuits so we can connect voltage sensors, current sensors, rotation 

sensors, display, terminal and lots of other.  

4.   Design of the frequency converter 

Practically, we have 2 possibilities how to design the frequency converter. First 

one is numerical and second one is simulation. 

 

4.1 Numerical design 

To design the frequency converter we have to know the type of the converter. This 

type depends on desired power of the converter and utilization. From required power 

we chose types of switches and we calculate their current and power dissipation. Next 

we calculate DC link according to desired ripple of DC voltage or current. All of 

these depend on switching frequency and other parameters and we have to look into 

datasheets for them. 

Problem of this method is if we want to change anyone of parameters we need to 

calculate everything again.  

4.2Simulation design 

First step is similar to numerical design – we need to choose the type of the converter. 

Next we have to draw the simulation scheme. We can draw simplified one or we can 

draw complete circuits of converter. This isn’t necessary if we want to know only a 

few things from simulation.  

To perform the simulation we have plenty possibilities. We chose two most used 

software – Matlab and PSpice. 
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5 Simulations 

5.1 Simulation in PSpice 

PSpice is part of the OrCad software. To perform this simulation OrCad 16.2 was 

used. All versions of this software are similar but latest version has some improve-

ments in algorithms and precision of calculations.  

To perform the analysis we need to draw the simulation circuits first. If we don’t 

want to know exactly all of the values in frequency converter we can use simplified 

simulation scheme. Simplification lies in substitution of same circuits simpler ones. 

For example if we don’t need to know behavior of the transistor as a switch we can 

replace him by ideal switch. And we can do more simplifications like this.  

On figure 3 there is simplified simulation scheme of the voltage fed frequency 

converter. This simulation scheme was performed to obtain the output waveforms 

during PWM modulation.  

 
Fig. 3.PSpice simulation scheme 

 

All of the parts used in this simulation were ideal and we added some more parts to 

achieve the similarity with real ones. This can’t be necessary because the PSpice has 

large library with models of real parts but this is only simplified simulation scheme 

where we don’t need to know all of variables.  

In this software we can perform several types of analysis. The most used is Time 

domain analysis. By this analysis we can watch changes of values depending on 

time.We can obtain values from simulation by adding the probes to our simulation 

scheme. There are voltages, current and power probes in PSpice and we can do math-

ematical operation with these values in addition.  

Typical result from time domain simulation shows figure 4. 
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Fig. 4.Results from simulation in PSpice 

 

On the simulation results we can see on figure 4. All of the results correspond to hy-

pothetical waveforms.  

5.2 Simulation in Matlab 

For electric simulations in Matlab there is the part called Simulink. In this software 

we can draw simulation schemes by using block diagrams. One big advantage of the 

Matlab is that we can add some functions to our simulation scheme which can be 

described only by mathematical expression or conditions like – IF, WHILE, FOR etc. 

On figure 5 there is simulation scheme of voltage fed frequency converter. 

 

 
 

Fig. 5.Matlab simulation scheme 
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To watch the variables we can use tools called Scope and we can see results in time 

domain like in PSpice software. Results from simulation can look like below. 

 

 
 

Fig. 6.Matlab simulation results 

 

Another big advantage of Matlab, against the PSpice, is that matlab has whole 

function blocks like asynchronous motor, synchronous motor etc. in libraries. 

7.   Conclusion 

The aim of this paper was to present the opportunities how to perform the electrical 

analysis. Principals of simulations in two most common programs are described here 

briefly. As next, there is simple description of the frequency converter and its parts 

and possibility of its utilization. 
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Abstract. Aim on this paper is an analysis of the water heat sink which is 
commonly used for cooling in frequency converters with high lost power mod-
ules. Therefore, it was created the 3D models of heat sinks. These models were 
used for thermal simulations with constant power dissipation. From obtained 
results it was proposed the construction modification of heat sinks. Next simu-
lation of thermal field was created with modification of the heat sink. At the end 
of this paper there is evaluation of all thermal simulations performed on the 
heat sinks. 

Keywords. heat sink, thermal field, simulation. 

1   Introduction 

Two different types of cooling are used in frequency converters.  First type is rep-
resented by a large passive heat sink with fan. This configuration is commonly use in 
frequency converters which have low power dissipation in modules and their size isn’t 
limited. Second type of cooling is represented by water heat sink. In these heat sinks 
flows cooling liquid that ensures conduction of thermal energy. 

Thermal simulation with heat sink WP16 from the company Semikron was created 
for this paper. The power dissipation during this simulation was constant. From results 
of simulation the new structural design of heat sink WP16 was created. Next thermal 
simulation was performed with the new 3D model created from adjustment of heat 
sink WP16. 

For thermal simulation we must set the initial conditions and other properties which 
are necessary to create simulations. 
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2   Heat Transfer Theory 

The analysis of the heat transfer combines three basic physical principles: conduc-
tion, convection, and radiation. Conduction is a form of heat transfer typical for solids. 
The heat transfer characteristic is described by Fourier partial differential equation 
(Fourier PDE) which is explained further in the text below. The Fourier PDE is solved 
for initial and boundary conditions corresponding to the particular physical problem. 
[2-3] 

According to three basic methods of heat transfer the boundary conditions of Fou-
rier PDE are usually divided into three basic types: 

1. The boundary condition of the first kind is usually given by the temperature 
T=T(x, y, z, t) of a surface. 

2. The boundary condition of the second kind is given from a source of density 
of the heat flow rate q= q(x,y,z,t) at the surface of the body. 

3. The boundary condition of the third kind is defined by given ambient temper-
ature. It has the form Q =αTA-TS, where q is the density of heat flow rate 
[Wm-2], α is the heat transfer coefficient [Wm-2K-1], TA is the ambient temper-
ature [K], TS is the temperature of solid surface [K]. [2-3] 
 

3   The 3D Model 

The 3D model was created with help of web page www.semikron.com. There is 
placed the datasheet of heat sink WP16. Model was created in 3D CAD software 
where the material properties were defined. Then the model was converted through 
exchange SAT format (SAT is the most common exchange format for 3D models) into 
the multi-physics software. The thermal simulations were created in multi-physics 
software by using the finite element method. 

Length of the heat sinks was 640 mm. There is the standard heat sink WP16 with 
IGBT modules on figure 1. On figure 2. there is the experimental heat sink based on 
WP16. This model was composed from three materials with different thermal capaci-
ty. The main part was created from heat sink WP16. The copper plate was added to 
this part under the IGBT modules. On borders of heat sink the aluminum plate was 
added. [4-5] 

 

 
Fig. 1. Heat sink WP16 with IGBT modules. 
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Fig. 2. Experimental heat sink WP16 without modules. 

4   Simulation Results 

The analysis was performed to analyze thermal behavior of water cooling without 
IGBT modules. The IGBT modules were replaced by areas with constant load. Power 
dissipation was set to 700 W per area. Water with temperature 25OC was used as a 
cooling medium. There is no environment considered for simulations. This fact simu-
lates the most negative scenario where all of dissipation must be accumulated in heat 
sink or taken away by water. Initial temperature of heat sink was set 25OC. [4-5] 

The first simulation is performed for heat sink with dimensions 640x215x20 mm. 
 

 
Fig. 3. Thermal field of heat sink. 
 

 
Fig. 4. Graph of temperature of heat sink in time 60 seconds.  
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The second simulation is performed for experimental heat sink with dimensions 
640x225x26 mm. 
 

 
Fig. 5. Thermal field of experimental heat sink. 
 

 
Fig. 6. Graph of temperature of experimental heat sink in time 60 seconds 

5   Dynamic simulation 

These simulations were performed from dynamic loss power in time. Time of simu-
lation was set to 60 second. Water with temperature 25oC was used as a cooling medi-
um. Initial temperature of heat sink was set to 25oC. 
 

 
Fig. 7. Thermal field of the heat sink. 
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Fig. 8. Graph of temperature of the heat sink in time 60 seconds. 
 

 
Fig. 9. Thermal field of experimental heat sink. 
 

 
Fig. 10. Graph of temperature of the heat sink in time 60 seconds. 

6   Evaluation of the Results 

Previous figures show the thermal results of heat sinks. Maximal temperature of the 
standard heat sink WP16 was 55.649 OC. In this case steady value of temperature was 
not achieved. This problem is shown in figure 4. Figure 5 shows the thermal field of 
the experimental heat sink. Maximal temperature of this heat sink was 47.614OC. In 
this situation the temperature reached the steady state. With experimental model of 
heat sink the maximal temperature was lower by 8OC. This difference may be im-
portant for overloading of the heat sink.  
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7   Conclusion 

The aim of this paper was comparison of standard heat sink WP16 with the exper-
imental adjustment of this heat sink. The thermal analyses of these 3D models were 
performed. The experimental model has dimensions 640x215x26 mm and it is larger 
than the standard model about 6mm in height.  

Experimental model was composed from three materials of different thermal capac-
ity. The main part represents the standard heat sink WP16. The area with dimensions 
640x130x5 mm was milled out. In this area was placed by the copper plate with size 
of milled out area. On borders of the heat sink there were placed aluminum boards 
with size 640x40x6 mm. 

 The experimental model achieved lower temperature than standard model of heat 
sink WP16. In this case we can say that experimental model of heat sink is better 
overloading or faulty operation. 
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Abstract. This paper describes the design and construction of new series of 

power converters with liquid cooling system. This power series is created for 

ENET – Energy Units for Utilization of non Traditional Energy Sources. First 

power converter is determined for stationary battery system use, the second one 

is used as an inverter/rectifier for a small solar plant system and the last power 

inverter is used as a fast charger for electric vehicles.  

Key words. Power inverter, design, 3D CAD, fast charger. 

1   Introduction 

The present energetic development is oriented into the considerable incorporation of 

alternative and renewable energy sources into the standard electrical grids in an effort 

to build very efficient, economic and reliable smart grids. This approach produces 

series of technical problems, which have to be solved. One of the most actual ones is 

the electric energy accumulation. Let the solar plant systems, a fast charger station for 

electric vehicles and many others examples. To satisfy an efficient and economic 

functioning of such station, the energy surplus has to be stored into the batteries and 

extracted back when necessary. It is also necessary to ensure sufficient battery power 

for fast charging of the electric vehicle’s traction batteries. These power inverters are 

needed to provide an efficient and reliable electric power flow between the 

accumulation units and others devices. These one are gradually crated prototype. 

These power inverters will be introduced one by one in the following chapters on this 

paper. 

2   Reversible voltage inverter 

Arises in the project ENET storage system for which it is necessary to create 

a 3-phase voltage inverter with two-way flow of energy. This inverter has in relation 

to the electrical grid several important functions. These functions are the link between 

energy storage batteries and electric grid, correction element electric grid, backup 

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2012, pp. 189–194.
VŠB – Technical University of Ostrava, FEECS, 2012, ISBN 978-80-248-2769-8.
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power for the position in the island's regime seized power operation and a few other 

less important functions. 

 

 

Fig. 1. Circuit topology in which is located the converter. 

Due to the required converter functions and its inclusion in the traffic that is sized 

to the specified output type is selected, the inverter output to about 70 kW. The 

proposal indicates that the conveter power losses are the order of several kilowatts. 

Voltage level on the DC side ranges from 380 to 450 V. On the electric grid side 

converter is connected to the system 230 V. The drive is designed around the current 

180 A. 

 

 

Fig. 2. Sample design solutions the reversible voltage inverter. The first appearance of the 

inverter is shown in the basic position. On the other illustrations, there are several views inside 

the inverter. 

Looking at the power circuit of the converter is a 3-phase units consist of IGBT 

modules. These modules are assembled system bus. The DC circuit capacitor bank is 

located. This capacitor is designed for rapid exchange of energy in function of the 
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converter. For power loss listed above would not be appropriate to use an air cooling 

system. The inverter is cooled by a liquid cooling system. 

The converter is controlled by a control system invented by directly for many of 

these converters with the digital signal processor TMS 320F28335. This control 

system has many inputs for measurement in the circuit in real time. Furthermore, 

the 6 PWM outputs and analog outputs are used for service purposes. 

3   Power inverter for the solar plans 

Nowadays, when there are a lot of solar power plants with time-average power 

inefficient operation when sufficient electrical energy, the idea that excess energy to 

accumulate. From this idea in turn requires the storage system with energy storage in 

the hundreds of kVA. Such a system is situated in a shipping container with an easy to 

install in the desired position, which would include a set of batteries for the 

accumulation of excess electric power and support equipment for the operation of the 

system. 

 

Fig. 3. Circuit topology in which is located the converter. 

For the function of the storage system is necessary to use the power converter for 

converting AC power to DC for battery charging, and vice versa for converting DC 

power to AC to supply energy to the electric grid. This converter is placed between 

the electric grid and the battery pack, see Figure 3.  

The inverter is designed as the AC connection between electric grid and storage 

batteries. When there is an energy surplus in the electric grid, the energy produced by 

the solar power plant will be stored in battery storage. By contrast, in a time when 

solar power does not produce electricity or produces very little and by the grid is a 

requirement for delivery, the energy is pumped from a storage battery to the grid. This 

operation creates demand for a 3-phase pulse rectifier and a 3-phase pulse inverter. 

Due to the topology of these converters can use the same equipment that will work in 

the rectifier and inverter. 

Power converter will be operated on AC power supply with the parameters of 

3 x 400 V 50 Hz, and storage batteries with a capacity of 600 kVA. Due to the optimal 

utilization of the inverter is required to type 60 kW. The connected battery will have a 
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nominal voltage of 800 V at full battery voltage reaches approximately 1000 V. This 

value will be rated for the inverter voltage. The inverter will be operated in a closed 

air-conditioned container. To ensure adequate dissipation of heat generated during 

operation of the inverter will be used in water cooling system. 

 

 

Fig. 4. Sample design solutions the power inverter for the solar plans. The first appearance of 

the inverter is shown in the basic position. On the other illustrations, there are several views 

inside the inverter. 

The inverter is designed as a 3-phase bridge converter.  DC converter circuit is 

equipped with a capacitor bank made up of DC link capacitors - cylindrical cases. 

The 3-phase bridge is assembled of IGBT insulated modules. 

4 Fast charger for electric vehicles 

Nowadays is a growing field of electromobility. For its further development is 

necessary to build a network of charging stations. The project ENET thus creates 

development fast charging stations for electric vehicles. 

 

 
Fig. 4. Circuit topology in which is located the converter. 

 



Design and Construction Power Converter with the Aid of 3D CAD System 193

The concept of this converter is very similar to the previous case. But it is a 

3-phase DC / DC converter. Power converter is set to 70 kW. This performance is 

chosen to maximize the possibility of charging electric vehicles. The voltage of this 

inverter is the input of about 400 V DC. Charging the battery voltage must always be 

lower than the voltage source. Compared with the previous inverter is reduced 

capacitor bank. 

 

 

Fig. 6. Sample design solutions the fast charger for electric vehicles. The first appearance of the 

inverter is shown in the basic position. On the other illustrations, there are several views inside 

the inverter. 

The converters are used again as switching components the IGBT insulated 

modules. Sensors of voltage and current are distributed in circuit for linking to control 

algorithms. To control is again used control system, which is developed by the 

Department. The control system is equipped with a digital signal processor TMS 

320F28335.  

5 Conclusion 

This paper presented the design and construction of water cooled series of power 

converters for renewable energy plants or smart grid systems targeted on the electric 

energy accumulation. The reversible voltage inverter is fully operational in these days 

and the future work will be focused on the control algorithms optimization in order to 



194 Martin Tvrdoň

enhance the efficiency of the inverter. The power converter for solar plans and the fast 

charger are fully designed and produced documentation. The future work will be 

focused on realization prototypes and their testing.  
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Abstract. Survival analysis is a set of methods for the analysis of time to event 
data, typically consisting of observed event times and right-censoring times. 
This type of data may arise from various situations: the survival times of pa-
tients in medical trials, the lifetimes of machine components in industrial reli-
ability, studies of recidivism or the duration of periods of unemployment in du-
ration modeling. The possible fields of applications are therefore medicine, en-
gineering, economics, sociology, demography and science. In this article are 
compared two nonparametric approaches used in survival analysis: well known 
and widely used Kaplan-Meier estimator of survival function on one side and 
relatively new nonparametric predictive inference on the other. 

Keywords: survival analysis, right-censored medical survival data, Kaplan-
Meier estimator, nonparametric predictive inference (NPI) 

1 Introduction 

In this paper is presented relatively new method for statistical inference, nonparamet-
ric predictive inference - NPI, which uses lower and upper probabilities, denoted by 

)(AP  and )(AP  respectively, with 0 ≤ )(AP  ≤ )(AP  ≤ 1, for quantifying uncer-

tainty. It basically differs from the Kaplan-Meier estimator of survival function be-
cause it provides model of predictive survival function instead of the estimation of 
population survival function. NPI is based on Berliner and Hill method for nonpara-
metric survival analysis [3], which depends on Hill’s assumption A(n) for prediction of 
probabilities for one (or more) future values, on the basis of n prior observations. The 
results are demonstrated via example in context of medical survival data of patients 
after colorectal surgery and compared with traditional Kaplan – Meier estimator of 
survival function.  

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2012, pp. 195–200.
VŠB – Technical University of Ostrava, FEECS, 2012, ISBN 978-80-248-2769-8.



196 Kateřina Janurová

2   Nonparametric predictive inference 

2.1   Hill’s assumption - A(n) 

Assumption A(n) was presented by Hill in 1968 for deriving predictive probabilities for 
a future observation in the case of extremely vague prior knowledge about characteris-
tics of the underlying source of the observation [4]. Assumption is defined on the 
principle of exchangeability of random quantities, which states that if we have n or-
dered random quantities x(1) < x(2) < … < x(n), then probability of the rank of the next 
random quantity Xn+1 is uniformly distributed over the values 1 to n + 1 (P(Xn+1∈(xi, 
xi+1)) = 1/(n+1), for i = 0, …, n, where x(0) = 0 and x(n+1) = ∞). Random quantity Xn+1 
can represent the time of death of one future patient in medical trials. 

The following definition provides notation for probability mass assigned to inter-
vals without any further restrictions on the spread within the intervals. 

Definition  (M-function). A partial specification of a probability distribution for 
a real-valued random quantity X can be provided via probability masses assigned to 
intervals, without any further restriction on the spread of the probability mass within 
each interval. A probability mass assigned, in such a way, to an interval (a, b) is de-
noted by MX (a, b), and referred to as M-function value for X on (a, b). 

It is clear that sum of all M-function values for X on all intervals is equal to one and 
each M-function value should be in [0, 1]. The predictive probabilities according to 
A(n) are then specified by MX n+1(xi, xi+1) = 1/(n+1) for i = 0, …, n.  

2.2   Imprecise probabilities  

For a subinterval (a, b) of (0, ∞) is the lower probability for event Xn+1∈ (a, b) de-
rived, via principle used in [1], by summing only the probability masses, that necessar-
ily must be in (a, b), so by summing all M-function values for Xn+1 on intervals which 
fall completely within (a, b). 

( )( ) ( ) ( )( )
( ) ( ) ( )
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The upper probability for this event is derived by summing all probability masses 
that can be in (a, b), so by summing all M-function values for Xn+1 on intervals which 
have non-empty intersection with (a, b).  
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Example 1. Suppose that we have n = 6 observations which create 7 intervals, as-
sumption A(n) implies that the next observation X7 will fall in any of these intervals 
with probability 1/7,then ( ) 7/1),(7 =∈ baXP , as shown Fig. 1 a) and 
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( ) 7/3),(7 =∈ baXP , Fig. 1 b), imprecision is difference between lower and upper 

probabilities 7/2=− PP . 

 
Fig. 1. Lower and upper probabilities for the event that  ),(7 baX ∈  

2.3   Right-censoring assumption –rc-A(n) 

Assuming now that we may obtain from the experiment among n independent obser-
vations m ≤ n observed number of death t(1) < t(2) < … < t(m) and p (= n-m) right-
censored observations c(1) < c(2) < … < c(p) and that in the sample no ties have oc-
curred (treatment of ties is discussed by Coolen and Yan [2]). Let t(0) = 0 and 
t(m+1) =  ∞. Assumption A(n) can not deal directly with right censored observations 
therefore it is not appropriate for using in survival analysis, as a result Coolen and Yan 
presented in 2004 a generalization of A(n) called right-censoring or rc-A(n). Contrary to 
A(n) rc- A(n) requires one extra assumption that, at the censored time, the residual life-
time of right-censored patient is exchangeable with the residual lifetimes of all other 
patients still at risk of dying [5]. The probability distribution for the next observation 
Tn+1 is then partially specified by rc-A(n) by following M-function values: 
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where i = 0, 1, …, m and k = 1, 2, …, li and 
)(

~
rcn is the number of individuals in the 

risk set just prior to time c(r). The rc-A(n) is illustrated on the following example. 
Example 2. Suppose once again that we have n = 6 observations, but now two of 

these observations are right-censored at times c1 and c2, so we have four observed 
times of death of patients. At first, shown in Fig. 2 a), are assigned the probability 
masses for the intervals created by the four times of deaths equally to 1/7 and also 
a probability mass 1/7 spreading over the intervals (c1, ∞) and (c2, ∞), because what 
we know is, without any other assumption, that survival time of these patients is be-
yond their censored value. As a next step, the probability mass assigned to the first 
censored observation c1 is divided equally to the intervals to the right of c1, including 



198 Kateřina Janurová

the interval (c2, ∞), see Fig. 2b). As a result we have accumulated probability mass 
1/7 + 1/28 = 5/28 assigned to the intervals (x3, x4), (x4, ∞) and (c2, ∞), see Fig. 2 c). 
This process is repeated for the censored observation c2, the probability mass assigned 
to this observation is divided equally to the intervals to the right of c2, see Fig. 2 d). 
Now we have a total probability mass assigned to interval (x4, ∞) 5/28+5/56 = 15/56 
and 5/56 to (c2, x4), see Fig. 2 e). This process can be understood in the way of the 
redistribute-to-the-right algorithm of Efron [6] for calculating the Kaplan-Meier esti-
mator of survival function.  

 

 

 

 

 

Fig. 2. Right-censored A(7) with two censored observations 

2.4   Lower and upper survival functions 

When we applied survival analysis on medical data, we want to describe how long the 
patients live, rather than how quickly they die. That is the reason, why we concentrate 
in medicine on estimation of survival function. It represents the probability that the 
survival time of patient is greater than some specified time t, denoted S(t)=P(T > t). 



Nonparametric Predictive Inference as an Alternative to . . . 199

The lower and upper survival functions for Tn+1 are derived by using rc-A(n) as fol-
lows: 

( ) ( ) 0for>11
≥= ++

ttTPtS nTn
, (5) 

( ) ( ) 0for>11
≥= ++

ttTPtS nTn
. (6) 

3   Comparison of NPI and Kaplan-Meier estimator 

Data from about 850 patients who underwent colectomy at the University Hospital 
of Ostrava during the years 2001-2010 were used to construct the lower and upper 
survival functions based on nonparametric predictive inference as well as the Kaplan-
Meier estimator of survival function see Fig. 3. 

 

Fig. 3. Comparison of survival functions based on NPI and Kaplan-Meier estimator 

All, the lower and the upper, survival functions based on NPI and Kaplan-Meier es-
timator of survival function are decreasing step-functions, which start in one. They are 
constant between observed times, the upper survival function based on NPI and Kap-
lan-Meier survival function decrease only at each event time (but censoring has influ-
ence on the amount of decrease), while the lower survival function based on NPI de-
creases at each observed time (events + censored times), as a consequence the differ-
ence between upper and lower survival functions based on NPI increases at each ob-
served censored time till the next event time. In interval probability theory, this differ-
ence is often inversely related to the amount of information on which such bounds are 
based, so censoring may be considered as loss of information. Clearly the upper sur-
vival function based on NPI is on [0, t1) equal to one and on [tm, ∞) is positive con-
stant, while the lower survival function based on NPI is zero beyond the largest obser-
vation. Kaplan-Meier survival function is on the other hand zero beyond the largest 
observation only if the last observed time is the time of death. 
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4   Conclusion 

Real medical survival data including right-censored observations were elaborated 
and evaluated by the use of two nonparametric approaches. Despite the difference in 
approaches between NPI and Kaplan-Meier method, NPI provides model of predictive 
survival function instead of the estimation of population survival function, all curves 
practically coincide (apart from the last part of these curves – 3000 days and after). 
That is due to a large number of evaluated observations. 

The main advantage of NPI approach is in the way of dealing with censoring 
times. Unlike the Kaplan-Meier estimator of survival function, the NPI lower survival 
function decreases at each observation, so also at censored observations, which pro-
vides more information about all observed events, especially if the largest observation 
is censoring time.  

Results were presented on the PSAM 11 & ESREL 2012 Conference (11th Inter-
national Probabilistic Safety Assessment and Management Conference and The An-
nual European Safety and Reliability Conference, Helsinki, 2012). 
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VŠB – Technical University of Ostrava, 17. listopadu 15, 708 33 Ostrava – Poruba

radim.hercik@vsb.cz
3Maribor University, School of Media Communications, Slovenia

lili.nemec@uni-mb.si
4University of Vigo, School of Industrial Engineering, Spain

asantana@uvigo.es

     

   

        

        
 

           

    
 

         
 

          
 

Abstract. There are several financial, environmental and technical issues in-

volved in and derived from worldwide energy production. Renewable Energies 

are considered a fair solution. But their intermittent and unpredictable nature 

requires another complementary solution, which is provided by Energy Storage 

(ES) Technologies. As their combined use enables a sustainable energy produc-

tion with high power quality standards, and would lead to the prosecution of the 

smart grid paradigm. Therefore, the planning of such ES is a matter of utmost 

importance. Planning ES in power grids is a process where financial, technical, 

environmental, social, geopolitical, geographical and regulatory issues have to 

be taken into account. The definition of an interdisciplinary framework to plan 

the deployment of ES solutions in the power grid, with a special focus on the 

conjunction with Renewable Energy Systems (RES), is essential for the increas-

ing adoption of such eco-friendly energy production systems. 

1   Introduction 

The current worldwide energy scenario shows escalating power consumption, rising 

pollution levels, increasing energy crisis, congestion of power grids and diminishing 

of traditional fossil-based energy resources. In order to alleviate these problems, Re-

newable Energy Systems (RESs) are considered as a key solution regarding the envi-

ronmental aspects of these energy problems. They also provide diversity to the electri-

cal grids. But the wide adoption of RESs is not enough, as it poses several technical 

and financial challenges when applied at large-scale. These are given by the fluctuat-

ing and non-fully predictable nature of RESs. An accepted solution is the combined 

use of RESs and new Energy Storage Technologies (ESTs). Therefore, both wide-

spread adoption and efficient usage of RESs rely on EST [1,2,3]. 

The purpose of this paper is to explore the background of the optimal use of natural 

resources by the Energy Market Governance (EMG)
1
. This paper analyzes some of the 
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existing tools for sizing and choosing the most appropriate Energy Storage (ES) solu-

tion for power grids, with special focus on Renewable Energy Systems (RES), whilst 

considering a global interdisciplinary approach. ES technologies require an integration 

plan, where financial, technical, environmental, social, geopolitical, geographical and 

regulatory issues are taken into account. This paper explores energy storage technolo-

gies in Section 2, where efficient usage of RES technologies are investigated. In Sec-

tion 3 regulations concerning the RES, important regulatory issues in different coun-

tries are presented. In Section 5, the planning of energy storage deployment explores 

the existing planning tools for energy storage. In Section 4 energy storage deployment 

and management, the paper presents social methods, which could be adopted by the 

proposed tool for selecting the right ES setup for each scenario, taking into considera-

tion the existing RES capacity. 

2   Energy Storage Technologies 

RESs have been developed overtime and some of them have reached a high state of 

maturity [3]. However, the power delivery of RES is usually intermittent. The wide-

spread use of these RES and their efficient use depends on EST. A successful ES 

strategy is important so that renewable energy can be stored when generation is higher 

than the demand and then deliver it on the opposite situation, which is usually called 

“renewable energy time-shifting”. It also must keep compliant with grid Power Quali-

ty (PQ) constraints. This combination of energy generation and storage technologies 

has many benefits: leads to a better reliability and stability of power grids, maximizes 

the renewable energy contribution, allows for a better demand and generation match-

ing, reduces global power generation costs and environmental hazards, and helps to 

avoid power grid congestions and black-out risk. Therefore, its benefits are economic, 

environmental, technological and social, therefore, global. [4] 

The different EST can be classified in three vast categories, mainly regarding the 

power discharge rate they can provide, and each is aimed to fulfill different needs. 

First category comprises short-term response ESTs, which provide high power in a 

very short amount of time. They are used to improve power quality, specially by stabi-

lizing voltage during transients (from few seconds to minutes). That is the case of 

Uninterruptible Power Systems (UPS) and Power Quality Systems (PQS). The second 

encompass long-term response ESTs, which are used in power systems that may usual-

ly provide and absorb electrical energy for time periods ranging from some minutes to 

several hours. They are useful to help in frequency regulation and grid management. 

And finally, the third category include real long-term response ESTs (from many 

hours to days), which are used as a reservoir of energy to match energy demand and 

supply energy for longer periods of time and usually in a higher scale [4]. 

Regarding ES solutions, there are several proposed technologies, with different 

levels of maturity and sometimes aimed for solving different problems. These differ-

ent technologies have many applications all along the energy chain, from generation, 

transmission and distribution, to end-user applications. 

Pumped Hydro ES (PHES) is probably the most mature of the ESTs, as it is been 

used for load balancing for more than 80 years. In this technology potential energy is 
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stored in the form of water, pumping it from lower reservoirs to higher ones. PHES is 

classified as a real long-term EST because it stores big amounts of energy and can 

provide different quantities of power over several days [2]. 

Among the other best-known ESTs, there is Compressed Air ES (CAES). It is also 

capable of storing large amounts of energy, stored in form of compressed air, usually 

in underground sealed caves (natural or manmade). 

Among the main technical criteria to be considered while evaluating the feasibility 

of a EST plant, the following can be mentioned: Type of application, storage capacity, 

feasibility, electrical efficiency, reliability, lifetime, energy density, response time, 

power density, environmental impact and power rating. 

3   Regulations 

Technical aspects are not the only thing in consideration while evaluating the viability 

of a ES plant and planning its deployment. Global Planning for ES of RES has to deal 

with a number of regulations. Each country or region may have specific energy, envi-

ronmental and political laws and regulations and they may even overlap. These regula-

tions may restrict or promote actions, technologies or investments. 

Environment regulations can involve restrictions regarding actions over air, water, 

climate or waste. During planning it is necessary to consider the political limitations 

and advantages. Among them we find insurance requirements, property ownership 

regimes or liability considerations. The planning process can interfere with other ele-

ments of government policy such as tax credit, liability limit or financial arrange-

ments. Also, the political prospects of regulation can have an important role, as it is 

important to consider future regulatory rules in investments planning. 

It is important to realize that power grid in Europe was not originally designed to 

transfer power across countries or regions. The majority of the power grid was de-

signed as a national or regional network. During the design process of these networks, 

issues like the differences in voltage, phase, or network load, were not taken into ac-

count. Interconnection and the opening of the electricity market has led to a rise in 

load and demands on the transmission network. This interconnection still faces some 

serious deficiencies. The increasing market demand for energy consumption and the 

integration of RES like photo-voltaic or wind power plants, causes sudden fluctuations 

that can result in network failure [5]. 

Regulations usually affect the way energy is produced and injected in the grid. 

Open energy market can’t fully predict the network, specially in the case where energy 

is transported over long distances, for example, from northern to southern Europe. 

Currently, there is an insufficient number of cross-over connections, which would 

allow to fully compensate local overload. The technologies to enhance stability and 

security networks are available, but they are not yet fully integrated into existing net-

works. These new ES technologies have significantly lower environmental impact, 

smaller footprints and are extremely flexible in their operation [5,6]. 

The situation is slightly different in the U.S. as its power grid is a complex electri-

cal power network. It is known that the network is sensitive to weather changes, and 
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threats to its stability are mainly storms, which can damage various parts of the net-

work or fully decommission it. Changes made in the U.S. have reduced its network’s 

operating costs and increased flexibility in the provision of electricity distribution. 

However, this means that the ability of a network to deal with power shortages and 

blackouts was reduced. A blackout is a significant power outage that interrupts the 

supply of a large area [4]. 

4   Energy Storage Deployment and Management  

The planning process must also take into account a number of restrictive criteria, 

which are not always relate to technical limitations of the grid, but also to other factors 

such as political, environmental or social perspectives. 

In the deployment and management of technologies for planning the ES for RESs, 

some methods that could be used in planning and final exploitation of the product are 

presented in this paper. This chapter is focused on methods that have already been 

used in similar cases of energy deployment and on other methods that could also be 

taken into account for this purpose. 

The framework of socio-political evaluation of energy deployment is a combined 

qualitative and quantitative analytic model with requires interdisciplinary research on 

factors influencing energy technology deployment. The framework presents three 

research methods, which are policy review and analysis, media analysis and the last 

one with focus groups and structured interviews with key stakeholders. Within these 

research methods some guidelines for consideration are set for energy technology 

deployment [7]. 

In the part of social area, important considerations are set, such as perception of 

technology by key actors, public trust, detection of risks and benefits, historical usage 

of land and impact on social groups. A research, which explores the barriers for re-

newable energy penetration divides the barriers into more categories: market fail-

ure/imperfection, market distortions, economic and financial, institutional, technical, 

social, cultural and behavioral. Within this research, the barriers that are set for social, 

cultural and behavioral category are reliability of the product, consumers acceptance 

of the product and social acceptance of RES [8]. 

The management of technologies is also considered in the ES planning point of 

view. When an EMG accepts a decision of researching the possibilities of accepting 

new technologies, they go through a decision making process. It is important that all 

the basic steps of decision making process are understood. Within the process, the key 

actors for approving the new technology normally identify the purpose of the decision, 

gather information on new technologies and its benefits [9]. 

In the deployment of technologies, important social factors should be taken into ac-

count when planning the ES for RES. These factors include consumers acceptance of 

the product, public trust, detection of risks and benefits, historical usage of land, relia-

bility of the product and social acceptance of RES. Also knowing the important steps 

of how the key actors will accept the decision of changing or adding a new technology 

into their market is important and we explored. 
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5   Energy Storage Deployment Planning Tools 

Regarding the decision making process on the usage of RES, the combined operation 

with ES systems is one of the most important trends to ensure the correct operation of 

the grid, during the current transition from fossil fuel to renewable power generation. 

In order to assess the most appropriate ES technology or combination of technologies 

for each scenario, planning tools are needed. They should translate the multicriteria 

recommendations into simplistic financial information which must be comprehensible 

to decisionmakers so they are able to select the solution that best fits their needs [10]. 

Currently, there are several computer tools to assist on the analysis of the integra-

tion of RES and ES in power grids. However, there is no ideal tool that covers all the 

aspects that should be considered for this kind of integration. Also, the notion of such 

an ideal planning tool depends on the objectives for a specific scenario, as well as on 

the considered energy-sectors, technologies, time parameters, tool availability and 

previous studies [8]. 

The majority of the analyzed tools consider annual results in a long-term scenario, 

as RETScreen and MesapPlaNet. There is one tool that just considers hourly results 

throughout the simulation of one year, whereas others can use both approaches. Some 

of these tools can be used for optimizing operating costs or investments in new tech-

nologies and stations [10,11]. 

In terms of currently planned research projects, attention should go to the American 

Energy Storage Program which, supported by the Department of Energy, aims to de-

velop, until 2015, ES deployment planning tools that are sufficiently generic in order 

to model various storage technologies, but still realistic and verified by a standards 

body. 

6   Conclusions 

Energy Storage (ES) has become the enabler for continuously growing and wide-

spread adoption of Renewable Energy Systems (RES), in order to increase distributed 

and environmentally sustainable energy production. As energy utilities rely more and 

more on distributed energy production from renewable sources, there is the need for 

the introduction of technologies that minimize the impact of the intermittent nature of 

these sources. This is a key opportunity for different ES technologies to be applied in 

scenarios according to technical conditions, like application purposes, grid scale, or 

existing RES, but also taking into account financial, environmental, social, geopoliti-

cal, geographical and regulatory issues. With this intention, we propose the develop-

ment of a tool to assess the deployment of ES technologies in any given country, tak-

ing into consideration the mentioned issues in order to determine the viability of the 

investment, and to select an appropriate ES setup for each scenario. 

Such planning tool would be a useful resource for vendors to rapidly plan a solu-

tion that appropriately fulfills in each case all its potential customer needs. But it 

would also be an interesting tool for any EMG, helping in the process of modifying 

and enhancing regulations by measuring their potential impact on markets, evaluating 

different alternatives. 
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Abstract. Reducing fossil fuel demand and higher environmental performance 

makes the energy sector. This article is devoted to the description of the wider 

framework of the extension of the pilot system topology Labs fuel cells to meet 

the dissertation topic related to energy management and operational optimiza-

tion of energy systems of the future family house.  

Keywords: hydrogen, fuel cells, renewable energy, energy independence, the 

island mode, network mode, hybrid mode, optimization, energy management, 

expert systems, machine learning, a pilot system. 

1   Introduction 

The worldwide energy demand is covered by 90 % fossil fuels. The excessive usage of 

fossil energy sources has two main problems. The known energy reserves of fossil 

fuels are going to its limits. This will lead in a middle term and long term to increased 

prices. The global very inhomogeneous distributed deposits of oil reserves constitute a 

very high exposure for politically motivated conflicts. 

If renewable energy sources will be used more excessive e.g. solar radiation, wind 

energy and cogeneration, energy accumulators need to be installed to balance non-

isochronic or conflictive profiles of energy tender and energy demand. 

Inside these energy supply systems the conversion of renewable energies, storage 

and consumption must be balanced. The energy balance (seasonal or long-term) of 

stochastic input and output need to be paid attention to. 

In the field of energy storage hydrogen will play a vital role in future. It is able to 

be storaged longterm, energy conversion is emission free and endangerment is not 

bigger than the other energy sources. 
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Fig. 1. Block diagram of the energy alternatives 

Project initiation and development laboratory fuel cells and other activities related 

to trends in the promotion of renewable and unconventional energy sources and 

sustainable society. 

Fuel Cell The laboratory was established in 2004. The laboratory collaborates with 

many of external commercial companies in the solution of technological and 

application problems associated with applications of fuel cells. Applied research is 

focused on the future use of technology and technical potential industrial Ostrava 

region along with the natural rich the Ostrava-Karvina coal basin and their use for 

energy production the processing of fuel cells. 

2   Basic functions of a pilot system 

Topology Labs fuel cells (abbreviation LFC) used technology is focused primarily on 

implementation of fuel cell technology (membrane systems for generating electricity 

and / or electrolytic decomposition of water) and other methods of energy storage 

(accumulation of electrical energy between the production and accumulation of 

hydrogen). 

The pilot technological system with the support of other progressive elements 

allows produce electricity by using solar photovoltaic system. It allows the electricity 

accumulated in the installed station batteries and / or deliver to the public grid. 

PEM electrolyzer, which is powered from the station batteries and / or the public 

grid produces hydrogen from demineralized water and stores it in metalhydridových 

or standard pressure containers. This system allows produce and deliver into the 

public grid electricity from the stored hydrogen fuel cell system and DC / AC 

inverters. 
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3   Extension of the pilot system 

Extension the topology LFC is initiated research and development-oriented team in 

recent years and the interest the commercial sector about the results of research and 

development of LFC and cooperation with the commercial sector. 

 
Fig. 2. Conceptual design of the system 

 

The current topology of requires an extension in the areas of energy resources and 

topology optimization sources and storage systems and management of energy flows. 

The main objectives of energy independence is a pilot system modeling needs a family 

house and maximize energy profits and increase investments. 

Major will use small wind turbines, which will be complement the renewable 

energy system generating electricity. The use of small wind turbines in a pilot system 

based on a philosophical view of the timing of the possibility of using wind energy at 

a time when the sun is off or in the reduced intensity of solar radiation. 

Another planned source of energy is combined production electrical energy and 

heat micro cogeneration unit (the MCU). Development alternatives MCU are MCU 

with internal combustion piston engine and internal combustion engine with a circular 

piston. A third alternative is the implementation of the MCU system with high 

temperature fuel cell. Implementation of the MCU is tendentious: 

1. It is long and still unrealized intention of implementing a solid oxide fuel cell 

(SOFC the) fuel cell system in a pilot LFC. 

2. This technology is a global trend for the majority of heat and electricity 

generation as a secondary process. It increases the energy efficiency of the 

final system. 

3. This is based on the secondary results a team of research projects from 

previous years. 

4. Research, development and commercial team partners have expressed interest 

and suggested support for the continuation plan in the future. 
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The optimization topology sources and storage systems associated with the 

implementation and testing of modern photovoltaic solar systems and the 

unavailability of commercial converters for island technology with voltage storage 

systems of hundreds of volts. At the same time expected future integration the electric 

car to the family home at the level of the appliance electrical energy in the mode 

power charging and storage system as an extension of electricity. 

Management of energy flows expected knowledge of the energy needs of the family 

house specified in the expert system with the implementation of machine learning. We 

can drive energy source, energy storage and consumption when is the criteria 

independence of the pilot system to operate in island mode or as to maximize financial 

gain system working in network mode. 

3.1   Micro-cogeneration unit 

Micro-cogeneration unit (the MCU) is system consists of an internal combustion 

engine - generator power energy or high-temperature fuel cell. At the present is 

commercially available technologies prefer solutions with combustion engine for mass 

production of components such MCU. MCU with high-temperature fuel cell is an 

excellent source of today a number of strengths in the future. 

 

 
Fig. 3. The prototype developed by MCU team and the Technical University of Ostrava and 

ISOTRA 

3.2   Photovoltaic solar system 

Existing solar photovoltaic system LFC can deliver high-energy 2kW to the system in 

the island system with battery electrical energy with a voltage of 48V and 75Ah 

capacity. 

For the purpose of energy-independent family house is necessary to meet its needs 

in the period when the sun is off or in the period with limited or no sunlight. About 

meet the energy demands during these periods is responsible a small wind turbine 

system and / or accumulation of electrical energy system. In exceptional cases, micro-

cogeneration unit or a public grid. 
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Extension the solar photovoltaic system into several systems optimized capacity 

and chemical battery voltage electrical energy and the use of the principles 

photovoltaic cells using of solar radiation and diffuse solar radiation with extended-

spectrum.  This solution can seem like a solution to reduce the risk of failure of this 

energy source. 

3.3   Accumulation of power system 

Modified energy storage system uses the existing dual potential for accumulation. 

Accumulation through the production and storage of hydrogen gas by electrolysis of 

water and the accumulation of electrical energy to the station batteries. In addition, 

attention is paid to a station with battery accumulation of chemical energy as follows: 

1. Choice of technology accumulation of chemical energy. 

2. Selecting the optimal size of the storage system with chemical batteries and 

electric power distribution into groups (the "Bank"). 

3. Technology and algorithms, control of the charge and discharge process and 

strategy of charging and discharging of the individual "bank" of batteries in 

the context of the needs of the proposed family house. 

4. Implementation of expanding storage systems (electric, electric hand tools, 

electric lawn mower, etc.) to support the optimization of energy flows. 

3.3   Energy management, expert system, preparation and data collection 

In order to ensure energy independence and optimize the properties of the system 

according of the selected criteria system must be strategically managed. A good man-

agement system can be based on information from the expert system, implemented 

multi-agent systems with machine learning. 

To meet the expert system knowledge and implementation of energy management 

in the extended pilot system is necessary to create database links and decision rules 

based on knowledge of the energy needs of a family house (the FH) in a real environ-

ment. At the same time in the operation phase of the expert system must implement an 

algorithm to optimize properties of the system according to selected criteria and addi-

tional database expert system - necessary to implement machine learning algorithm. 

To obtain the real data must be done long-term measurements of various physical 

quantities and the record in a time sequence. They measured the following tasks: 

1. Measurement of solar radiation, air temperature and wind speed and direction 

versus time during the days of the year. 

2. Measurement of heat in the family house in relation to time during the day and 

week and time of year in the calendar year. 

3. Measurement of power consumption in the family house depending on the 

time during the day and week and time of year in the calendar year. 
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5   Conclusion 

The use of hydrogen as a fuel (fig.1), it is not possible for various reasons. The main 

advantage of hydrogen is clean and closed cycle energy conversion. This process can 

be understood as energy storage. In the production of hydrogen by electrolysis is nec-

essary to use only renewable energy sources. 

The current implementation allows the development of projects related to themes of 

renewable and alternative energy sources at the University of Ostrava. Induced tight 

inter-faculty collaboration. It stimulates the development of cooperation and coopera-

tion between universities in the workplace not only CR but also other research, devel-

opment and commercial European and global workplace. 

Organizational and technical background allows to realize a long-term teaching and 

presentation activities in fuel cells, electrolytic hydrogen production and distribution 

and storage of energy. The issue may be the general public and those interested in 

technical issues of renewable energy sources to learn more of the open days organized 

by the LFC, organized seminars, workshops and innovative website. 

With this latest technology designed popularize issues related to renewable and al-

ternative energy sources are doing to help further the visibility of high school, study-

ing technical fields but also help inform the public about energy sources, effects on the 

environment in connection with their drawings and renewable sources of energy with-

out tendentious and political influences. 
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Abstract. The PMU (Phasor Measurement Unit) is used for accurate measure-

ment of synchronous phasor of voltages and currents. Based on synchronous 

phasor continuous measurement at the different location of distribution network 

is possible prevent fault which can cause blackout. Synchronous phasor meas-

urement is described in IEEE C37.118-2005 standard. The IEEE C37.118-2005 

is primarily focused on communication with the PMU and precision of the 

measurement at steady state. PMU manufacturers declare compliance with 

IEEE C37.118-2005, which doesn't mean correct behaviour of the PMU for dy-

namic changes in the power network. The new standard for the PMU is cur-

rently developing. This standard should contain both the issues included in 

IEEE C37.118-2005 and description of PMU testing in connection with dy-

namic changes in power network. This article deals with the implementation of 

tests for testing the dynamic properties of PMU. These tests are conducted by 

tester, which was designed and implemented based on virtual instrumentation. 

The results of several tests of commercial PMUs are presented in the article 

1   Introduction 

One of the requirements imposed on the distribution network of the electrical network 

is especially the safety and reliability of electrical energy supplies. At present, the 

issue of preventive measures how to stop from failure states in the distribution net-

work, which may be the source of large power cuts in the electrical energy system, is 

often discussed. The importance of this issue is growing with the increasing number of 

dispersed sources of electrical energy from renewable resources (solar and wind 

power plants).  

One of the steps dealing with this issue is implementation of a monitoring system of 

wide power networks WAMS (Wide Area Monitoring System). On the basis of moni-

toring, regulatory measures in the distribution network, that can positively influence 

the stability of the network, can be carried out. The system of monitoring of wide 

networks uses Phasor Measurement Units (PMU) [2] for the measurement of the pa-

rameters of the network. 
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The function PMU is defined by standard IEEE C37.118-2005. This standard de-

scribes the basic properties of PMU units and, especially the communication with 

these units. Nowadays, a new standard is coming to existence. This standard should 

contain both the matters defined in IEEE C37.118-2005 and the issue of testing of 

phasor measurement units. This article deals with implementation of tests for testing 

of dynamic properties of units for measurement of synchronous phasors. The tests are 

performed by means of the use of a tester working on the basis of virtual instrumenta-

tion. Virtual instrumentation provides flexibility of change of the required tester be-

haviour on the basis of current needs of the user. 

2   The Issue of PMU Testing 

Error evaluation of PMU measurement should be performed on the basis of so called 

total vector error (TVE). The computation of this error is carried out by means of the 

following relation:  

     
22

22
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iXniXrXnrX
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 (%) (1) 

where Xr(n) and Xi(n) are the measured values and Xr and Xi are the theoretical 

values at the moments of measurement. On the basis of the above stated relation, it is 

obvious that TVE is defined between theoretically derived values of vectors of syn-

chronous phasors and the measured values. The standard defines two levels of accura-

cy at steady state – 0 and 1. The levels differ in the extent of changes of the reference 

conditions, where the PMU must reach the accuracy of 1%. The survey of tested 

qualities and their extent for compliance with the 1% accuracy of TVE (Total Vector 

Error) for individual levels are indicated in Table 1 [1]. At the end of the article, re-

sults of several tests that were performed in accordance with IEEE C37.118-2005 will 

be presented. 

Table 1. Admisible limits of errors TVE for sustaining the level 0 and 1 

Measured 

quality 

Ref. condi-

tion 

Level 0 Level 1 

Extent of 

measurement 
TVE[%] 

Extent of 

measurement 
TVE[%] 

frequency fnominal ±0,5 Hz 1 ±5 Hz 1 

amplitude 
Anominal 

100% 

80 % to 120 

% 
1 10 % to 120 % 1 

phase 0 rad ± π rad 1 ± π rad 1 

harmonic 

distortion 

<0,2% 

(THD) 

1% of each 

harmonic to 

50 harm. 

1 

10% of each 

harmonic to 50 

harm. 

1 
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3   The Testing Workplace 

Since 2010, development of a workplace dealing with the issue of testing of phasor 

measurement units has been taking place in the Department of Cybernetics and Bio-

medical Engineering of VŠB – Technical University in Ostrava. At the first stage, the 

hardware concept of the tester was designed which was subsequently put into effect.  

3.1   The Hardware platform of the Tester 

The tester is built on the concept of virtual instrumentation. The hardware consists 

predominantly of components by the company National Instruments. The decision to 

choose this concept was made on the basis of the long-time experience gained by the 

staff of our department in the area of virtual instrumentation.  

The core of the testing workplace is the system NI PXI that is supplemented with 

the card of analogue outputs NI PXI-6733 and the card for time synchronization NI 

PXI-6682. Next, it contains a GPS signal receiver that is used for the time synchroni-

zation of the generated signal and time synchronization of other devices participating 

in the test, including the tested PMU. The synchronization signal is transferred to the 

devices by means of the protocol IRIG-B. The analogue output (AO) is equipped with 

a 16bit converter for each analogue output. The maximum sampling frequency for the 

analogue module used is 1,000,000 samples/s. 

 

 

Fig. 1. The PMU tester block diagram 

Two amplifiers DEXON DAP1500 are used for amplification of the analogue sig-

nal from the AO card. By means of these amplifiers, the output signal is amplified to a 

level which is suitable for excitation of analogue signals of the tested devices. The 

tester enables to generate 3 voltage signals. 
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3.2   The Software for Generation of Test Signals 

The software application of the tester is created in the graphical programming lan-

guage LabView by the company National Instruments. The application consists of 

several parts: 

 editor of the course of the test signal, 

 calibrator – measurement frequency amplitude and phase characteristics of the 
amplifiers used, 

 the main user menu. 

The editor for creation of the test signal allows creating of various courses of sig-

nals for the testing of phasor measurement units. The signal can be created either by a 

simple course with constant parameters (amplitude, frequency and phase) depending 

on the time, or it possible to create a signal with variable parameters in time, see Fig-

ure 2. This enables a change of parameters that can come to existence in a real electri-

cal network. 

The application also performs computation of the theoretical values of the ampli-

tude, frequency and phase of the generated signal. The individual courses of the sig-

nals can be stored in configuration files and, on their basis, it is then possible to dis-

play the testing signal in the main user menu of the application or, possibly, on the 

basis of the configuration file of the given signal, its generation is carried out. 

 

Fig. 2. An example of a change of the generated signal frequency 

3.3   The Testing Process 

With respect to the fact that classical audio amplifiers are used for the amplification of 

the signals for excitement of the input circuits of the tested devices, it is necessary to 

deal with certain problems concerning the amplified signal frequency dependence. 

After the measurement of the amplitude and phase frequency characteristics of the 

amplifiers used, nonlinearity of the amplifiers was found out in the range of low fre-

quencies.  

On the basis of the above stated facts, correction of the amplitude and the phase 

depending on the required frequency is performed when each signal is generated. The 

correction of the amplitude and the phase of the individual harmonic components 

contained in the signal are performed in the time domain. 



Testing of Dynamic Behavior of PMU and the Results of the Basic Tests 217

 

Fig. 3. Testing algorithm of PMU 

Figure 3 shows the algorithm that is used for the testing of individual devices for 

the phasors measurement. It is evidenced from this figure that the course of the signal 

for the testing is both brought to the analogue output of the card and it at the same 

time passes through the block that represents the transmission function of the amplifier 

used. The discretized form of the transmission function obtained by identification is 

defined by the following relation: 

 
907,0907,1

796,1513,3718,1
2

2






zz

zz
zH  (2) 

The theoretically computed course of the signal passes through the model of the 

amplifier; the data evaluation follows. The evaluation is carried out by comparison of 

the data that were obtained from the tested PMU and the value of the amplitude, fre-

quency and phase of the generated signal after it passes through the model of the am-

plifier. The goal of the model is to simulate frequency dependence of the real amplifi-

er on the theoretically computed course of the signal. 

3.4   Results of the Partial Tests 

The results of one of the tests that describes the behaviour the phasor measurement 

unit at steady state, i.e. when there are no dynamic changes of the measured parame-

ters (the magnitude of the amplitude, the frequency and the phase), are shown in Fig-

ure 4, and Figure 5. The test is performed in compliance with IEEE C37.118-2005, 

see Table 1. Two devices SEL 351A by the American manufacturer SEL (Schweitzer 

Engineering Laboratories) were tested. 

Parameters of the signal used for the test: 

 amplitude 55 V 

 frequency 49,5 Hz 

 phase 0° 

The individual courses in the below stated figures represent the dependence of the 

given quality (amplitude, frequency, or phase) on time. Each graph shows the course 

of the generated quality and the qualities that were obtained from the tested devices. 
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Fig. 4. Courses of the measured + generated frequency 

 

Fig. 5. Courses of the measured + generated phase 

4   Conclusion 

The development of the tester, both from the point of view of the hardware and the 

software application for creation of tested signals, still continues. Another goal we set 

is to carry out adjustments of the hardware part mediating amplification of the output 

signal. Steps are taken in order to improve frequency properties of the amplifiers in 

the range of low frequencies, which should result in improvement of accuracy of the 

generated signal. Furthermore, the arrival of a new standard dealing with the issue of 

testing of properties of phasor measurement units, on whose basis possible changes in 

the methodology of testing will be made, is expected. 

The tests that have been prepared enable to carry out the verification of compliance 

of the properties of the tested PMUs with the requirements of the basic norm IEEE 

C37.118, the compliance of the properties with other requirements of the end user 

and, especially the properties of the tested PMUs at the occurrence of various pertur-

bative factors that may occur in the real network. 

In the following research, algorithms for testing of the PMU behavior for more 

elaborate conditions will be developed. Multiple repetitions and the following statistic 

evaluation are integral parts of the tests. 
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Abstract. This paper is concerned with motion pattern recognition using built-

in accelerometers inside of modern mobile devices - smartphones. More and 

more people are using these devices nowadays without using its full potential 

for user motion recognition and evaluation. As accelerometer magnitude level 

comparison is not sufficient for motion pattern recognition Morlet wavelet 

based recognition algorithm is introduced and tested as well as its device 

implementation is described and tested. Set of basic motion patterns walking, 

running and shaking with the device is tested and evaluated. 

1 Introduction 

Smartphone devices are spreading more and more in this society [1] and these 

devices themselves contain one of the most sophisticated sensors able to detect user 

motion in the three dimensional space we are living in. This motion is always 

connected to the real world context and represented by numeric values in the 

smartphone. This context can represent normal physiological everyday motion pattern 

as walking, running, driving or it can also represent pathological motion pattern as for 

example epileptic seizures or fall. All of this information is vital either for person´s 

circadian rhythms [2] in case of physiological motion patterns or dangerous situation 

evaluation in case of pathological motion patterns. 

This paper is concerned with context data extraction from device´s accelerometer 

sensor and motion pattern recognition. Device used in this paper is Google Nexus S 

with built-in accelerometer ST Microelectronics - LIS331DLH capable of measuring 

acceleration ±8g on 16bit ADC. Thus accelerometer gives sensitivity of 3,9mg/digit. 

Sampling frequency of this accelerometer varies from 23-26Hz in the normal setting 

but can go up to 50Hz in case of necessity.  

Simple value threshold is not sufficient for motion pattern recognition as some of 

the movements like running shaking and fast walking have all similar amplitude. Thus 

time and frequency domain analysis is required. Based on the nature of accelerometer 

signal which is rather unpredictable and non-periodical, fast Fourier transform had 

been skipped and wavelet transform was used to classify different events. 

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2012, pp. 220–226.
VŠB – Technical University of Ostrava, FEECS, 2012, ISBN 978-80-248-2769-8.
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2 Measurement 

2.1 Accelerometer data acquisition and data dimension reduction 

Dataset acquired from device was expressed by time series of three independent 

streams of data points from accelerometer axis X, Y, Z. This data express user 

acceleration in all direction. In most cases and use scenarios accelerometer data 

amplitude independent on direction is required. Thus in order of data dimension 

reduction and process simplification modulus of these three dimension values is 

calculated according to (2.1) as an absolute value of three axial data from the 

accelerometer. 

222

ACC X=Z ZY   
(1) 

Data retrieved from the device´s accelerometer have frequency that varies between 

23-26Hz which is sufficient for the most of the applications. Device is capable of 

frequency 50Hz in fastest setting. Three axial accelerometer is a very sensitive device 

capable of measuring acceleration ±8g on 16bit ADC, accelerometer giving final 

sensitivity of 3,9mg/digit.  

2.2 Motion patterns 

Data measured by the device can be classified into motion patterns. These motion 

patterns described in this paper represents walking, running and shaking. The major 

attention is paid to the difference between running and shaking as it is same in the 

amplitude but different in time distribution as we can see on the figures (Fig. 1) and 

(Fig. 12). Walking and running is different in amplitude and thus not interesting for 

another processing in time or frequency domain. 

This application is trying to put into context following activities (movement, 

shaking, pathological movements), thus this application is trying to create following 

equation motion pattern which is equivalent to contextual user action (movement). 

This request for real time processing gives a new request for minimal delay between 

data´s input data analysis and output 
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Fig. 1. Accel. running modulus values        Fig. 2. Accel. shaking modulus values  

2.3 Wavelet analysis 

Thanks to furrier transform limitations for non-periodical signals wavelet analysis 

is used for accelerometer signal analysis and followed classification. Wavelet is a 

time limited signal (wavelet + window) that interfere with components of analyzed 

signals. Wavelet is specifically designed for classification of specific components and 

convolution of this wavelet and input signal is used to extract motion pattern 

information from the signal [6]. Convolution represents how strongly the components 

of wavelet presented in analyzed accelerometer signal are. Parameters and thus 

wavelet shape can be changed in time. Morlet wavelet had been selected as a mother 

wavelet. 

Morlet wavelet is a sinus signal modulated by Gaussian window function of 

probability distribution and is defined by equation (2) in real numbers domain [3]. 
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σ defines change in a time-frequency properties of wavelet. Lesser the value better 

the time resolution for the cost of frequency resolution. In this application σ=5 is used 

shown on figure ( 

Fig. 3). 

 
Fig. 3. Morlet wavelet with σ = 1 on left and σ=5 on right 
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Wavelet analysis performed on input signal is defined with equation (3) as 

convolution of input signal with given wavelet and implemented by fast wavelet 

transformation performing convolution of FIR filters bank. Filters in filter bank are 

created by the wavelet property change. Fast wavelet transform is using 

downsampling of mother wavelet samples changing its central frequency. 

Downsampling to the half number of samples gives twice the central frequency of 

original wavelet. 






 ][][][ mnfmXn  (3) 

2.4 Wavelet algorithm implementation for accelerometer data analysis and 

motion pattern extraction 

Implemented application is using cascade of low pass H(scaling) and high pass 

G(wavelet) filters created as a quadrature mirrored filters [6] of scaled mother 

wavelet. Used scaled versions of mother wavelet are described in table (Table 1). 

Mother wavelet is defined from -2 to 2 with default step between samples 0,0125 

displayed in figure ( 

Fig. 3). 

Table 2. Scaled wavelets table that forms the filter bank 

Wavelet ID Time step between samples 

w1 0,0125 

w2 0,0250 

w3 0,05 

w4 0,1 

w5 0,2 

w6 0,4 

w7 0,5 

Scaled Morlet wavelet is applied to the input signal as described in chapter (2.3). 

Output signal power is calculated according to the following equation (4). 
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3 Wavelet algorithm testing results 

At first graph of signal that represents running is displayed in figure (Fig. 1). This 

signal’s wavelet analysis is displayed in figure (Fig. 4). This figure and all others that 
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follow this result contains input data in a first subplot wavelet results in the second 

subplot and signal power spectrum in the third subplot. 

Running test results 

 
Fig. 4. Running action wavelet analysis with highlighted w3 and w4 

Shaking test results  

 

Fig. 5. Shaking action wavelet analysis with highlighted w4, w5 and w7 

As expected energy of shaking had moved to higher frequency band and most time 

and frequency expressing wavelet is wavelet w6 (Fig. 5) that has step between 

samples 0,5 which gives us 8 samples in scaled wavelet from -2 to 2. This means at 

sampling frequency 25Hz that shaking was at frequency 3,125Hz. From this we can 

clearly extract the information about shaking from accelerometer signal. 
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Test and results evaluation 

Algorithm motion pattern extraction capability and correct classification had been 

tested in number of cases using three devices with built in accelerometers running 

android operating system. These devices are, Samsung Nexus S, Motorola Razr, LG 

Optimus One. Each motion pattern was tested 8 times always with different user. 

Tested parameters were motion pattern extraction success rate with other variables of 

device type and device placement. 

Device implementation notes 

Motion pattern extraction and detection algorithm was implemented in Java and C 

programming languages into smartphone device running on Android platform. 

Performance hungry sections of application code were implemented in C 

programming language using NDK (Native Development Toolkit). These sections of 

code includes fast wavelet transform algorithm that renders into series of FIR filter 

bank convolutions. 

Conclusion 

This article proposes a solution to the motion pattern extraction and classification 

by the means of wavelet analysis method. Fast wavelet analysis forming a filter bank 

of quadrature mirrored low pass (approximation coefficients) and high pass (detail 

coefficients) is used to extract and identify motion pattern like walking, running or 

shaking. 

Algorithm introduced and used in this paper is only the base algorithm for more 

sophisticated algorithm used for the classification of spastic epileptic seizures 

detection algorithm. 

 

Project publications 

This project results has been accepted to be presented on SOCO 2012 conference. 
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VŠB – Technical University of Ostrava, 17. listopadu 15, 708 33 Ostrava – Poruba

jan.kijonka@vsb.cz

    
 

   

     

Abstract. The paper deals with the hardware design of a mobile unit for vital 
function  data  monitoring.  General  purposes  of  the  device  are  measurement, 
visualization, data storing, viewing and wireless transmission of the measured 
data to create a part of a home-care system. The device is built-in a small hand
held package powered by a single cell battery and  equipped by a user commu
nication interface, ECG, accelerometer, temperature, wireless Zigbee transre
ceiver, audio DAC, charger, fuel gauge and real-time clock modules, all con
trolled by a low-cost and low-power AVR 8-bit RISC architecture microcon
troller. Zigbee wireless provides a connection with some medical equipment, as 
external pulse oximeters, thermometers, accelerometers, scales, passive infrared 
sensors (PIR sensors), chest heart rate meters and other devices including the 
base station of the home-care system.

1   Introduction

The most important features in today‘s patient monitors are mobility, ease of use and 
patient  data  transfer  between other  medical  devices.  The mobility  is  achieved  by 
miniaturizing and integrating of these electronic circuits that serves as the main com
ponents of the medical devices. Many functions can be integrated on a single chip 
with several analog inputs and one serial or parallel digital communication output in
terface. For example, the analog front ends with capability of ECG, EMG, EEG and 
other biosignals measurements integrated on a single chip, including high resolution 
delta-sigma  analog-to-digital  converters  (ADCs)  with  built-in  programmable  gain 
amplifiers (PGAs). They incorporate all of features commonly required in medical 
ECG and EEG applications. The high level of integration reduces also the power and 
overall cost of whole measurement system. The inner circuit allows many configura
tions accessible throw the digital communication interface.

   Ease of use can be achieved witch wide spectrum of user interface possibilities. 
Today,  ever-increasing  usage  of  touch  screens  enables  a  comfortable  user  menu 
browsing and data entering without physical keypad usage, which again cuts down 
the device space requirements and gives more space for large display, that can be in
stalled over whole device surface. 

   The patient data transfer needs to be possible across wireless or serial communic
ation like USB, RS232.       

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2012, pp. 227–232.
VŠB – Technical University of Ostrava, FEECS, 2012, ISBN 978-80-248-2769-8.
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      Two most used wireless communication standards for medical application are 
ZigBee and Bluetooth. More and more medical devices especially in patient monitor
ing and home healthcare can benefit from low energy wireless technologies. ZigBee 
is simple reliable, low cost and low power standard, that can be used to monitor pa
tients with ZigBee sensors in homecare or in hospital area application. 

   Bluetooth low energy solutions are designed for low cost, low power and short 
range connectivity. The technology enables direct communication to cellular phones, 
laptops and other devices like sports and fitness watches, GPS.

   Patient monitoring and biosignals data transfering is important feature of dis
cussed devices, but often one poses more requirements, as real-time measured data 
analysis and remote health care problems signalizing. In this case, the control unit and 
its correct selection is necessary for reaching the required features of the whole sys
tem. The key requirements are the low power consumption and system versatility.

2   Materials and Methods

The main idea of the project was to design a low cost simple handheld vital function 
monitoring device, embedded in a mobile phone case, using the original LCD, keypad 
and speaker, and powered by the original single cell Li-Ion battery.  Another require
ment was short development of the application. It was reached by selection of simple, 
already well-proven control unit for the project. 

   The requirements for monitored vital functions:
• ECG Einthoven and Goldberg leads measurement  using the 4 limb electrodes 

RA, LA, LL, RL, with right leg drive (RLD) and hardware pacemaker detection.
• Two temperature  sensors  for  internal  and  external  temperature  measurements 

with a possibility of body temperature measurement and a capability of storing 
the measured values.

• Two  3-axis  accelerometers  for  internal  and  external  static  and  dynamic 
acceleration measurements.  Motion, position and activity detections, additional 
possibilities (pedometer, epileptic fit detection).

• Wireless ZigBee communication for data transreceiving and remote home care 
monitoring

• PPG biosignal measurement, body weight, location and events data monitoring 
and storage from external sensors and devices via ZigBee.

• Time waveform trends of measured biosignal data
• Real time clock, date, time and alarm settings
• Emergency call button
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Fig. 1. Vital function monitoring system; block diagram of the device

Microcontroller. As the device’s microcontroller was chosen an 8-bit AVR architec
ture based chip with 64 or 128kB of programmable flash memory and 4 or 16kB 
SRAM. The current consumption is only 3,5mA in active mode and 0,1µA in power 
down mode. The crystal frequency clock of 12,288MHz was chosen to deliver clock 
also to the Audio DAC clock input. The design of the device has brought the follow
ing requirements for the communication interfaces:   one serial peripheral interface 
(SPI),  two  universal  serial  asynchronous  /  synchronous  receiver  and  transmitter 
(USART), capable to operate in SPI mode and one inter-integrated circuit (I2C) inter
face.
ECG. The ECG analog front end has eight differential inputs for maximum of 12-lead 
ECG measurement with resolution of 24-bit on 2400mV range. It operates at data 
rates from 250SPS to 32kSPS, allowing the implementation of software PACE detec
tion. The ECG analog front end enables also the lead off detection. The application 
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doesn’t use all the 12 leads, so the remaining inputs are used for augmented leads 
hardware measurement and for the test square signal. The hardware pace detection is 
provided by the analog output of the device and a simple circuit with feedback con
nected to one of the device general purpose inputs. The output from the analog front 
end is the all digital SPI.
Accelerometer. Accelerometry  provides  the  three-axis,  14-bit  accelerometer,  with 
programmable  selectable  sensitivity  of  ±2/±4  or  ±8g  and  frequency  range  up  to 
800Hz.  The  built-in  feature  allows  automatic  static  orientation  detection 
(portrait/landscape, up/down, left/right, back/front) position identification. Next fea
ture - motion detection - can be used for human body movement detection or for en
tering the device power saving mode. The dynamic accelerometry is utilized for activ
ity level measurement, and provides many additional usage possibilities as pedometry 
and sleep disturbances analysis. It can be also used in sport disciplines for motion tra
jectory and stroke strength analysis.
Theromometer. The temperature sensor measures with the accuracy of ±0,2°C in the 
range from -10°C to +85°C with 16-bit resolution. In external mounting it is accept
able for approximate body temperature measurement too. More accurate results can 
be achieved by calibrating the sensor.
Memory. For the data storage serves the 8Mbit flash memory with its own SPI inter
face to perform continuous reading/writing operation without additional addressing 
the memory. This SPI is available also on the I/O connector of the device for the mi
crocontroller in-system programming (ISP) mode.
Audio DAC. The device also implements an audio DAC for sounds and speech repro
duction and for the alarm clock. However, the sounds cannot be used continuously 
with  waveform  rendering,  for  example  for  beat  beeps,  due  to  absence  of  direct 
memory access (DMA). The µC is not able to handle several interrupts at once.
User Interface. The user interface consists of mobile phone keypad pushbuttons and 
a super-twisted nematic (STN) liquid crystal display (LCD) with 132x132 pixels res
olution and 4k colors. The user interface graphic a simple several level user menu 
with color icons associated with some function or function group.
ZigBee. The ZigBee wireless solution is connected to the SPI0 together with the ECG 
module to subsequently transmission the ECG data stream. The SPI0 is also connec
ted to the I/O connector. Like that it serves for programming the flash memory in 
UART mode.
Power Management. All the used circuits are designed for the voltage from 2,7 to 
3,3V. However, the microcontroller clock frequency is purposely chosen higher, to 
achieve the higher computing power. So, for keeping stability of the application, there 
are used the 3,0V low drop out voltage (LDO) regulators. When the battery is fully 
discharged, the voltage falls just to the 3V threshold,  the drop out voltage is  only 
40mV at 250mA. Therefore, it is not necessary to use the non-effective step-up con
verters. The device has 3 LDOs. The LDO1 is a low noise (filtered) power, supplying 
the ECG analog front end. The LDO2 is always enabled, even if  the device is  in 
power-down mode. In power down mode (the device is powered off), the current con
sumption is only 0,4µA for µC power-down mode and 0,3µA for the real-time clock, 
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which holds the date, time and alarm in active mode. The device is activated again by 
power on/off pushbutton (fig. 1), connected to an interruptible µC input. The LDO3 is 
a power supply for another external devices (memory, ZigBee, Thermometer, Accel
erometer, Audio DAC, LCD), this voltage is also accessible on the device’s  I/O con
nector.

The device has a fuel gauge to determine the full charged and remaining capacity, 
time to discharge, actual voltage, current of the battery and other fuel gauge paramet
ers. These parameters are available in the device user menu.

For the backlight there is a DC-DC converter controlled by PWM signal. The back
light has the most current consumption of whole system. So this is reasonable to set 
the backlighting to the minimal necessary level and turn it off when it is not neces
sary.

3   User Interface

The main menu window offers these three possibilities:
• Monitoring (monitoring of a real-time biosignals data measurement; signals with 

the constant sampling  period)
• Time Trends (records of one shot measured values from some meters or slower 

varying signals – one second period or more)
• Settings

Monitoring Section. In the monitoring section, only the PPG is not possible to meas
ure directly by the device. This biosignal is measured by an external PPG device. In 
the occurence of the measurement, the user is adviced by a short message displayed 
on the LCD.

Each monitored signal can be recorded. The number and total length of the records 
is limited by built-in memory size. For typical sampling frequency of 250SPS, this is 
possible to record about 30 minutes of 3 leads ECG to the usable space in the flash 
memory.

There are several options for waveform signals imaging for ECG, PPG and accel
erometry. The ECG waveform imaging speed is adjustable to 10 or 25 or 50mm/s. 
On the screen it can be displayed one signal or the screen can be splitted to 2 or 3 
parts to show up to 3 signals simultaneously. The same applies for PPG and accelero
metry X,Y and Z signals. The user can set data rates, sensors sensitivities or others in 
appropriate setting sections.

Time Trends Section. The time trends section is usable for the long term data brows
ing and analyzing. For example, the human body temperature or physical activity can 
be measured directly by the device. Data of the internal and external thermometers 
and accelerometers can be stored to make time trends.

   The blood pressure, body weight and location data are accessible only via Zig
Bee. The body scales, sphygmomanometers, PIR sensors and other medical devices 
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can be arranged on the monitored area. 

Settings. The last main menu section is devoted to appropriate function settings or re
viewing.

3.1   Biometric Data Storage and Broadcasting

The biometric data as the blood pressure, body weight or internal and external tem
perature can be stored automatically,  or with a selectable time period to the flash 
memory. For these one shot and long term data storage, there is allocated a fixed size 
of the flash memory of the array data type. When the maximum index in the array is 
reached, the index returns back to the beginning of the array, so the oldest values are 
re-writen by newer ones. 

   The data from the ECG and ACC modules and all  the data with a constant 
sampling period are stored as a data stream. The data stream has defined opcodes for 
differentiate signals from one to another. At the begigining of each record is the head
er, each record is finished by a stop opcode.  

   For transmitting the records via Zigbee, there is the similar system of the data 
streaming, but without headers and stop opcodes.

The user can select the period for internal and external temperature srorage, or the 
data storage of selectable data can be disabled.

4   Conclusion

The work deals with the handheld vital function monitoring device hardware design
ing and description of the selected implementation. Using highly integrated circuits, it 
is possible to design a small device with integrated analog front end 12-leads ECG, 
accelerometry and temperature measurements with the popular wireless ZigBee inter
face.
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Abstract. The paper sums up research and development of fuzzy approach ap-
plied for adaptation of parameters of classical PID controllers. It introduces its 
implementation on programmable logic controllers S7 300/400. It also shows 
the concept of supervisor – an expert system that handles the above mentioned 
adaptation. Control performance monitoring, setting the model of the regulated 
system, its verification, the process of identification and subsequent adaptation 
of PID controller parameters are discussed. 

1   Introduction 

On the field of fuzzy expert systems that perform monitoring and adaptation of con-
ventional controllers a lot of publications has been released [e.g. 1, 2, 3]. Most of 
them focus on problematic of fuzzy supervisors at a higher control level; evaluating 
responses to a step change of set-point and based on gained data they adapt the con-
troller parameters according predefined fuzzy rules. 

In several contributions we described different self-tuning techniques on PLC 
background and control systems with self-tuning methods design [4, 5, 6, 7]. 

In following articles, we have focused on the theoretical background and practical 
implementation of fuzzy-based control systems. We proposed and presented function 
blocks for fuzzy regulator [8], PID regulator [10], fuzzy expert system [9], statistical 
evaluation of regulation and control performance monitoring [11] and identification 
of regulated systems [15, 16]. Then we proposed complex system for knowledge 
adaptation of regulator in PID control with PLC implementation [11, 13]. Besides this 
we described application of modeling and simulation techniques for technology units 
in industrial control which we need for our complex system [12, 14]. 

Chapter 2 introduces concept of knowledge adaptation of PID controller based on 
evaluation of quality of control. 

Chapter 3 contains brief introduction of our results in area of implementation of 
system for knowledge adaptation. 
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2   The concept of the knowledge adaptation of PID regulator 

Above the basic control loop containing PID controller and regulated plant there is 
Supervisor – expert knowledge system. Detailed structure of the feedback control 
loop with Supervisor is shown on Fig. 1. 

Supervisor also contains further particular functionalities, such as: 
• Monitoring of quality of control. Regarding practical operation, the 

knowledge system will be implemented for evaluation of quality of control based on 
measured data in online mode. 

• Determination of the model of regulated plant if quality of control becomes 
worse. In this case there comes an analysis resulting in finding out if this is caused by 
the fact that dynamics of the regulated plant is changed in current time point and 
current operating point. If the knowledge system detects such situation, it launches 
identification experiment which based on measured data determines local model of 
regulated plant or model of control circuit. 

• Control of identification experiment. 
• Synthesis of the controller based on identified model, resulting in adaptation 

of the parameters of PID controllers either by knowledge or classical methods. 
Evaluation of criteria of control quality and determination of controller constants 

will be carried out by use of knowledge approaches, e.i. by fuzzy logic. In order to 
perform the identification experiment a white noise signal has been chosen. Model of 
controlled plant will be determined in the form of SOPDT (second-order plus dead 
time) by use of appropriate optimization algorithm. 

All the algorithms mentioned above will be implemented at the lowest control lev-
el, within programmable controller. 

 

Fig. 1. The concept of adaptation of PID controller. 
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We have implemented several function blocks for control performance monitoring 
function and for identification. For regulated system identification we use ARX pro-
cedures. 

For practical experiments we used the simulated closed loop with PID controller 
and controlled systems to make simulated controlled systems outputs. 

Implemented functions ArxIdent (Leas square method with exponential forgetting) 
and RecArxIdent (Recursive least square method with exponential forgetting) are used 
to determine controlled system models. All functions are directly implemented to the 
PLC so no connections to higher levels of the control systems are needed. 

Example of implemented functions for identification of controlled system is on 
fig. 2. Detailed description of AR, information of implementation and practical results 
are in [16]. 

 
Fig. 2. Example of implemented functions for identification. 

3   Practical results 

In area of practical results we have implemented number of function blocks and func-
tions for PID controlling, control performance monitoring (Fig. 3). Detailed descrip-
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tion, implementation details and practical results are in references [4, 5, 6, 7, 8, 9, 10, 
11, 12, 13, 14, 15, 16]. 

   

Fig. 3. Implementation of some functions and function blocks. 

 

 

Fig. 4. The block scheme of the implemented fuzzy regulator. 
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4   Conclusion 

In this contribution we present the approach to knowledge adaptation of regulator 
in PID control with PLC implementation and its individual components. The usage of 
controlled systems model design by ARX procedures with PLC implementation and 
other function blocks and functions are presented. These functions will be used in a 
complex fuzzy knowledge adaptation mechanism for PID regulator control. 

The following work at the research area according the concept of the knowledge 
adaptation of PID regulator will include 

- Design and tuning of on-line knowledge system for adaptation of parameters 
of PID controllers according identified models. 

- Testing the concept of the adaptation mechanism on the real plant in the in-
dustry. 
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Abstract. Renewable energy sources rapidly gain popularity in the Europe 

together with the technology to utilize these sources efficiently. Fluctuations in 

the power output depending on meteorologist reasons are a usual forecast when 

using renewable energy sources such as wind, wave or solar power plants. 

Optimization and further development of these techniques is an ongoing issue 

to improve the infrastructure of renewable energy sources. This proposal 

investigates improvements the temporary energy storage techniques hydro 

pump in combination with renewable energy sources for off-grid locations. This 

proposal is a base for recognizing state-of-the-art solutions, create an 

environment suitable for technical improvement and apply novel solutions to 

either retrofit existing systems or new constructions. We propose a marketing 

model for optimizing size-to-market of an energy storage facility. With the 

innovations proposed we expect improvement in the energy storage sector 

beneficial for financial marketing, sustainability and technical efficiency. 

1   Introduction 

Power fluctuations and uneven energy production in relations to consumption are the 

major reasons for temporary energy storage systems. These occurrences are most 

clearly visible when using renewable energy sources, since these types of energy 

sources rely on unstable and fairly unpredictable factors such as weather conditions. 

For these reasons, hydro pump [2] and battery [1] storage has been used for several 

decades, and is continuously being improved. 

An applicable real-life system should provide the necessary capacity for the 

customers during all parts of the day. It should prove safety and stability both for 

personnel and the end users. The power system should also be environmentally 

sustainable, but still have a financial budget reasonable for investors and financiers. 

The aforementioned parameters usually conflict each other, which means that 

compromises must be made with respect to requirements stated by many partners. 

This problem of optimization often shows in marketing as the investors demand 

payback for their investments. This area of research has proven to clearly show room 

for improvement – a reason for why initiative has been taken, from our part, to move 

closer towards efficient integration of renewable energy sources with energy storage, 
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better utilization of new technologies such as the smart grid and decreasing use of 

fossil fuel-based energy sources. 

In this proposal novel methods are applied for improving the already existing 

techniques in the area of temporary energy storage in off-grid locations such as small 

islands. As mentioned, several parameters are of major importance when creating 

a globally beneficial system. With modern techniques such as smart grid [4] new 

doors open for improving the storage system; making it easier to accommodate to 

renewable energy sources and more tightly integrate to the power grid. By combining 

state-of-the-art technologies, mutual benefits for multiple partners have a common 

potential to increase. For this reason investigation has been initiated for fabricating a 

hybrid between hydro pump energy storage and battery storage. This conjunction of 

technologies will provide possibilities for using the huge energy capacity of hydro 

pump storage, while still maintaining the fast response time of the battery to adapt to 

changes in power demands. Other properties of both technologies such as reliability 

and flexibility create a common product with advantages over currently existing 

competitors.  

Locations not connected to the main grid show different objectives for the energy 

ecosystem. Main objectives of the energy provider are not necessarily energy export 

and economical profit as the situation on the mainland. The major obstacle is instead 

to, with a limited power supply, deliver energy to the whole community during any 

environmental circumstances. Our focus in this project is on the lastly mentioned 

areas; a field of research opens to improvements and innovations. 

2   State-of-the-art 

In order to reconcile our propositions with the current technologies, we must consider 

the state-of-the-art development and currently positioned products on the market. This 

section gives an overview of energy storage techniques applied hydro pump energy 

storage. After this introductory briefing, Section 3 presents a proposal beyond state-

of-the-art for improving the energy storage techniques. 

Pumped Hydro Storage (PHS) is already a well-developed technology on the market, 

and it is a part of the renewable energy sources and its ecosystem. The main parts of a 

PHS (Fig. 1) is two water reservoirs, tunnels that convey water from one reservoir to 

another, a reversible pump/turbine, transformers, and transmission connection. 

 

Fig. 1 Structure of a hydro pump energy storage system.  
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Pumped-storage is a type of hydroelectric power generation used by certain power 

plants for load balancing. The method stores energy in the form of water, pumped 

from a lower elevation reservoir to a higher elevation. Low-cost off-peak electric 

power is used to run the pumps. During periods of high electrical demand, the stored 

water is released through turbines to produce electric power. Although the losses of 

the pumping process makes the plant a net consumer of energy overall, the system 

increases the revenue by selling more electricity during periods of peak demand 

(when electricity prices are highest). Pumped storage is the largest-capacity form of 

grid energy storage now available. The amount of stored electricity is proportional to 

the product of the volume of water storage in upper lake and the height between the 

reservoirs. [3] 

3   Dual-tube system  

The main advantage of the hydro power plant in isolated off-grid locations is to utilize 

the renewable energy sources and eliminate the dependency of conventional energy 

sources. For increased efficiency of the hydro pump storage, our innovation is to add 

one extra tube and divide the plant into two parts shown in Figure 2. The first part is 

responsible for pumping the water up as the storage is charging. The energy source 

for this action comes directly from the renewable energy sources. During discharge, 

the water falls down through a separate generator to produce stable energy. This 

construction makes the whole storage function as big buffer capable of circulating 

water continuously during day and night. It has therefore a faster response time for 

charge and discharge compared to a conventional single tube system. Furthermore, it 

helps to overcome blackout of renewable sources because of the large energy capacity 

of the hydro pump storage. However, the hydro pump with an extra pipe needs 

a strategy position; it requires two large lakes or reservoirs and wind farm or PV 

panels close to the pumped hydro because of transport losses. It also requires the 

additional infrastructure and equipment for constructing the suggested strategy.  

 

Fig. 2 Structure of a hydro pump energy storage system with multiple pipes.  
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3.1   Small islands and off-grid system  

As described, our main target for the energy storage innovations is the off-grid 

installations on for example small islands. In the off-grid scenario, install capacity of 

the RES (PV and wind) has to be equal to or more than the average grid consumption 

in the isolated location. In practice, the energy sources require a slight overdimension 

in order to cover the power peaks, which occur during low wind or weak sun. On the 

other hand, the excess energy is used for pumping water up and storing the potential 

energy for turbine/generator. For e.g. small islands it is of importance to store excess 

energy for later usage during peak conditions. 

In our scenario (Fig. 3), the grid is continuously powered from wind farms since the 

wind power generation is not directly controlled by time of day. In contrast, the power 

from PV panels grows continuously from the beginning of the day to charge the 

batteries, which are used to cover potential fluctuations in the system (flexibility, 

faster response, maintain power quality). If there is a lack of wind energy (and no 

suitable energy from PV), the turbine/generator is supplied by water previously 

pumped up to the reservoir and is supplied to the grid. As power from PV panels 

reach the required value, the energy is directly used to supply the grid and support the 

wind farm in energy generation. The turbine/generator can be switched off as the 

energy sources reach the required value. Excess of the energy can always be used for 

charging the batteries (if they are not fully charged). If the batteries are fully charged, 

the control system starts the motor and pumps the water back up to the reservoir. At 

the same time, the PV panels (and wind farm) supply the grid and in case of excess of 

energy pump the water up. During night, the grid is initially powered from the 

batteries, and when the battery charge reaches a lower limit the generator/turbine is 

started. At this state, the grid is powered by the hydro storage generator until the RES 

become available again. 

 

Fig. 3 Overview of the small-island off-grid system.  

 

The main benefits of the system are the possible usage of renewable energy 

continuously, and the accumulation of excess energy useful as the output of the RES 
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diminishes. Secondly, the system provides independence from conventional power 

plants to decrease the COx emissions. Also, the excess of renewable energy can be 

used in water desalination or charging the batteries in electric cars, which could also 

be turned into a possible part of future Smart Grid. 

4   Cost issues 

Financial benefits and investments are a deciding factor when building an energy 

storage system. Naturally the financial investment must provide an as efficient system 

as possible in order for the investors to benefit from the construction. Financial details 

for four different constructions of hydro pump energy storages is listed in [5]; the 

ranges for different sizes of facilities in this example is listed from $7,500,000 to 

$23,500,000 depending on the size, location etc. for the facility. 

Constructing a PHES, including dams, has high capital expenditures and a long 

construction time. If an existing hydro plant is extended to also be a PHS, the 

investment per installed MW is significantly lower and the construction time between 

2 and 3 years. The PHS facilities are dependent on local geography and currently have 

capacities up to 1 MW. In addition to large variations in capacities PHS has also other 

characteristics regarding such as the discharge time, which is ranging from several 

hours to a few days.  

The importance from this observation is to clarify the meaning of different parameters 

when constructing a hydro pump energy storage system. Moreover, an energy storage 

site can output power as the primary energy sources are not delivering their full 

potential. This means that the dimensions of the energy sources can be limited to only 

the necessary dimensions for certain weather conditions, and thus result in 

a diminished pricing range. 

This section lists the most vital points used to motivate a certain configuration of 

energy storage system.  

5   Conclusion 

In this proposal, new innovative ideas are presented in order to extend and improve 

the hydro pump and battery storage for storing renewable energy in off-grid locations. 

The general outlook of our innovative design is the hybrid combination of both 

technologies, which extends the end product with the strength of both sides. Apart 

from this starting point, we go deeper into the technologies themselves, and propose 

specific technical solutions for communities located on small islands. 

Battery technologies have been compared with the hydro pump storage as the first 

step towards constructing hybrid storage. We have recognized the fast response time 

and flexibility of battery storage – a property useful for fast load leveling and rapid 

deployment. Moreover, the, slow-to-build, but massive energy amount in hydro pump 

storage is essential to a sufficiently large energy potential for the renewable energy 

sources. 
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For marketing reasons, we simulate the energy consumption and production for 

a given region to determine required storage capacity and throughput. Simulation is 

a fast and cheap way to estimate the dimensions of a construction without producing 

the construction itself. Initial results show that a simulation framework could have the 

potential to, quickly and simple, suggest essential input parameters to a storage site 

with the assumption that production/usage parameters are given. Initially, we intend 

to utilize the simulation framework for off-grid constructions since – with its simple 

layout – off-grid locations are a desired starting point for starting our marketing. 

With this document as the foundation for our project, we hope to establish 

a functional and efficient ecosystem with renewable energy sources and energy 

storage. 
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Abstract. In conference EPE 2011, the monitoring system to measure and 
visualize the performance parameters of the hybrid power system was 
presented. In this year we would like to present data analysis results computed 
by developed application. The application reads the measurement data (it has 
been acquired for last nine months) from the monitoring system. This data is 
transformed to power flows in the individual branches, equipment effectiveness 
and performance parameters in the graphs. The application is currently used for 
hybrid power system review. The paper describes achieved results and needs 
for further improvements of such solution. 

Keywords: Hybrid Monitoring System, Data Analysis, SW 

1 Introduction 

A hybrid power system consisting of two photovoltaic and two wind power stations 
came to existence last year at VŠB-TU Ostrava. As its behavior has to be monitored, 
the need for measurement and visualization at the hybrid system arose. The article 
describing the monitoring system was presented at Conference EPE 2011 and its brief 
summary is found in Part 2. Now, the hybrid system has been in operation (March 
2012) for nearly a year (9 months) and a lot of valuable data have been collected since 
then. Therefore, the application for evaluation of the measured data, which this article 
wants to cover, has been created. 

2 The hybrid power system by VŠB-TU Ostrava 

The hybrid power system consists of two photovoltaic and two wind power stations 
that together charge the accumulator battery. The battery is also used for the feed of two 
lamps of the public lighting. The block diagram of the system is in Fig. 1. 

The hybrid system uses two photovoltaic panels of whose performance is 130 W 
(FV1) and 200 W (FV2). The transmission of the energy from the FV panels to the 
batteries is controlled by the regulator (REG). The wind power station VT1 uses for the 
conversion of wind energy to electrical energy a 200 W generator with a built-in 
regulator of charging, so the regulator can be connected directly to the batteries. 
At VT2 is, on the other hand, used a 200 W synchronous 3f generator, whose 
performance is transferred to the battery via the rectifier and the regulator (the block 
with the diode, see Fig. 1). The appliances in the system are represented by two lamps 
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of the public lighting (VO1 and VO2). VO1 is an LED lamp with the input of 40 W and 
VO2 is a sodium-vapour lamp with the input of 50 W. Both lamps are operated with the 
voltage of 230 VAC, which is supplied there by the DC/AC converter. The battery 
consists of NiCad accumulators and its resulting capacity is 340 Ah at the nominal 
voltage of 12 VDC. [1] 
 

 

Fig. 1. The block diagram of a hybrid power system [1] 

3 The monitoring system of the hybrid power system 

The monitoring system is built on the HW platform NI CompactRIO. The voltage and 
currents in all branches of the circuit are measured, except for the appliances (the 
input of VO1 and VO2 is measured together). The individual measuring points are 
shown in Fig. 2. The monitoring system does not take any electrical energy from the 
batteries of the hybrid power system; its feeding is dealt with separately and provides 
uninterrupted operation (UPS). [1] 
All the measuring HW is located in the existing outdoor distribution box where there 
is the whole electrical equipment of the hybrid power system. This box provides 
protection against weather conditions, but it is not thermally insulated. This places 
increased demands on the operating temperature of each component. [1] 
All the components are placed on a metal structure located in the box. The dimensions 
of the free internal space of the box must be taken into consideration when choosing 
the components and the layout design. [1] 
The measured data are stored in text files (daily records). 
The current measured data are visualized on the website by means of a web server 
(Fig. 3), which is operated on a remote PC. The data are also backed up on the PC and 
can be downloaded by authorized users with the help of the FTP access. 
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Fig. 2. The block diagram of the measured system and the measuring points [1] 

 

 

Fig. 3. Visualization of the measured data with the help of the web interface 

4 Application for evaluation of the measured data 

The developed application for evaluation of the measured data (application) enables 
graphical display of the measured and computed data (performance streams, 
component efficiency). The users can specify the accurate time period (the minimum 
resolution is 1 day) or they can choose from the menu “The last 3 days”, “The last 
week”, …,  “The last year” (Fig. 4). The application enables to display up to 4 
parameters in the graph at the same time, when each parameter has its own vertical 
axis with its scaling. 
The application then processes these data statistically so that the data are divided into 
certain time parts so that the total number of samples to the graph was approximately 
a thousand for each course of the parameter. The algorithm of searching for the 
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minimum and maximum value of the parameter and their display together with their 
time in the correct order is the reduction of the data. 
If the sought-after parameter is not found in the measuring files and is not located in 
other files, this day is filled in the data with an invalid value that is not displayed in 
the graph. 
The displayed data can be exported in the form of a picture, MS Excel table, text file 
and TDMS file (for data processing in the application NI DIAdem). [2] 
 

 

Fig. 4. GUI of the application created for the evaluated data selection 

5 Examples of the measured data in the graphic form 

For the illustration purposes, the results are shown in the graphic form. It is necessary 
to point out that the application serves for evaluation of the current state of the hybrid 
system and for its optimization, so it is necessary to take the displayed results with a 
pinch of salt. 
So as something was not displayed in the optimum scale in the graphs, the courses for 
only one day are shown here. 
Fig. 5 shows charging of the battery from photovoltaic panels. Parameter “P3” is the 
performance supplied to the regulator, “P3_REG” is the performance supplied from 
the regulator, “EF_REG_FVtoBAT” is the efficiency of the regulator (from the 
photovoltaic panels to the battery). The efficiency is calculated for performance 
greater than 10 W (user-configurable value), therefore efficiency waveform is not 
continuous. 
Fig. 6 and Fig. 7 show the discharging of the battery into the lights (VO1 and VO2). 
In Fig. 6, there is parameter “P3_REG”, i.e. the performance supplied from the 
battery to the regulator. Parameter “P4” is the performance flowing from the regulator 
to the DC/AC converter and “EF_REG_BATtoCONV” is the efficiency of the 
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regulator (from the battery to the converter). Fig. 7 shows parameter “P5”, i.e. the 
performance consumed in the lights, “EF_ CONV” is the efficiency of the converter 
and “U1” is the voltage at the battery. In the time of approximately 6/7/ 2011 2:15, 
the regulator evaluated that the voltage at the battery is low and stopped its 
discharging. 

 

Fig. 5. An example of the application output (charging of the battery from photovoltaic panels) 

 

 

Fig. 6. An example of the application output (discharging of the battery into the lights) 

 

 

Fig. 7. An example of the application output (discharging of the battery into the lights) 
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6 Conclusion 

The goal of this article was to describe the developed application for evaluation of the 
measured data from the hybrid power system consisting of two photovoltaic and two 
wind power stations.  
The application allows an easier and more efficient analysis of phenomena in the 
hybrid system at VŠB-TU Ostrava. When the application NI DIAdem for the analysis 
of the measured data is used, the compilation of measurement protocols will be faster 
as well. These significant time savings enable the users to concentrate their time and 
energy on substantial issues during the research of the hybrid system.  
The application uses the concept of virtual instrumentation, so it is expandable 
according to the future requirements without the need of higher time sources. 
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Abstract. The new concept of software systems solutions based on Web ser-

vices is becoming more popular in information technology. The concept of 

„SaaS“ provides cost savings and eliminates the need for installation and op-

eration of software on the user side. Especially for end-users this concept 

brings significant benefits. In engineering software applications it offers the 

possibility to use this concept for wide layer of users. One industry that is un-

dergoing a dynamic expansion is the area of building management systems. 

Implementation of applications based on a "SaaS" can bring distinct ad-

vantages against common software solutions. 

1   “SaaS” platform 

With an increase in transmission capacity of the Internet in recent years, outsourcing 

of information systems in the new form of rent hosted applications developed. SaaS 

(Software as a service) is called the software that is provided as a service to custom-

ers. Customers connect via the Internet to this service and software applications are 

usually hosted on a server which is managed by provider. 

This software outsourcing approach provides significant benefits for both customers 

and providers. For customers it is particularly eliminating installation and operation 

of applications on their own equipment, which reduces software costs, increased 

speed of deployment, the possibility of using the software on different devices with-

out the need to transfer stored data, and especially the possibility to use applications 

on different platforms such as computers, tablets, mobile phones and various types of 

consumer electronics, which are equipped with a web browser (televisions, etc.).  

From the perspective of providers the benefit is removal of software license sales 

(avoiding pirated copy, sales in regular payments) and the possibility to obtain im-

mediate feedback from users (better adaptation to customer needs, planning to up-

grade, technical support). 

Software built on the concept of SaaS is nowadays being increasingly used in busi-

ness applications. As an example we can mention Google Documents (document 

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2012, pp. 251–256.
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management), DropBox (data storage), Salesforce (CRM systems), Google Talk, 

Skype, etc. (communication services). 

Opponents of this approach point out that the concept of providing software as a 

service represents a potential security risk. Many people wish to have their own data 

under the control. In recent times the level of security and server backups of provid-

ers of these services is, however, at a far higher level than the customers themselves 

use. [5] 

 
Fig. 1. The concept of SaaS 

2 Integration with systems for building management 

Connection of network structures for building management can now be basically 

divided into two parts. The primary (low level) part consists of sensors, actuators and 

controls (buttons, regulatory elements) that are usually connected by cable systems 

built on a standard (KNX, EIB, etc). The secondary part can be called the part of a 

higher level, which consists of control components (touch screens, control panels) 

that communicate via an interface such as Ethernet, RS-232, RS-485, etc. [1] 

From a technical point of view to communicate with applications running on the 

principle of Web services any network router is sufficient for internet connection. It 

may be a part of the control system, or you can use a home router which is connected 

to the control system. 
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Another possibility is that the communication with the web application will be 

provided by your computer (or tablet), which is permanently connected to the control 

system and connected to the Internet. Nowadays intelligent systems for building 

management are often equipped with the data router to be connected to the Internet.  

Manufacturers of these control systems usually offer web interfaces for monitoring 

the measured values and switching actuators. 

 

 

 

 
Fig. 2. Integration of systems for building management 

 

This concept, however, does not only aim to create an application for a proprietary 

solution to household management control but a modular application for a wide 

variety of technologies and equipment.  

The degree of automation in the lives of ordinary people is growing. Therefore, 

the ordinary users will surely demand applications that can integrate systems from 

different manufacturers and that allow to control and monitor by a single application 

not only a household control system but also car controllers or controllers of public 

facilities (such as monitoring of the progress and consumption during charging at 

public stations for electric vehicles). 

3   The benefits of the concept of "SaaS" 

In the future rapid development in many technical areas can be expected: consum-

er electronics, energy networks on the principle of smart grids, electric mobility, web 
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technologies and social networks. All of these areas can benefit from the above pro-

posed system concept. The Internet is already a common part of televisions. In the 

near future it will certainly become a part of the smart meters of consumption and 

automobiles. 

With the growing number of technologies that we use in everyday life also the 

time we spend with managing and setting these technologies is growing. Only the 

integration of all these technologies will bring satisfaction. Web-based applications 

services offer wide varieties of expansion and benefits. Some of them are described 

below. 

4 Distributed measurement and control, centralized data 

management 

As it has been already said, the intended application concept is not a proprietary 

solution, which is already being widely offered by various manufacturers of automa-

tion systems, but it will be a universal application that enables to control systems of 

different manufacturers and, more importantly, systems in different places.  

This is useful not only for ordinary users (capability to manage an apartment, of-

fice, cottage, etc.) but also for more complex entities (such as office buildings). 

Hence the core will be one application on a remote server and users will be the only 

application access from any terminal equipment (control panel, computer, mobile 

phone, TV, etc.), thus eliminating the need for storing and managing data at the 

measurement point.  

Another advantage is the access to current data from anywhere on the Internet. 

Today technical solutions for safe operation of such applications are available in a 

large scale. For example, large software companies such as Google, Amazon and 

Microsoft provide "cloud services" that are an excellent solution for applications with 

large data consumption and are able to differentiate high demands on computing 

power at different times. [2]  

An advantage may also be possible mass processing of measured anonymous data 

for statistical evaluation of consumer behavior (e.g. temporal patterns of electricity 

consumption). 

5   Multilevel administration 

Thanks to the single data repository on a remote server a multi-level administra-

tion for more complex units can be created. Using the definition of different access 

rights in a central data repository application will allow each user to display just the 

data needed. 

For illustration we can take an office building as an ex-ample. An ordinary em-

ployee, in the interface of his application, will be able to monitor and adjust the op-

timum environment in his office. One level higher there can be the owner of a com-
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pany that hires a number of offices in an office complex. He will be able to monitor 

aggregate consumption and attendance at all his offices.  

Next level will be the building manager, who will be able to monitor and evaluate 

consumption throughout the building, control security systems and administer tech-

nical support of common space in the office building. The petting of access rights 

and administration possibilities is highly variable, and therefore needs to be set so 

that all of the parties involved were satisfied, especially the service provider. 

6 Possibilities of implementation of web services 

Many popular Web services provide the application programming interface (API) for 

the purpose of interconnection or integration with other web applications or services. 

Many of these APIs can also use applications described in this article. Several web 

services and examples of usage for illustration: 

• Google Maps API – can be used to locate the user, e.g. for switching heating 

schemas when approaching to the place of residence. 

• Google Mail, Calendar API - automatic (and collective) alert for users to 

certain conditions, for example the alarm thresholds of consumption, planned in-

spections of appliances 

• Logging into the application using a Google ID, Facebook ID. 

Indeed, a wide variety of web services from which you can freely benefit is nowadays 

available on the internet. The advantage of Web applications is that it is a constantly 

living system that can be continually supplemented at any time, depending on user 

preferences. 

Over the last few years social networks such as Facebook, Google+ and Twitter have 

gained great popularity and are already used in many branches. For many people 

they are a part of everyday life. Their importance will certainly continue to grow and 

the connection with everyday used services, such as household remote control, will 

become a necessity. [2]  

7   Integration in other applications in the form of a "widget" 

With the growing number of applications, which are used today (e-mail client, pro-

files at social networks, systems for project planning etc.), it becomes very difficult to 

monitor all the necessary applications simultaneously. Therefore, it is becoming the 

standard to allow the user to monitor current events, for example in this case, the 

state of the security system, current consumption etc., in a simplified form of the so-

called "widget". This "widget" can then be integrated directly in the operating system 

of your computer, mobile phone, tablet, etc. The system automatically notifies prede-

fined events and allows tracking the desired values. [6] 
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8   Conclusion 

This article is an introductory summary of options for creating a web application 

prototype for automated management system on the "SaaS". As mentioned above, the 

applications working on the principle of services have recently quickly found their 

place in social and administrative are of information technology. It is only a matter 

of time when this solution will find wide application in technical fields, especially 

automation. 

Infrastructure to move the abovementioned concept and its general extension offers 

many enhancements that are in current conditions, rather the music of the future. As 

an example we can mention the possibility of purchasing energy commodities from 

different suppliers, depending on the price currently offered, or the automatic setup 

of required rating schemas, air conditioning and lighting after coming to work, home 

or the car through wireless communication with a mobile phone and using GPS 

tracking location. 
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Abstract. Increasing demands for quality and reliability of electrical supply 
with rising complexity of electrical networks put emphasis on possibility to 
monitor and foresee behavior of these networks. One of the main aims of this 
monitoring is to prevent events that may cause failure or even damages of the 
transmission network or the user side. This is the reason why units for synchro-
phasor measurements getting increased attention these days. Main function of 
PMU units is to measure and report the network status in predefined locations. 
PMU features in terms of evaluation and reporting describe the standard IEEE 
C37.188. As well as measurement, very important part is also a data transfer to 
higher systems. This article describes standard IEEE C37.118 in terms of data 
frames transfer and structure of these frames between PMU and PDC systems. 
Part of this work also describes PMUGen software which simulate PMU data 
stream and enables to study transmission in PMU networks. This software is 
developed in graphical environment LabVIEW. This software enables creation 
of virtual PMU units without using of any special hardware and will be used as 
a tool for teaching students interested in this field. 

1   Introduction 

Electrical energy has nowadays become a prime commodity without which a modern 
human being cannot even imagine a good-quality life. As the customers' requirements 
concerning quality, accessibility and stability of electrical energy supplies increase, 
the requirements concerning the transmission system itself increase as well. In the last 
few years this area has undergone considerable changes that influence the electricity 
network significantly. One of these changes is the rapid coming of renewable re-
sources of electrical energy, which are by its nature unevenly spread across the trans-
mission network, and their contribution depends especially on many factors that can-
not be influenced by the humans. Another big change was the deregulation of the 
market that enabled more companies to enter this area of business, which conse-
quently caused increased competition in this area. However, with this competition the 
pressure to reduce the costs heightens, which partly restricts the development of these 
networks that are working on the limits of their capacities these days. Last but not 
least, the permanently increasing demand for electrical energy, which despite all 
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efforts cannot be reduced, plays an important role here. These are the main reasons 
why the transmission networks are becoming much more complex currently and it is 
much more difficult to monitor and control them, which leads to a higher probability 
of occurrence of faults. Therefore, the need to focus more on the monitoring of the 
state of the electricity network arises, which will subsequently enable to prevent or, 
possibly, detect such faults and unwanted states and to take the necessary measures 
on time. 

2   Measurement of phasors 

The impulse to accelerate the development and the deployment of systems for 
monitoring of transmission networks originated due to several enormous electricity 
blackouts in USA and Europe in 2003. At that time, the technique of measurement of 
synchrophasors came into focus. The first standard dealing with this issue is IEEE 
1344 from 1995, which was revised substantially in 2005 to form standard IEEE 
C37.118 [1]. The second version of this standard IEEE C37.118.2 [2] was issued in 
December 2011.   

In order to find out the state and the behavior of the transmission network, it is nec-
essary to compare the measured phasors from various places, but at the same time, 
especially their dynamic behavior in time. Therefore, it is necessary to assign the 
phasors measured at certain points of the network an accurate time mark according to a 
common time base, which was achieved by means of the GPS system. Besides other 
information, the GPS system also emits the PPS signal with the frequency of 1Hz with 
high accuracy (the standard deviation does not exceed 1us). This was the beginning of 
devices called PMU that measure electric signals in defined points of the electrical 
network. These signals are then reported in the form of phasors indicated with an abso-
lute time mark [3]. 

 

In this case, phasor is a vector expressing the amplitude and the phase shift of the 
sinusoidal signal at a particular time. According to standard IEEE C37.118 [1], the 
phase shift is related to the reference cosine signal on the nominal frequency of the 
network synchronized with the time base inferred from the GPS. The magnitude of 
the phasor is set as an RMS value. The principle of inference of the phasor is found in 
(1). The signal that at the time of the entry of the PPS signal corresponds with the 
cosine signal (the maximum value of amplitude in t=0), has the phase angle φ=0°, and 
the signal that at the time of the entry of the PPS changes its polarity from negative to 
positive (i.e. the signal corresponding with the sine function), has the phase angle φ=-
90° [1]. 
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Fig.  1. Principle of inference of the phasor measured signal 

 
Phasor (vector) is defined as follows [4]: 

 

 

3   Architecture PMU Network 

The PMU units are located in important points of the network from which their re-
sults are sent, via certain transmission paths, to the superior systems. These superior 
systems are indicated as PDC. The PDC system is able to receive the data streams 
transmitted by the PMU units, process, assess and save these data and also to transfer 
them to other systems. The data stream between the PMU and PDC units is defined by 
a standard developed for measurement and transfer of synchrophasors, these days most 
often according to IEEE C37.118 in the version from 2005 (1). The PDC output is 
widely configurable and can also be defined according to standard IEEE C37.118, 
which enables data transfer within PDC systems themselves as well. Another important 
function of some PMU units is their ability to be connected to multiple superior sys-
tems, thus sending them different information. These properties enable creation of a 
very complex network when certain data are routed do other PDC units which then 
treat them in different ways, transfer them between each other, etc. This way, it is 
possible to transfer information about voltage and currents to another PDC than for 
example information about frequencies of measured signals. 

The connection between the PMU units and the PDC systems, or possibly between 
PDC systems themselves, was in the past carried out via telephone lines of telecom-
munication operators. However, at present, this communication is being transferred to 
IP networks that are very accessible and their support is widely spread. Nevertheless, a 
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question concerning the use of the rented circuits, VPN networks and other possibili-
ties for ensuring greater safety and stability of transfers arises here.  

The superior system mostly receives data from more subordinate units, over which 
it subsequently performs operations (analyses, mathematical operations, backing up, 
etc.). Hence, it is important that these data should be available in a certain moment; 
otherwise they will not be included in the subsequent processing. A critical emphasis 
on the time of the data transfer from the source to the target unit or system, which 
should be as little as possible, results from this. The requirement for high reliability of 
such connections is obvious. 
 

 
Fig.  2. Scheme of connection of PMU units 

The PDC system then processes the received data and transfers them to the superior 
SCADA systems that monitor (WAM), control (WAC) and protect (WAP) the 
monitored networks. The monitoring of the synchrophasors enables these SCADA 
systems a dynamic look on the observed network. The previous monitoring systems 
were, due to their low transfer speeds and asynchronicity, very static and they 
detected short-term states and events in the transmission network with difficulties. 
PMUs thus enabled expansion of possibilities of control and monitoring systems. [5]. 

4.   Conclusion 

This article focuses on measurement of synchrophasors from the perspective of 
creation and transmission of data frames between the PMU and PDC systems accord-
ing to standard IEEE C37.118. It also contains an introduction to the techniques of 
synchrophasors measurement, which is necessary for the subsequent comprehension of 
close connections when creating and transferring the data frames to superior systems. 
There is also a description of the principle of the created software called PMUGen that 
is used for generation of the PMU data stream according to the preset criteria. The 
software was created for the ones who are interested in penetration into the area of 
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synchrophasors measurement, especially for tests on various kinds of transmission 
media.  

The software also enables work with PDC systems without the necessity to possess 
a physical PMU unit, which is convenient especially in the teaching process. The soft-
ware PMUGen is continually developing and other functions are supposed to be added. 
The students themselves will be able to take part in this process within their semester 
works. When developing the software, we also take into account clearness and lucidity 
so that the pre-programmed code served as a teaching aid. In the following versions of 
the software, it is planned to extend the possibility of configuration and addition of 
some functions, e.g. sending of analogue and digital signals, upgrade to version 2 of 
standard IEEE C37.118, etc. it is also planned to transfer this software to the system 
CompactRIO by the company National Instruments, where it will be possible to 
achieve, by means of the GPS module, synchronization of the time base with by the 
PPS signal. 
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Abstract. This article deals with the assessment of the success rates of selected 

binary image compression algorithms, used as models of correlation functions 

of OCR algorithms. The success rate is assessed using the basic characteristics 

of exploratory statistics. Compression algorithms are used to reduce the data 

stream, allowing less demand on hardware equipment. 

1   Introduction 

They are increasingly placed greater demands on the resolution of image sensors. This 

result in higher memory requirements at present. Most of the cognitive systems of 

alphanumeric characters used to decode the numbers, the OCR algorithm. The output 

of this algorithm is already recognized the value of each character. One method of 

OCR algorithm is correlation, indicating the degree of similarity found with defined 

character patterns. Usually patterns are made up of a binary matrix of points represent-

ing the digital form of the search character. Recognition systems based on low power 

microcontrollers which do not provide enough space to store large amounts of data. 

For this reason, it is necessary to compress the various patterns to achieve what the 

lowest data stream. [1] 

2   Compression methods 

Data compression is a special procedure for storing or transporting data, whose task is 

to reduce the data stream. All compression methods are based on the fact that normal-

ly used methods of data representation are designed to allow easy manipulation of 

data, regardless of the fact that in some parts of the data often repeated. The conse-

quence is that data needed to store often enjoy more space than is absolutely neces-

sary. Compression is a method of encoding, which reduces the space required to store 

the data by eliminating repetitive occurrences. [2], [3] 
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VŠB – Technical University of Ostrava, FEECS, 2012, ISBN 978-80-248-2769-8.



Statistical Evaluation of Compression Methods for Storing Binary Image . . . 263

2.1   Compression method 1  

This is lossless compression method used for compressing binary patterns. The princi-

ple of this method consists in encoding information using a single byte, where the 

upper 7 bits represent the number of repeated occurrences. The principle of this meth-

od is shown in Fig. 1. 

 

 
Fig. 1. Principles of Method 1 

2.2   Compression method 2 

Method number two is based on the same principle as compression method one except 

that this method contains the starting byte and the sequence of data bytes. The start 

byte contains information on the value of the initial element of the original pattern and 

data bytes contain information on the frequency of individual occurrences. 

 

 
 

Fig. 2. Principles of Method 2  

3   Exploratory data analysis 

It is a summary of the methods used for data exploration and the search for hypothe-

ses. Selective files represent the number of bytes required to encode each pattern. 

Digital representation of alphanumeric characters is shown in Fig 3. 
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Fig. 3. Patterns 

 

Measurement was realized by specially developed user's application. This application 

was developed in C #. Intuitive user interface allows you to set the basic parameters 

and to display the encoded data stream. The numbers of encoded bytes constituting the 

sampling, the individual patterns were then recorded in the table shown below. 

Table 1. The number of encoded bytes from described compression methods for image digits 

patterns storing 

 

NO. Method 1 

N1 [B] 

Method 2 

N2 [B] 

1 158 114 

2 107 98 

3 133 96 

4 154 122 

5 145 102 

6 126 112 

7 157 138 

8 132 88 

9 167 132 

10 144 112 

 

Itself statistical evaluation was carried out using Statgraphics software tool. This tool 

allows for easy data manipulation and actual evaluation of sampling. Basic statistical 

parameters compared compression methods are shown in Table 2 

 

Table 2. Table of basic statistical parameters 

 

NO. Method 1 Method 2 

Count 10,0 10,0 

Average 142,3 111,4 

Median 144,5 112,0 

Variance 324,9 256,0 

Standard deviation 18,0 16,0 

Minimum 107,0 88,0 

Maximum 167,0 138,0 

Range 60,0 50,0 
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3.1 Assessment of normality 

Determination of the null hypothesis H0, the data comes from a normal distribution 

Determination of the alternative hypothesis HA, the data not come from normal  

distribution 

 

Statgraphics software tool did not generate χ2 test of goodness, because of the low 

number of observations identified in the file. In order to assess normality was used 

Kolmogorov - Smirnov test under which it was found that for method 1, was deter-

mined as p-value 0.987 and for Method 2 p-value was determined as 0.992. It follows 

that the null hypothesis is not rejected at the 0.05 level of significance for either com-

pression method, and therefore can be said that both samples come from normal dis-

tribution. Kolmogorov-Smirnov test statistics can be seen on the chart, which com-

pares the actual and theoretical distribution function. [4], [5] 

 

 
 

Fig. 4. Kolmogorov-Smirnov test statistics for compression compression method 1 

and method 2 

3.2 Assessment of homoskedasticity 

Independence is found on the parameter assessment. First, it is necessary to establish 

null and the alternative hypothesis. 

 

210 : ssH   (1) 

21: ssHA   (2) 

 

The value p-value equals 0.364. It follows that, do not reject the null hypothesis at 

significance level 0.05. 
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3.3 Student's t-test 

This test is used in statistics to verify the results of the first measurement of the sample 

differ significantly from the results of the second sample. Student's t-test can only be 

used for sampling, from a normal distribution. [4] 

 

Determination of null and alternative hypotheses: 

 

210 : xxH    
(3) 

21: xxH A    (4) 

 

P-value = 0,000372284 

 

The chosen significance level 0.05 can be stated that refuse consent for the null hy-

pothesis in favor of alternative hypotheses. And then we can say that the mean values 

between methods 1 and 2 there is a statistically significant difference. 

4 Conclusion 

In recognition systems with limited memory space is necessary to choose the most 

appropriate compression algorithm to reduce the data stream. To assess the suitability-

ment described algorithms to take advantage of statistical methods. Assessment of 

normality revealed that both samples come from normal distribution. Based on this 

finding could compare test hypotheses about the mean value and the comparison of 

two sampling, related to compression methods that led to Student's t-test. Based on a 

comparison Student's t-test can be argued that Method 2 is, in terms of stream efficient 

than Method 1 is suitable for use in systems with limited memory space. 
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Abstract. Wireless applications are of growing importance today. This
paper deals with implemetation of wireless communication into a biomed-
ical system including presentation of acquired experience. There are
many biomedical applications with prospect of implemetation of wire-
less communication. IEEE 802.11 wireless module WISMC01 by Laird is
one of commercially available wireless solutions. Module provides various
communication interfaces and inuts - RS232, analog to digital converters
and digital GPIO pins among others. Module supports proprietal script-
ing language for user defined scripts. Various aspects of hardware and
software development and wireless security are discussed in this paper.

1 Introduction

Wireless networks based on IEEE 802.11 standart are very popular today. These
networks are capable of deployment in many embedded applications including
biomedical applications. Nevertheless biomedical embedded systems are often
designed as deep embedded systems lacking resources required for implemen-
tation of IEEE 802.11 based network. Moreover, existing applications are often
built using simple communication interfaces (like RS232) and without possibility
to easily interface advanced communication solutions, and therefore biomedical
wireless solution should be of stand-alone desing and capable of integration into
existing systems. Usage of IEEE 802.11 wireless network in embedded embedded
system is, however, not without certain trade-offs. IEEE 802.11 network benefits
from high data rates, wide spatial coverage, easy roaming and proven security
mechanisms. Fundamental disadvantage of said networks is somehow high power
consumption. Although there are specialized low-power biomedical wireless solu-
tions (mainly form IEEE 802.15 family of PANs), usage of IEEE 802.11 solution
seems to be viable at least in some biomedical embedded systems. This paper is
aimed at description of experience with such a wireless solution.

2 Wireless module

IEEE 802.11 Wireless module WISMC01 by Laird is integrated solution for im-
plementation of IEEE 802.11b/g wireless lan client. Module is designed around
ARM7 CPU equipped with WLAN interface, RAM and Flash memory. Module

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2012, pp. 267–272.
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is connected to client system using 40-pin miniature connector made by Hirose.
This connector is used to provide wireless module with power and to inter-
face module to application. Module provides application with RS232 compatible
asynchronous serial interface (speed up to 921600 Baud), 12 GPIO lines, and two
10-bit ADCs. Module is powered by 5V power supply. Albeit IEEE 802.11 power
save modes are supported, power consumption is usually in range of 1.25W to
2.5W. Power consumption makes device rather unsuitable for highly mobile ap-
plications. Cooling of module is passive. Module’s maximal transmit power is
13 dBm in IEEE 802.11g mode. Equipped onboard aerial has gain of 2 dBi. It’s
possible to connect external aerial via provided connector. Communication with
module is implemented using asynchronous interface. Module provides applica-
tion with AT command set for management. It’s possible to directly run user
application writen in UWScript scripting language so that module can be used
in pure stand-alone configuration.

Fig. 1. Architecture of WISMC01 module

3 Developement support

Developement of actual wireless biomedical system cannot be done without suit-
able hardware and software developement tools. Wireless module itself has to be
used with adequate developement board. Developement board should be flexible
enough to allow easy developement and at the same time cheap enough to allow
limited field deployment. We opted for in-house designed developement board
as we found no board with properties suitable for our needs. Wireless module
itself is powered by 5V power rail. Module’s digital inputs and outputs are 3.3V
based. Need for interfacing of these I/Os by external circuitry makes presence of
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3.3V power rail necessary. Both power rails are powered by appropritate LDOs.
No specific power sequencing is necessary. Developement board is equipped with
two internal connectors, namely GPIO and ADC connectors. Module’s 12 GPIO
lines are connected to GPIO connector. Two ADC inputs are connected to ADC
connector. Both power rails are available on each connector together with suffi-
cient number of ground connections. Wired communication with application is
supposed to be achieved using RS232 interface. RS232 interface is DTE (male)
wired and is implemented with well-known MAX3232 level shifter. Develope-
ment board is implemented on two layer PCB. Signal integrity is not of special
concern as signal paths are rather short. PCB layout can be seen in figure 2.

Fig. 2. PCB layout

4 Software developement

Software developement is performed using scripting language named UWscript.
UWscript is proprietary procedural language with build-in support for mod-
ule’s specific hardware. Scripts are stored in onboard non-volatile flash memory
controlled by simple filesystem. Size of this memory is 128 kB. After start-up,
module begins to execute default script. Purpose of this default build-in script
is to perform platform specific initialization of the module. After this event,
specific script provided by user is loaded form non-volatile memory and exe-
cuted. This step can be bypassed by setting module’s specific GPIO or by not
providing specific auto-run script. Module subsequently enters interactive mode
which can be used load script into non-volatile memory, run saved script or per-
form other management tasks. Non-volatile memory and script management is
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achieved by simple set of AT commands available in interactive mode. Function-
ality of WISMC01 module after start-up described by state diagram can be seen
in figure 3.

Fig. 3. Functional states of the module

Module implements HTTP server. Developer can design web pages written
HTML language that can interact with scripts. CGI scripts are unfortunatelly
not supported. HTML files share 128 kB of non-volatile memory space with user
scripts. UWscript provide access to BSD-like TCP and UDP sockets. Module
can act as both TCP/UDP client and server. Socket IO operations can not only
be natively used by scripts, but can be redirected to RS232 port as well. Module
can act as pure network processor this way with client device implementing the
rest of functionality. Simple debugging is supported by breakpoints. Breakpoint
execution makes script to temporarily exit non-interactive mode and enter in-
teractive mode, therefore developer is able to examine status of executed script.
Profiling is not supported. Software developement is not facilitated by specialised
developement software. Scripts can be written in any text editor. The only tool
provided by vendor is terminal emulator named UWterminal. This tool provides
access to WISMC01 module via RS232 connection. Any terminal emulator can
be used but UWterminal is adapted for easy upload of scripts. Sample screenshot
of UWterminal window can be seen in figure 4. Note that UWterminal is MS
Windows based. Solution for other operating systems is not provided by Laird.
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Fig. 4. UWterminal window

5 Wireless security

Security of wireless data transmission in biomedical application is crucial. WISMC01
module supports WPA2-Personal authentication utilizing strong AES-based CCMP
encryption. Athough module’s documentation states that WPA2-Enterprise is
supported, we were not able to make it work. We suppose the lack of WPA2-
Enterprise support to be inappropriate as deployment of strong authentication
and authorization mechanism (EAP-TLS or PEAP) makes network security sub-
stantially more manageable. WPA2-Enterprise makes exclusion of compromised
devices possible. This is not possible with plain WPA2-Personal. Module lacks
support for Cisco Compatible Extensions (CCX). Version 5 of Cisco Compatible
Extensions defines Management Frame Protection (MFP). Management Frame
Protection describes methods for protection against certain types of DoS attacks
by authentication of IEEE 802.11 management frames using Message Integrity
Check (MIC) sequence. Another method for Management Frame Protection is
described by IEEE 802.11w standard. Unfortunatelly neither CCXv5 or IEEE
802.11w is supported by WISMC01.

6 Developement experience

We decided to evaluate WISMC01 module in real biomedical application. Our
application of choice was one channel electrocardiograph (ECG) device. Selected
electrocardiograph device integrates anti-alias filter and is protected against po-
tential noise generated by digital circuits. This makes this particular analog
circuit well suited for connection to WISMC01 module. WISMC01 was for pur-
pose of this experimet used as stand-alone device without anything connected
to RS232 port. UWscript scripting language turned out to be powerful and
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straightforward. We used UWscript language to design simple application im-
plemeting all required software functionality. Any software engineer with basic
knowledge of BSD sockets and procedural programing should have no difficulty
in mastering UWscript. Asynchronous events (like timer expiration) are imple-
mented as callbacks. UWscript has no prospect of processes or threads. This
prevents possibility of race condition and removes need for synchronization API
calls. Operational behaviour of the module was very satisfactory. IEEE 802.11
roaming between particular access points worked well and without connection
drops. Module is guaranteed to achieve steady data rate of 921 kbps (this is
roughly corresponding to 921600 Bd of asynchronous interface). Transfer speed
required by electrocardiograph is well under limit as we used sampling frequency
of 512 Hz. The only significant disadvantage of WISMC01 module we found is
considerable power consumption, in bursts as high as 2.5W.

7 Conclusions

We have proven that IEEE 802.11 based wireless network is viable communica-
tion technology for biomedical applications although there are possibilities for
security improvements. Software developement support is simple but sufficient.
Evaluated module Laird WISMC01 is carefully designed and is generally per-
forming well. The biggest obstacle is significant power consumption that makes
IEEE 802.11 based technology in the form of WISMC01 module less suitable for
highly portable biomedical applications.
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Abstract. The paper deals with the methodology for assessing the production 
of a solar photovoltaic (PV) power plant. According to a number of newly in-
stalled plants, such as in the Czech Republic, it is a very topical issue. Opera-
tional quality of a solar power is given to early detection of possible failures of 
individual components. This can be achieved only by constantly monitoring the 
status of the plant and their proper evaluation. The first part of this paper is cen-
tered on architecture of own developed monitoring system, including four 
stages. It is described some designing this monitoring system, based on data 
mining, automatic detection of failures, and software evaluation of measured 
data. In the second part, behavior of energy delivery and production efficiency 
is discussed in connection with an efficiency of PV panels, their temperature, 
momentary value of actual irradiance, and total efficiency of the PV power 
plant. The proposed procedures are validated in operation and maintenance of 
solar power with the performance 350 kW (peak value), built at campus of VŠB 
– Technical University of Ostrava. 

1   Introduction 

The paper deals with some methodology for assessing the production of solar photo-
voltaic power plant. Operational quality of a solar power is given to early detection of 
possible failures of individual components. This can be achieved only by constantly 
monitoring the status of the plant and their proper evaluation. 
It is described design of whole data acquisition system based on data mining and 
automatic detection of failures and follow-up evaluation of data. 
According to a number of newly installed plants, such as in the Czech Republic, it is 
a very topical issue. The proposed procedures are validated in operation and mainte-
nance of solar power with the performance 350 kW (peak value) built in campus of 
VŠB – Technical University of Ostrava (also VŠB-TUO). 
Quality of service of a solar power plant and thus yield ultimately is subjected to 
proper monitoring and servicing components. The whole system control status of the 
plant should be finalized with periodic balance of power production and calculation 
of the efficiency of power plants. The data should be compared with the data guaran-
teed by component manufacturers and also with those of the energy audit. In case of 
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different results, it should be approached to more accurate ways to verify the status of 
components, such as power testing of panels or inverters in the test room. 
In general, the immediate production of solar plant is directly proportional to solar 
radiation incident at any given moment on the PV (photovoltaic) panels. Solar radia-
tion is transformed in panels to electrical energy and interlinked in strings to invert-
ers, where it is transformed from a DC voltage to AC one. Inverters are usually the 
closest device to the panels, which provide information in regular time samples not 
only on production. In real operation, the actual amount of solar radiation incident on 
the individual panels influenced by rapidly changing weather during the day, month, 
year and function of plant components. 
The comparison of selected monthly summary exposure in individual years may not 
coincide with each other and thus do not correspond with the long-term average val-
ues reported irradiance in the energy audit. On the other hand, we can assume that the 
ultimate total production from the plant, which is dependent on the sunshine with a 
little variation, will be equal to the audit and also in view of decreasing effectiveness 
of panels over the years. [1] 
Some proper evaluation of production can be only done by continuous monitoring 
values, which consist of recorded data of all inverters and monitoring equipment 
including measuring devices. Then it must be carried out by filtering the data (taking 
into account the operational status of the device, etc). The advantage is that VŠB-
TUO has got own solar power plant and now we are developing own monitoring own 
SCADA system, which is mainly intended for purposes of monitoring solar power 
plants. 

2   Architecture of Monitoring System 

The project itself aims to design a comprehensive monitoring system of solar power 
plant, which consists of an optimal hardware solution and a software one. The system 
will automatically collect data; in case of failures or underproduction, it will alert 
technicians. It will analyze and calculate the effectiveness of PV plant and its changes 
over the long term. In future, we assume the system will evaluate alerts fully autono-
mously. 

3   Development of Monitoring System 

For the purposes of design of methods to evaluate plant efficiency, we have devel-
oped monitoring system based on real-time measurement by dataloggers, PLCs (Pro-
grammable Logical Controller) and other sensors and devices. All data acquisition 
devices are connected to the Ethernet, so real-time data are transferred and sent into 
SQL database. This database can be easily accessed by some client application, de-
veloped in MS Visual Studio and written in C# programming language. This applica-
tion is also used to detect segment faults in the system of the plant, communication 
errors as well as differences in generated power among inverters. 
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Based on our assumption, we found necessary to measure at least these variables of 
the plant to determine proper plant features, whereas they could be electrical or non-
electrical, thus: 
− electrical power of the inverters (W), 
− electrical current in string boxes (A), 
− momentary delivery measured by a electricity meter (kWh), 
− irradiance (W.m-2), 
− temperatures of the PV panels and ambient (°C), 
− network quality parameters measured by a Q-meter. 
 
Based on the irradiance measurement, we can predicate production and retroactively 
compare the actual electricity supply corresponding to the expected production. Ir-
radiance conditions of the plant can dramatically change during the day, especially 
when it is variable cloudiness. In this case, the analysis must be much more sophisti-
cated. Naturally, next issue is to synchronize sample time among devices due to com-
paring measured data at the same time moment. 
Collecting the data from the device is as follows, whereas all inverters provide data 
about: 
− current performance, 
− daily and the total power supplies, 
− AC/DC currents and voltages, 
− states of the inverters – their fault states and some error reports. 
 
These data values are provided via RS-485 bus, through which the datalogger ac-
cesses these values. After their transfer and conversion into a suitable format, data are 
stored into SQL database. Another device used in monitoring system is a PLC, 
whereas: 
− it monitors some signals from a circuit breaker to detect some power plant’s dis-

connection or short circuit, 
− the signals from temperature sensors and irradiance sensor are connected to the 

PLC, which also communicates via RS-485 with a network analyzer, 
− data are sent at precise moments into the database, when events like the dropping 

of the circuit breaker are sent immediately to be evaluated as soon as possible and 
malfunction fixed. [2] 

4   Measured and Analyzed Data 

Our monitoring system already collects data for a few months and the first analyses 
have just been done. 
Initially, we chose a day with optimal irradiance, i. e. there were no clouds. In this 
day, we compared the total supply of real power plants with expected energy output. 
This expected supply calculation approach depends on these factors, such as a total 
irradiance, flat panels, panels and efficiency – see (1) in a simplified form (at speci-
fied conditions). 
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Where 

.estE   estimated energy supply of PV plant  (W · h), 

( ) ( )ti actr .
  momentary value of irradiance   (W · m-2), 

S   total area of PV panels    (m2), 
jη   jth efficiency component    (-), 

ct   stop calculation time    (s), 

0t   start calculation time    (s). 
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Fig. 1. Comparison of power plant supplies – real energy supply (Produced Energy curve) and 
estimated energy supply (Expected Energy curve), the third curve (Actual Irradiance curve) is 
focused on the momentary value of irradiance; all the characteristics are dependent on absolute 
time (at 24-hour measurement period) 

Equation (1) is valid only at constant efficiency values of components, whereas oper-
ating points of them and PV panel temperature are not considered and discussed. 
For example, let us consider these values, thus: 
− at an irradiance value of 1000 W • m-2 and an ambient temperature of 25 °C, the 

PV efficiency equals to 13.8 % [3], 
− at the maximum power of 15 kW, the inverter efficiency equals to 98 % [4]. 
Some differences between real and expected energy outputs are shown in Fig. 1 (see 
graphs). It is evident that the real supply and the calculated ideal one vary by 2.5 % 
(neglecting the error of measurement about 1 % of energy). [5] 
To calculate the percentage efficiency of electricity production from solar energy (the 
percentage of amount of sunlight energy which is converted into electricity), we use 
the following ratio – see (2a) and (2b): 
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Where 

.estE   estimated energy supply of PV plant  (W · h), 

.realE   real energy supply of PV plant   (W · h), 

plantη   total efficiency of PV plant   (-), 

( )%plantη   total efficiency of PV plant   (%). 

 
The course of the production efficiency is shown in Figure 2. 
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Fig. 2. Production efficiency (Momentary Plant Efficiency curve) versus power plant irradia-
tion (Actual Irradiance curve); both characteristics are dependent on absolute time (at 24-hour 
measurement period) 

5   Conclusion 

This paper brought some presentation of designing the monitoring system of solar 
photovoltaic power plant. It presents two areas – at first development of hardware for 
monitoring system, second area is the software for analyzing efficiency of each part 
of solar power plant. The presented solution is widely applicable in industry, because 
it is implemented on commonly available hardware and it extends features of existing 
facilities for monitoring and analysis of data.  
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Abstract. This article presents possibilities of using RFID technology in 
hospital care. The barriers of implementation new technologies are analyzed in 
the aspect of hospital management, staff and technical conditions. Below, there 
are described possibilities of improving health care with RF identification and 
benefits for all participants. There is shown advantages against bar codes, which 
is commonly used in hospitals at present. RFID eases work for medical staff and 
provides safer care for patients. At emergency income is important to know 
patient’s condition, treatment and his location in emergency area. These can be 
performed by RFID.  

1   Introduction 

Continuous strain on increasing work productivity efficiency in health care leads to 
implement automated technology also in fields, which have been still human’s 
domain.  

Health care is a line of business with large potential for using RFID for 
identification and locating objects and peoples. In several hospitals abroad are already 
in use passive RFID wristband for hospitalized patient’s identification. In Europe, it is 
Asklepios Klinik Bamberk in Hamburg, which is also nicknamed as “Hospital of 
Future”. In Slovakia, there is a commercial hospital Medissimo in Bratislava. In our 
country, there is only particular use of RFID, like e. g. in Masaryk Memorial Cancer 
Institute in Brno. 

2 The barriers of RFID implementation 

2.1 Distrust of hospital management, that investment into RFID technology is 
returned in few years. 

 
This is the first and principal assumption for creating a “high-tech hospital”. Big 
amount of capital investment is needed in the infrastructure. Today, when hospitals 
contend with lack of money, improvements are focused to medical devices and other 
equipments for direct care. Supporting technologies stay behind and may be 
implement only if some funds left. 

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2012, pp. 279–284.
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The management’s thinking isn’t complex already in the initial part of planning. 
Expensive medical devices often can’t be use with all their functions without 
supporting technologies, so they aren’t able to bring their whole added value.  

As an example, we can point to commonly available diagnostic device in hospital 
such digital X-ray. Doctor usually read the X-ray in his PC. If he needs to talk with 
the patient, he has to go to patient’s bed with printed X-ray and thoughts in his mind. 
In case, that doctor has a tablet computer and hospital has wi-fi connection, he still 
has to go to patient’s bed, but he can see the X-ray in his tablet, he can zoom it in or 
out as he needs, talks with patient and writes notes at the same time, without missing 
something important before he reaches his desk.  

Return on investment can be shown on blood-tracking study from Blood Center in 
Wisconsin from 2009. “For blood center, which drawing about 250,000 transfusions 
annually, would typically recoup their expense of installing an RFID blood-tracking 
system within 3.9 years. This is based on estimate that technology, including 
handheld or desktop readers, tags and software, would cost about $744,000 to acquire 
and install, and would provide a savings of $827,000 over a five-year period. Savings 
would be the result of fewer man-hours spent tracking the movements of blood 
products and a reduction in wastage resulting from blood products that had expired 
before they could be located and used. Another benefit is the increased safety that 
would be created by better ensuring patients get the correct blood products.” [1] 

 
2.2 The willingness of staff to work with modern technologies 
 
The staff shall themselves want to use new technologies, or they will “throwing 
obstacles in the way” during implementation. They must not be ordered, but 
explained. RAND Europe study about requirements and options for RFID in health 
care published in 2009 has a typical example. [2] The Dutch government supported 
this technology a lot. A hospital in Amsterdam was chosen for pilot project. 
Technology was introduced in multiple different activities within the hospital, but 
there was great resistance from personnel who had the impression that they will be 
monitored and the project failed. 
 
2.3 Technological background 
 
The cornerstone of this technology is a communication infrastructure. Wi-fi is 
commonly used in hospitals, but somewhere in medical environment is using wi-fi 
prohibited in terms of possible interactions with medical devices. 

For the implementation of RFID in hospitals should also take into account the 
possibility of mounting hardware for the technology in existing buildings. From a 
structural point of view may be a problem at key points such as doors, elevators, etc. 

Regarding the identification technologies most of healthcare facilities using linear 
barcodes. They satisfy the fundamental conditions of identification, but have at least 
two disadvantages – must be visible for reading and data are static. Some medical 
facilities have already using 2D code, which can hold more data, but other properties 
have the same as linear barcodes. Both of these identifiers have one common 
advantage, they are relatively cheap. 
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3 Emerging methods of identification using RFID  
 
Compared to the already mentioned barcodes, RFID has several indisputable 
advantages: 
 

• No need to have direct line of sight between label and reader 
• Possibility to write additional data 
• Possibility of tracing the object or people in periodic time interval 
• Possibility of monitoring the environment in which the object is located 
• Possibility to simultaneously read multiple tags 
• Can be read from a distance 

 
RFID - Radio Frequency Identification - is a method of identification using radio 
waves. Objects can be identified not only in the key points of the supply chain, but 
they can be monitored in real-time and also record the value of the environment. An 
object that is identified is provided with the tag. This device consists of a chip and 
antenna and battery in case of active tag. It may take the form of stickers, plastic 
cards, key chains, etc. The reader, or interrogator, is device for communicate with the 
tag. Readers are handheld, mobile or stationary. The principle of technology is as 
follows: reader transmits electromagnetic waves to its surroundings. If the tag, 
working on the same frequency, is in the range of the reader, waves activate tag’s 
control circuit and tag’s identification is sand in the form of the modulated signal 
back to the reader. The system also includes middleware, where data adopted by the 
reader is processed and then transmits to the follow-up information system. [3] 

 

         
 

Fig. 1 Passive and active tags 
 

RFID works on the following frequencies:  
� 125 to 135 kHz 
� 13,56 MHz 
� 865 to 928 MHz 
� 2,4 GHz 

 
3.1 RFID in hospital care 
 
To identify hospitalized patients are using wristbands with passive RFID chip. To the 
wristbands with a unique identification number can be written more information about 
the patient such as name, age, diagnosis. The advantage of this identification is as 
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compared to using barcode to read the patient’s wristband without direct line of sight, 
e.g. when the wristband is under the covers or under the body. This will, among other 
things, increase patient’s comfort, there is not necessary to wake him up or to 
manipulate him. 

This identification also helps to prevent errors in medication because of patient 
confusion (another room, another bed because of disorientation) or because of errors 
in drug administration with a similar name or just the reasons that nurses have too 
many patients to care for. 

Active tags are suitable for locating of selected groups of patients: patients with 
Alzheimer's disease, pediatric patients, patients from psychiatric wards, infectious 
patients… 

Nurses have a PDA with RFID reader. They can make records of activities such 
temperature measurement just at the bedside. Every nurse have in the PDA the list of 
all patients, she is caring for, their diagnosis, medications, time to next control, etc. 
Doctors are equipped with tablet computers, where the records can be written also 
directly at the patient's bedside. This may be useful also during regular ward. Today, 
nurse reads patient’s data during ward from paper records. If doctor change the cure, 
nurse notices it to the papers and this changes are later transcribed into hospital 
information system. Here is space for making mistakes. Papers could be swapped, 
matches could be bad read during rewriting. Staffing by this techniques helps to avoid 
such errors and changes in records appear in the system immediately. 

Hospitals are working with expensive medical devices and often inefficient, since 
it is not always clear where some of the portable device is located. Devices marked 
with RFID can not only locate, but also track where, how often and by whom they are 
used. 

 

          
 

Fig. 2 Identification of RFID wristband, RFID-Enabled pocket PC 
 
3.2 RFID in the emergency income 
 
Specific workplace in hospital is emergency, where patients, often in jeopardy of life 
are treated. Emergency in hospitals similar as University Hospital of Ostrava treats an 
average of about 40 heavily traumatized patients per month. Therefore, it might seem 
deployment of RFID technology, whose implementation is considerable financial 
resources, as extras. Large hospitals must cope with the onslaught of mass accident, 
as was the case of a tram collision on line number 5 or railway accident in Studénka, 
when it is necessary to care for many patients in a short time. The identification using 
RFID may be helpful. However, even during standard operation, emergency solves 
more cases at a time, especially the wounded from a car accident. 
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Before the patient is transported by ambulance to the hospital, basic information 
about him, his health condition and first aid treatment, are communicated to 
emergency income. At present, the information is communicated by the phone and 
later during the patient’s intake is handed over as a paper records. Therefore the 
patient could be equipped with RFID wristband already in the ambulance and all the 
necessary data for identification and treatment would have been recorded in the 
wristband, and would also determine the priority treatment. This saves time for 
emergency personnel, which now needs to rewrite patient’s data into the hospital 
information system. 

The key points on emergency department will hold stationary reader and patient 
movement will be monitored on-line. Staff will be equipped with handheld readers in 
the form of a PDA. In the case of mass accidents will reduce the risk of substitution of 
patients by identifying wristband. Also situations when patient is long time without 
care may trigger alarm. Collecting data of the patient movements in emergency 
department areas is also important for feedback control. 

RFID tags will also be equipped with devices allowing to monitor their usage and 
to use them more effectively. This is also applied to cord blood, which are available 
for emergency department and are stored directly on their premises. Cord blood will 
also have a temperature sensor to monitor the quality of blood. It may be situations 
when there are treating severely injured patient the blood bag is removed from the 
refrigerator, but for some reason it is not used and is returned back into the fridge 
without anyone noticing how long it was outside. If this is repeated several times, it 
may cause that blood is no longer suitable for use, and information system in 
cooperation with RFID would warn. 

All information about the patient during treatment on emergency department will 
be on-line transferred to the hospital information system. A doctor or nurse would use 
"hot keys" for notifying the department where the patient will be sent. This 
department can prepare in advance, because the data about incoming patient will 
already be in the information system. 

 

 
Fig. 3 If the information system of the ambulance is not connected with hospital 
information system, one possibility to transfer important data for rapid patient 
identification is using RFID wristband. 
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Conclusion 
 
The implementing of RFID technology as a means of identification in hospital for 
more efficient services needs to be addressed for all activities ongoing in the facility, 
from the identification of surgical instruments to identify the bedding. 

When using RF identification, personnel will be forced to follow the established 
way of organizing work, which today do not always follow, because as it stands now 
is very time consuming ineffective and thus leads to making errors. 

Benefit that arises by introducing RFID in hospital, in terms of economic 
efficiency will be utilization of staff performance, instrumentation and medical 
supplies and reducing errors caused by human factor. Management will also gain 
better statistical reports for further managing of the hospital. For patients there will be 
more comfortable and safer care. Staff will be less burdened with administrative 
tasks, and instead will be able to pay its original mission, care for the patient. 
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Abstract. The paper sums up research and development of measuring system 

for measurement of temperature profiles of thermal boreholes. The work in-

cludes the development libraries for application interface of 1-Wire, implemen-

tation of the measuring system with programmable logical controller of B&R 

X20 and realization of autonomous database server for saving the measured da-

ta and fault diagnosis. 

1   Introduction 

Today, mankind is beginning to recognize the issue of finding alternative sources of 

energy, because fossil fuel era is coming to end. Geothermal energy is one of many 

possible types of energy for the acquisition of clean energy. The term “Geothermal 

energy” can be defined in a broader sense as heat in the Earth’s core and mantle. It is 

used in the form of thermal energy for residential heating or for electricity generation 

in geothermal power plants. The use of this energy is indeed simple at first glance, but 

the technical solution is difficult, because the hot water extracted from itself borehole 

contains many minerals and thereby clog technological devices [1]. 

Two experimental works (the experimental polygons) are in the vicinity VSB – 

TUO. They deal with the issue of geothermal energy (temperature changes of the rock 

massif) [1, 2, 3]: 

 The Big Research Polygon (BRP), 

 The Small Research Polygon (SRP). 

Other experimental work is located in the place of the firma Green Gas. 

The installed measuring systems both polygons realizes getting some information 

about the behavior of heterogeneous earth and heat pumps. The information obtained 

is used for mathematical modeling and simulation of heat exchange (between the earth 

and the heat pump) and the prediction of system behavior in the future [1, 2, 3]. 

The work follows the previous published work. The work realizes two basic parts: 

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2012, pp. 285–290.
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 Realization of the measuring system by using the Micro LAN network – This 

part is devoted chapters 2 and 3, 

 Realization of the database server for saving data – This part is devoted chapter 

4. 

Communication is introduced in order to limit the number of wires in the borehole. 

Direct use of sensors (the analog sensors) for every sensor requires at least two wires. 

Number of wires in the communication (the digital or the analog sensors with commu-

nication interface) with a higher number of sensors remains the same. 

2   Micro LAN 

This is a simple and inexpensive network technology for automation. It is defined in 

norm IEEE 1451.4. It uses 1-Wire protocol, therefore the 1-Wire bus. Components are 

devices and equipment with 1-Wire interface and block 64 to 128 bits identification 

number (8 bits => CRC, 48 bits => serial number and 8 bits => device type „family 

code“) [1]. 

 

Fig. 1. Identification number of the sensor Dallas “Maxim” DS18B20 [1]. 

Identification number can uniquely identify the device on the network. Device con-

taining these two parts is declared by the manufacturer as standard Micro LAN. Other 

parts of the network may be different adapters and controllers [1]. 

3   The system with the Micro LAN network 

Basic of measuring system (The Small Polygon and Green Gas) is programmable 

logic controller. The programmable logic controller is based on X20 architecture the 

Austrian manufacturer Bernecker & Rainer. For this reason, the system with Micro 

LAN controlled by a programmable logic controller B&R X20. In order to program-

mable logic controller control and communicate with the network contains 1-Wire 

Micro LAN network converter communications. This converter converts the 1-Wire 

communications on the serial communications (RS232). Superior system PLC consists 

of desktop computer with HMI/SCADA applications (visualization using VNC) and 

the database system. Block diagram of the system with Micro LAN network is show in 

Figure 2. The complete system has the following features [1]: 

 Temperature measurement using accurate and reliable sensors 1-Wire, 

 Control of Micro LAN communication using serial link, 

 The obtained temperature data are saved in FLASH memory card and database 

system, 
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 Data transmission through integrated Ethernet interface, 

 The Direct FTP access to the PLC, 

 Control system with Micro LAN network and data visualisation using 

HMI/SCADA application (visualization using VNC). 

 

Fig. 2. Block diagram of system with Micro LAN network [1]. 

System with Micro LAN network has in term of software programmable logic con-

troller two parts. The first part performs network control (network management). The 

second part performs the evaluation of measured data. Based on evaluation of data are 

send over Ethernet to the desktop computer or saved to file on the FLASH card. The 

file can be read or downloaded at any time as programmable logic controller working 

as an FTP server. So if the PLC stops working for some reason, the obtained data are 

always available on the FLASH card and on the FTP. In addition, the FLASH card 

saves configuration file with line spacing and file errors [1]. 

Evaluation of data carried out on the end of the communication. This means that in-

itially will be communication between the programmable logic controller and sensors. 

The data extract is evaluated after the end of communication obtained using compar-

ing the identification number sensor with the table identification numbers. Table iden-

tification numbers are created in advance based on the position sensors in the bore-

hole. We get comparing specific information about the position sensors in the bore-

hole and it still appropriate temperature [1]. 

As already mentioned in the preceding paragraph, are the most important part of 

communication and its control. For this purpose was developed the universal library 

of the functions using ANSI C. The library is dependent on the support serial commu-

nication (RS232). This library can be used in any programmable logic controller Ber-
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necker & Rainer with support for serial communication. The library consists of three 

blocks of elementary functions. And it: 

 The function for handling serials port PLC – It contains the elementary 

functions for working with the serial port. E.g.: Functions for opening and clos-

ing the serial port. etc., 

 The utilities – It contains the auxiliary functions. They are: function for im-

plementation delay; functions for realization of the CRC calculation and func-

tion realization conversion format the identification number into human read-

able form. The most important functions are here function for calculating the 

CRC (Influence communication). Using function of calculating CRC are de-

tected the errors., 

 The function for communicating with 1-Wire network – This is the most 

important block of the elementary functions. Elementary functions for realiza-

tion of communication uses the functions for handle the serial port. 

Combining the elementary functions (from the third block “Function for communi-

cation with 1-Wire network”) is realizes communication between the programmable 

logic controller and the 1-Wire sensors [1]. 

4   The autonomous system for acquisition of data and diagnostic of 

errors 

 

Fig. 3. The principle of data acquisition and fault diagnosis. 

The result is the autonomous database server system saves data from connected de-

vices. The system includes of testing errors. Errors are tested for individual communi-
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cations. Based on the detected error is send an SMS message or e-mail system admin-

istrator. Message contains the detected error and requests its removal. 

Core of the system is a computer with architecture designed for server application. 

The device provides data to the system connect using Ethernet and OPC protocol. An 

important part of the transfer protocols. It is the transfer of communication OPC and 

ODBC. During this conversion errors may occur, therefore the system includes means 

for the detection errors. The acquired data is saved in a SQL database. 

Part of the system is web visualization (the SCADA application). Based on the web 

visualization accuse individual data (Errors = E-mail, data = SQL) in the form of 

tables and graphs. 

 

Fig. 4. Example Web visualization. 

Currently, this autonomous system is connected with Small Research Polygon, Big 

Research Polygon and the measuring device from Green Gas. 
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4   Conclusion 

Based on this work was developed measuring system and autonomous system for data 

acquisition. Both systems were created on several communication protocols (ODBC, 

OPC, Ethernet, RS232 and Micro LAN). 

The principle of measuring system is a library and communication converter that 

controls all measurement. Order to the library could be used in other applications of 

measurement and control is universal. It is limited to the use of programmable logic 

controller Bernecker & Rainer with supports serial communication. 

The principle of autonomous system is data transfer “data conversion”. It is possi-

ble for him connect many data sources (using OPC). The system is therefore universal. 

The final autonomous system has been registered as a function pattern (106/08-12-

2011_F). 
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Abstract. The teaching of technical parts in medicine is as important as the 

humanitarian nowadays. Students of biomedical engineering represent the fu-

ture of non-medical hospital employees who also directly contribute to the 

quality of health care. The aim of this paper is the presentation of methods used 

for teaching students at VSB-Technical University of Ostrava. Students are in-

troduced to tasks with real time data capturing and processing from the vital 

signs monitor (DASH or EAGLE) to ImplantSys application implementing 

communication protocol for data transfer. Students are able to measure, process 

and evaluate data sets from ECG, pulse oxymetry, blood pressure, etc. Several 

lessons in two courses that combine technical and medical practice are prepar-

ing. The lessons are focused on the whole process of medical data acquisition 

and designing the software which allows that. 

1 Introduction – The Whole System 

System being developed is designed for the purposes of archiving, measuring, analyz-

ing, storing and synchronizing. It can be used as the informational support for pacing 

team at cardio operation rooms. When it is used there it will significantly improve the 

workflow of the team by tasks automation. 

The system is designed as the interconnection between several parts used by the 

medical personnel. Interconnection of these parts is maintained by the software appli-

cation named ImplantSys. This application serves as the database management system 

of patients with the ability to store their information. It can receive some of the pa-

tient’s data directly from the hospital information system (HIS). It can communicate 

with the vital signs monitor and thus allows for processing of the received signals. 

It’s able to import data from implant control system and therefore auto-fill some of 

the required fields in the form. It allows exporting of the operational reports to the 

national pacemaker registry. And it can be used for filling the form with results after 

the required patient pacemaker’s checks. All of these main features divide the system 

into the several components which are described in the next chapter. It is also possi-

ble to use every of these components of the system as standalone application. 

Physical interconnection of the new system is shown in Fig. 1. There are four 

sources of data that the new developed system has to combine for the most effective 
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workflow of the operational team. The hospital’s HIS which contains patient’s ad-

ministration data, DASH (or EAGLE) vital signs monitor used mainly for measuring 

electrocardiogram (ECG), implant control system ICS3000 mainly used for measur-

ing intra-cardiac electrogram (IEMG) and programming the pacemaker, and the 

REPACE central registry of pacemakers. 

 

 

Fig. 1. Physical interconnection architecture 

 

The ImplantSys application is running on the PC in the block of processing. There 

is a HUB that connects HIS, DASH and REPACE via an Ethernet interface. The 

ICS3000 does not support online connection in real-time. Therefore the data from the 

ICS3000 is transferred via one of the supported media (USB flash drive or CD) in 

PDF or XML format. Communication with the REPACE registry is via the internet.  

2 Database of Patients 

There are important data in HIS which needs to be imported to the ImplantSys. Such 

data includes patient’s name, birthdate, gender, weight, height, diagnosis, address, 

insurance and other relevant information. This will help the physician to automatical-

ly fill in the form of the report and prevent them from making a typo mistake. The 

data can be also inserted manually. The user can add, edit or delete the records and 

sees all the records in the sortable table as shown in Fig. 2. Therefore the application 

can be used as a patients management system – database. 

The name of the compatible HIS is CLINICOM. CLINICOM is a robust hospital 

information system with a modular design and an object-relational database Caché 

from the InterSystems company [1]. It is used by several hospitals in Czech Republic 

[2]. Communication between the ImplantSys and the CLINICOM database is solved 

by the interface implemented as a dynamic-link library in C#. This interface contains 

several methods for getting the relevant data from the database to the ImplantSys 

application. The form for the report creation is filled in with the information and can 

then be edited. Relevant data is picked from the database by a method in which the 

personal identification number serves as the primary key for selection. If there is 
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more than one record associated with the patient another key for selection is used. 

Date/time is the secondary key. 

 

 

Fig. 2. ImplantSys screen with management of patients 

 

The application can be also used for managing results of pacemaker’s checks. The-

se mandatory checks are periodically performed on the patients that wear the pace-

maker. 

3 Communication with DASH Devices 

There are several devices that use DASH communication protocol. These are vital 

signs monitors named DASH and EAGLE of various series. The protocol was pro-

grammed in the C# language to be used in the .NET framework. 

For long-term remote monitoring by the application, it was necessary to create a 

driver that allows a reliable connection to the DASH devices in real-time. The Im-

plantSys uses advanced design technology with regard to the real-time data pro-

cessing [3]. Based on the described specification, the driver for patient monitor 

DASH was developed in the .NET framework [4]. 

There could be created many ECG recordings for every patient in the ImplantSys 

as shown in Fig. 3. The user can see in real-time the graph, exact size, actual length 

and filename where the data are saved. It is possible to select the leads to show, add 

comment, take screenshots, zoom, etc. User can also load and show or delete existing 

recordings. Every record can be automatically compressed with GZip technology to 

reduce the amount of bytes which every file has. 
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Fig. 3. ImplantSys screen with patient’s ECG records 

4 ICS3000 File Import 

Biotronik ICS3000 serves as a mobile implant control system that helps surgeons to 

fully control an implanted pacemaker. Also it is used for the measurement of electri-

cal parameters and as the external pacemaker. As for the measured electrical varia-

bles, there are, for example IEMG, voltage threshold, impedance of the electrodes 

and others. 

In order to integrate the ICS3000 device and the patient’s data into the ImplantSys 

application, an interface component needs to be implemented. First there is a need for 

converting the exported file in pdf format to the xml format and then parsing the data 

into the ImplantSys. 

5 REPACE Synchronization 

REPACE is the name of the nationwide central registry developed by the Institute of 

Biostatistics and Analyses at the Faculty of Medicine and the Faculty of Science of 

the Masaryk University, Brno, Czech Republic. This registry contains reports from 

the implantations of pacemakers and other relevant operations such as re-

implantations.  

Reports contain information about the operation such as patient’s data, implanted 

devices, electrodes, complications, measured data and the names of the operational 

personnel. All this data is inserted via the screen with forms in ImplantSys as shown 

in Fig. 4. 
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Fig. 4. ImplantSys screen with REPACE forms 

 

Most of this data ImplantSys can obtain automatically – from the CLINICOM, 

DASH device and ICS3000. An option to export the data to the REPACE is another 

one of the developed main features. The implementation lies in .NET interface which 

enables creation of XML file with patient’s data. This file is then sent to the REPACE 

system online where it is imported to the ORACLE database running under the 

REPACE. 

6 Educational Benefits 

The described system will be used as an educational support for the students of the 

two programs: Biomedical Technician and Biomedical Engineering on VŠB – Tech-

nical University of Ostrava. The students will receive knowledge from the both tech-

nical and medical fields. The main benefit of this is that they will be in direct touch 

with the system, its parts and components. This is considerably more inspiring and 

motivating than teaching them only the theory. It is the real example of what they can 

achieve, what they can create with knowledge from the studies. 

The students will deepen their skills of programming, informatics and signal pro-

cessing. There are several lessons prepared for them in two courses. The name of the 

first one is Monitoring and Control Systems. This course is more aimed at the pro-

gramming skills and informatics. The second one is named Biological Signals Pro-

cessing and it’s more focused on the processing of the received signal from the 

DASH devices and on the medical knowledge. 

They will learn about hardware interfaces used for connections in the system. This 

includes knowledge about technologies like Ethernet, HUB, TCP/IP.  

From the programming skills they will familiarize with more difficult program-

ming methods, real examples used in the ImplantSys application and try to solve 

some similar problems on their own. The main programming languages to teach are 

the .NET C# and Matlab. 
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The processing of the biological signals is another field of study prepared for the 

students. They will learn how to obtain signals from the human body and how to 

process this signal to receive some information from it. Thanks to the connection 

between the DASH devices and the ImplantSys students can acquire various biologi-

cal parameters as the ECG, blood saturation, blood pressure, temperature, etc. These 

signals are then available for the mathematical processing via the Matlab environment 

or in the .NET.  

7 Conclusion 

The ImplantSys is very helpful as it connects four sources of information and com-

bines it into one framework where the user – the physician/student – can effectively 

work with it in the modern GUI (Graphical User Interface).  

Every part of the system can be used alone for developing other applications. For 

example there can be a simple application used in ambulances car to store important 

vital signs during patient transfer where the DASH is used. This data can later be 

used for analysis. There is also the possibility of using the concepts of the ImplantSys 

for making ECG, SpO2, and blood pressure classifiers with neuro-fuzzy or other 

methods approach. Also getting data from devices that are DASH communication 

protocol compatible (vital signs monitors) allows for usage as the central where every 

device and its data can be visualized, stored and prepared for the next processing step. 

Other applications can be developed with the ICS300 dynamic library or the 

REPACE interface anywhere it is needed.  

Due to the fact that the system is oriented on the real problems and its solutions it 

has high impact on the inspiration and motivation of the students. They will see the 

practical solutions of some part of the biomedical engineering problems. Learn how 

to implement these principles and deepens their knowledge from the fields both tech-

nical and medical. 
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Abstract. Geothermal resources are economically used for parts of geothermal 
energy, whereas its resources are utilized nowadays and specified via a number 
of boreholes, and geophysical and geochemical data. In case of potential 
geological localities, the resources could be used, but relevant data have not 
been acquired to evaluate them quantitatively. So this paper deals with some 
usage of a full-scale in-situ TRT experiment’s framework for detailed 
determining temperature conditions inside borehole heat exchangers, namely at 
considering some blocks including information on geological and geographical 
conditions, automatized measurements of undisturbed/disturbed temperature 
profiles, and acquired TRT data evaluations. Using some sophisticated software 
of EED 3.0, it is also possible to realize some additional data evaluation, related 
to a simulation and/or design of consumption and temperature conditions at a 
planned long-term operation of heat pumps. 

Keywords: Borehole, Borehole heat exchanger (BHE), EED software 
application, Fourier partial differential equation, Heat pump (HP), Heat 
transfer, ILS/FLS model, Mathematical modelling, Rock massif, Thermal 
conductivity, Thermal resistance, TRT experiment. 

1 Introduction 

1.1 Features of Thermal Response Test (TRT) 

Thermal response test (TRT abbreviation) or geothermal response test (GRT or GeRT 
abbreviation) is a field method, how to investigate some thermo-physical properties of 
a BHE, which is drilled into a soft/hard rock massif, and its surroundings. The BHE 
typically contains one or more loops (PE pipes; e. g. types of a single U-tube with one 
pair of pipes or one collector circuit, or a double U-tube with two pairs of pipes or 
two collector circuits), where a heat carrier fluid is pumped into the collector circuit at 
a constant rate (typically a constant mass-flow, Mf; in kg·s-1). This fluid – in case of 
our TRT experiments, water is usually used – may be heated by a TRT device’s 
heater at a constant injected heating power (Q; in W), whereas quantities of an inlet 
fluid temperature (TfIN; in K or °C), an outlet fluid temperature (TfOUT; in K or °C), a 

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2012, pp. 297–302.
VŠB – Technical University of Ostrava, FEECS, 2012, ISBN 978-80-248-2769-8.
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volume-flow (QV; in m3·s-1), a pressure (p; in Pa), and other electric and/or non-
electric ones are measured and logged continuously [2]. 
The U-tube look/loops, through which the heat carrier fluid circulated, is/are inserted 
imide the borehole to the same depth as the BHE, planned for a site. To provide a 
constant heat flux (q, in W·m-2) to the ground, a fluid flow rate (also the mass-flow) 
inside the loop/loops, and a temperature difference between the inlet and outlet fluid 
temperatures must be constant during a TRT experiment. [2] 
For determining some essential ground thermal properties – typically a thermal 
conductivity (λ; in W·m-1·K-1 or W·m-1·°C-1) and a thermal borehole resistance (RB; in 
K·m·W-1 or °C·m·W-1) – from output TRT data [2], different kinds of analytical and 
numerical methods have been developed yet. The BHE, which consists of two pipes 
or one collector circuit, separated by a filling material (also a borehole grout), can be 
modelled as a heat source in the form of a line (line-source theory; ILS/FLS model by 
Carslaw and Jeager, 1959) or a cylinder (cylinder-source theory; ICS/FCS model by 
Ingresoll et al., 1954) [2]. 
In case of determining the thermal conductivity (λ) of the rock massif, it is very 
important parameter affecting a borehole depth (hB; in m). Well, if we have some 
research polygon (also a group of BHEs in this case), then we usually determine an 
average value of the thermal conductivity inside drilled rocks. Nowadays, there are 
two field methods (or approaches), which enable to determine a value of this 
parameter, thus [3]: 

 laboratory methods (ex-situ methods) – it is required to realize so-called 
borehole inventing to get some rock samples for their detailed analysis, 

 measurement methods (in-situ methods) – they are realized inside a fully-
equipped borehole, whereas in Europe, we talk about the TRT (Thermal 
Response Test) experiments; in the USA, we talk about the FTCT 
(Formation Thermal Conductivity Testing) experiments. 

 
A standard TRT experiment is based on acquiring the data, used for design and model 
processing of some larger BHE field (e. g. a research polygon with one or more 
BHEs). Using the TRT experiment, it is also possible to evaluate a technical integrity 
of these BHEs. In case of a conventional TRT experiment’s evaluation approach, 
based on the line-source theory, it is required long-term test durations (ttest; in s), 
typically taking 48 hours or 72 hours, to obtain some quasi-steady state (which is 
time-independent) conditions. In case of applying the cylinder-source theory, a 
precision of the evaluation is enhanced and the test durations are reduced, because un-
steady state (which is time-dependent) is evaluated. [2, 3] 

2 Realized TRT Experiments in 2011 and 2012 

2.1 Results of Realized TRT Experiments 

Our TRT device (produced by UBeG GmbH & Co. KG, Wetzlar – Nauborn, 
Germany) is able to carry out some analysis and evaluation of the essential properties 
of the rock massif and to measure its thermal response, too. This device is often used 
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not only for other research activities, but also for realizing the TRT experiments at 
specific localities [2] in the Czech Republic, see Table 1 for their summarization. [1] 
 
Table 1. Summarizing input parameters (a timestamp of realizing our TRT experiments, and a 
number of tested BHEs and their configuration) and output parameters (average values of the 

thermal conductivity and the thermal resistance, and an undisturbed thermodynamical 
temperature). 

 

Locality 
Name 

Input/ouput TRT Parameters 

Month and 
Year of 
Realization 

Number 
of 
Tested 
BHEs 

BHE 
Config. 

λ(AVG) RB(AVG) T0 

W·m-1·K-1 K·m·W-1 K 

ID1 03/2011 1 2-U 5.670 0.042 285.29 
ID2 07/2011 16 2-U ---------- ---------- ---------- 
ID3 09/2011 1 2-U 3.905 0.060 280.33 
ID4 11/2011 1 2-U 2.020 0.137 283.73 
ID5 04/2012 1 2-U 2.605 0.079 285.09 
ID6 05/2012 1 2-U 3.895 0.034 279.90 
ID7 05/2012 1 1-U 3.415 ---------- ---------- 
1-U – single U-tube, 2-U – double U-tube 

3 Example of the TRT Experiment at the ID6 Locality 

This TRT experiment was realized from 11th May 2012 till 14th May 2012, whereas 
this locality is located about 1300 meters above the sea level. Considering this level 
and geological position of this locality, there are very harsh climate conditions here, 
thus: 

 monthly  average temperature in May 4.8 °C, 
 annual average temperature  0.9 °C, 
 annual rainfall    1231 mm. 

 
At measuring the undisturbed temperature profile (see Fig. 2a), a 143 m measurement 
cable with Pt1000/A sensors was used along a BHE depth of 120 m. After acquiring 
the TRT data, the disturbed temperature profiles (see Fig. 2b) were measured by the 
Pt1000/A, and Dallas DS18B20 sensors. 
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Fig. 2a. The ID6 locality: 2D graph of the undisturbed temperature profile along the BHE depth 
of 120 m (measured on 11th May 2012; Pt1000/A sensors). 

 

 
 

Fig. 2b. The ID6 locality: 2D graph of the disturbed temperature profiles along the BHE depth 
of 120 m (measured on 14th May 2012; sensors of Pt1000/A and DS18B20; a 30-minute 

measurement period). 
 
Nowadays, the temperature profiles are measured by the DS18B20 sensors only, 
namely inside a backward pipe (preferred choice; see TfOUT in Table 2) or inside a 
forward pipe (see TfIN in Table 2), to reduce a paper logging and to prefer some 
automatized process of data acquisition, their analysis, and presentation. 
 
A purpose of this TRT experiment is focused on measuring some temperature 
(generally physical) parameters inside the rock massif at this locality, where some 
BHE polygon with installing heat pumps is also planned: 

 at the first level of data evaluation (by GeRT-CAL) – average values of 
desired quantities, such as the thermal conductivity (λ), the (internal) thermal 
borehole resistance (RB), and the undisturbed temperature (T0 ≡ Tug; 
measured at the beginning of the TRT), are experimentally estimated or 
determined, 

 at the second level of data evaluation (by EED 3.16) – the data from the first 
level and data sets (i. e. the additional information sources) are used for a 
simulation of a heat consumption inside the planned BHE polygon, namely 
for a 25-year operation period; this process enables to evaluate feasibility 
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and management of 17 BHEs, drilled inside a specific rock massif, at 
specific climate conditions. 

 
Table 2. Summarizing selected input and output parameters, which are available at a TRT 

print-out (see the left table columns) and summarizing other exactly calculated parameters for 
this TRT experiment (see the right table columns). [4] 

 
Parameter Value Unit Parameter Value Unit 
hB 120 m α(AVG) 1.6928·10-6 m2·s-1 
rB 75·10-3 m λ(AVG) 3.8936 W·m-1·K-1 
Q 7658 W λeff. 3.3412 W·m-1·K-1 
ρ·cp 2.3·106 J·m-3·K-1 RBeff. 0.2993 K·m·W-1 

ttest 
245998 s Ql 0.8492 m·s-1 
68.33 hours Re 27012.33 1 

T0 
279.90 K 

TfIN 
286.56 K 

6.75 °C 13.41 °C 
tb(AVG) 4.615 hours Tf(AVG) 285.22 K 
λ(AVG) 3.895 W·m-1·K-1 

TfOUT 
283.89 K 

RB(AVG) 0.034 K·m·W-1 10.74 °C 
Re – the Reynolds number 
 
For creating an EED – it is an abbreviation for the Energy Earth Designer – 
simulation, we must define several data sets of these input parameters, e. g. [4]: 

 parameters of a ground – λ(AVG), ρ·cp, a value for the annual average 
temperature (valid for this locality), and an average value of a heat flux 
(typically 0.060 W·m-2), 

 parameters of a borehole – rB, hB, a prescribed configuration (108 is for 
“17:3:8 U-configuration”; 17 boreholes, double U-tube, collector 
dimensions), a value of the thermal conductivity of a grout, a value of the 
thermal resistance at a U-tube/grout interface, 

 parameters of other thermal resistances – RB(AVG), and a value of the thermal 
resistance at a fluid/rock interface, 

 parameters of the anti-freeze fluid – density, specific heat capacity, viscosity, 
freezing point, volume-flow per one borehole, etc., 

 nominal values of building consumptions – annual ones of a prepared hot 
service water (HSW) and heating with their season power factors, and a 
monthly energy profile for the prescribed operation period of 25 years. 

 
Finally, this EED simulation generates some tables and 2D graphs including these 
output parameters, e. g. [4]: 

 calculated values of a monthly heat consumption from the borehole, 
 calculated average values of anti-freeze temperatures at the end of a month – 

e. g. during the 25th year of the operation period, a minimal average fluid 
temperature is equalled to minus 16.88 °C (256.27 K; at the end of 
December) and a maximal average fluid temperature is equalled to minus 
11.97 °C (261.18 K; at the end of August). 
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4 Conclusion 

The first part of this paper is centred on a general description of the TRT approach, 
based on the ILS/FLS model and the in-situ method in this case, and the 
summarization of all the localities (their specific names have not been mentioned due 
to commercial obligations), where the TRT experiments have been realized by our 
TRT device of UBeG. The measurement management, mainly including the basic 
conception of the framework for these TRT experiments, is also introduced. 
The second part of this paper is centred on the practical example of the TRT 
experiment, realized at the ID6 locality. This example demonstrates using two-level 
data evaluation – the first level (i. e. using measured/calculated results focused on the 
temperature profiles, the TRT experiment, information on the geological assessment, 
the geological profile, or some geological description of a locality), and the second 
level (i. e. using the additional data evaluation by the EED, related to the prescribed 
conditions) – to carry out the detailed analysis. For this locality, it is predicted the 
rock massif will be continuously frozen at the total annual heat energy consumption 
of 624 MWh (i. e. 357.12 MWh for the HSW and 266.88 MWh for heating). 
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Abstract. The vectorcardiography (VCG) represents the cardiac elec-
tric field by vectors and provides morphological interpretation of the car-
diac electrical field. The main objective of this paper has been to describe
our VCG device that has been determined for scientific research and for
the clinical diagnosis of heart diseases. We have designed the hardware
as a small portable device and the software that measures data saved
in a raw form accessible for further processing. The main contribution
is in the new way of common mode reduction (driven right leg circuit).
The designed device has a great potential thanks to the new methods
of data interpretation, the automatic signal evaluation and the small
procurement price.

Keywords: Vectorcardiography, Frank’s leads, Driven right leg circuit

1 Introduction

Recently, a great progress in the medication of cardiovascular illnesses has been
observed. A fast and accurate diagnosis of these illnesses could reduce the num-
ber of sudden deaths. The Electrocardiography (ECG) is the most common
diagnostic method, but the results are usually difficult to interpret. The ECG
includes the vectorcardiography (VCG) that provides a better morphological
interpretation of the cardiac electric field.

In 1913, Einthoven, Fahr and de Waart wanted to represent the cardiac elec-
tric field by vectors that have sense, magnitude and direction. Since then, the
development of VCG has gone in different directions. The VCG presents sev-
eral types of lead systems, for example, Frank, McFee-Parungao, and SVEC III.
These lead systems differ by the number of electrodes and by spatial sensitivity
properties. The most common VCG method is the Frank’s reference vectorcar-
diography system created by Ernst Frank in 1954. This system uses seven special
located electrodes. Location of the electrodes ensures measurement independence
from the heart position and body size of the examined.

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2012, pp. 303–308.
VŠB – Technical University of Ostrava, FEECS, 2012, ISBN 978-80-248-2769-8.
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Fig. 1. The lead matrix of the Frank VCG system. The transverse plane contains the
electrode E - on the front side, M - in the middle of the dorsal side, I - on the right
side under the armpit, A - on the left side under the armpit. The electrode C makes
an angle of 45 degrees between the electrodes E and A. The electrode H is placed on
the back of the neck. The electrode F can be found on the left leg, between the knee
and ankle [1–3].

Five electrodes are placed on the same transverse plane (Fig. 1). The place-
ment of the electrodes allows to record cardiac heart activity in the three or-
thogonal planes x, y, and z [1, 2]. A resistor network compensates the unbalanced
heart location and provides the same impedance value in every amplifier lead.
The great advantage of this system is orthonormality that provides equal voltage
levels of the measured X, Y, and Z leads [1].

2 Problem definition

The commercially available VCGs are designed as closed systems. The special-
ized software of these VCGs can provide only predefined diagnostics. The data
are preprocessed without the possibility of the signal postprocessing. VCGs are
often combined with conventional 12-channel ECG. The orthogonal leads can be
computed from six precordial and two limb leads, or these systems display only
the monocardiograms. The price of these devices can exceed the costs of com-
mon ECGs. The advantages of these devices are the complexity, functionality
and the automatic diagnostics. These medical diagnostic devices are assigned to
the ambulant examination of patients.

Our proposed device differs from the commercially available VCGs; our sys-
tem provides the output data in a raw form that can be postprocessed. Data
from the VCG are filtered within the range between 0.5 Hz and 150 Hz. We
have developed the software in the LabVIEW software environment that can
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insert data into a database. The VCG has a better diagnostic value than the
conventional ECG. Our system has been designed to expand the application of
the VCG in the diagnosis of heart diseases, for example, the localization of my-
ocardial infarction, the left anterior fascicular block and the left septal fascicular
block. The VCG can also be used in the evaluation of electrically inactive areas
[4].

3 The suggested Measurement Vectorcardiography Unit

The concept of the Frank’s corrected orthogonal lead system is well known [3].
The designed device consists of the Frank’s lead system, a driven right leg circuit,
a resistor network, instrumentation amplifiers, filters, and a data acquisition unit
(Fig. 2).

Fig. 2. Block diagram of the functional vectorcardiograph unit

In general, the amplitude of the signals measured from the body surface takes
values within the range of hundreds of µV to tens of mV. These signals are usu-
ally affected by man-made interference. There are four ways in which the electro-
magnetic field interferes with the measured biological signals. The interference
paths are magnetic induction, the displacement current induced into the leads,
the displacement current induced into the patient causing interference voltage
between the two recording electrodes, and the displacement current induced into
the patient causing interference voltage between the recording electrodes and the
amplifier common, i.e. common mode voltage (Fig. 3), [5].

The solutions of these four interferences are as follows. The use of mutually
twisted wires reduces the interference generated by the magnetic induction. The
induced current in the E1 and E2 leads can be minimized by shielded wires that
reduce the capacity of capacitors Cp1 and Cp2. Careful electrode positioning
avoids recording of the voltage caused by displacement currents flowing through
the body impedance [7]. The common mode voltage of the electrodes can be
removed using grounding or the driven right leg circuit. In ideal conditions, the
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Fig. 3. Interference paths in biosignal measurements from the body surface [6]

common mode voltage is suppressed for the amplifier with a very large common
mode rejection ratio (CMRR). In practice, voltage is indirectly manifested due
to the unequal impedance of the leads as interfered differential voltage. It can
be calculated by the following expression [5]

νi = νc

(
1

CMMR
+
Zd

Zc

)
(1)

where vi is the interfered differential voltage, vc is the common mode voltage,
Zd is the difference of the impedance between two electrodes, and Zc is the
common mode impedance. CMRR is a parameter of the differential amplifier
that represents the ratio of the power of differential gain over the common mode
gain. It is usually measured in positive decibels, for real circuits within the range
60 to 120 dB [5].

As it is not possible to provide the same impedance on all leads, the value
of the common mode voltage vc has to be reduced. In our device, we have
used the driven right leg circuit (an electrode on the patient’s right leg) that
is usually used for the conventional ECG. It provides a connection between the
patient and a common amplifier in order to minimize the common mode voltage
[8]. The signals of the individual leads are averaged, inverted and amplified.
The conduction of a signal modulated in this way to the patient provides noise
reduction (Fig. 4).

In the measurement of biological signals, there are more kinds of the common
mode noise such as low frequency differential signals. They are located in the fre-
quency range below 0.5 Hz and mainly produced by moving artefacts, electrodes
polarizing voltage, impedance changes due to breathing, etc. The High Pass Fil-
ter (HPF) can reduce these artefacts. In our device, we use the Low Pass Filter
(LPF) connected, in the feedback loop, to the instrumentation amplifier. Low
frequencies can be thus simply removed. Other interferences are electrical activ-
ity produced by skeletal muscles, noise components, higher harmonic frequencies,
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Fig. 4. Block diagram of the functional driven right leg circuit

etc. The upper cut-off frequency equal to 150 Hz is considered as optimal for the
purpose of ECG diagnostics. The last part of our device is the data acquisition
unit (DAU). The DAU consists of a 16 bit microcontroller (MCU). The MCU
reads data from an analogue to digital converter (ADC) via a serial peripheral
interface. We used the analogue to digital converter with a sampling frequency
of 2 kHz and 12 bit resolution. The acquired data were formatted into a data
packet and sent to a workstation by USB for the subsequent processing and
evaluation. The device is powered by a USB source voltage of 5 V. The patient
is electrically connected to the voltage source (driven by the right leg circuit)
and it is thus necessary to ensure the safety of the equipment. It means that the
device has been designed in such a way that the requirements on medical de-
vices are satisfied. One of these conditions is the galvanic isolation of the circuits
connected to the patient from other electronic circuits. In our device, a galvanic
isolation of the power supply and a signal bus between the ADC and the MCU
buses has been made.

4 Device Implementation and Data Interpretation

The VCG was constructed as a small portable device (15×8 cm) powered by
USB. The analogue and digital parts have been on separated printed circuit
boards. These parts have separated grounds which are connected only in one
point in the circuit. The device has been inserted into a plastic box with external
outlet leads, a USB connector, and LED. The LED indicates that the device is
in recording mode. The whole device is shown in Fig. 5 A.

The output signals represent the orthogonal planes x, y, and z. These sig-
nals can be displayed in different views (1D, 2D and 3D) (Fig. 5 B). The one-
dimensional view of the signals does not provide new information about the heart
activity. The 3D view performs the heart vector movement. The diagnostic im-
portance has the representation of dependencies between the individual planes
(the 2D and 3D view). The heart electrical activity (atrial depolarization, ven-
tricular depolarization, atrial repolarization and ventricular repolarization) is
represented there by loops. The changes of its shapes can provide information
about potential pathology.
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Fig. 5. A - VCG hardware realization with outlet external leads, B - 3D view of 10
measured heart cycles

5 Conclusions

The objective of this work has been to propose, implement and test VCG for
scientific research, the clinical diagnosis of heart diseases and for education. We
proposed both hardware and software parts of this equipment. We see the main
contribution in the new way of common mode reduction. Measured data saved
in raw form are easily readable and accessible for further processing. The great
potential of our designed device is seen in the new methods of interpretation and
automatic signal evaluation. Our device is more affordable than the vectorcar-
diographs with computed data interpretation.
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Abstract. N-grams are applied in some applications searching in text
documents, especially in cases when one must work with phrases, e.g.
in plagiarism detection. N-gram is a sequence of n terms (or generally
tokens) from a document. We get a set of n-grams by moving a floating
window from the begin to the end of the document. During the extrac-
tion we must remove duplicate n-grams and we must store additional
values to each n-gram type, e.g. n-gram type frequency for each docu-
ment and so on, it depends on a query model used. Previous works utilize
a sorting algorithm to compute the n-gram frequency. These approaches
must handle a high number of the same n-grams resulting in high time
and space overhead. In this paper, we show an index-based method to
the n-gram extraction for large collections. This method utilizes common
data structures like B+-tree and Hash table. We show the scalability of
our method by presenting experiments with the gigabytes collection.
Keywords: n-grams, n-gram extraction, basic indexing structures, doc-
ument n-gram matrix

1 Introduction

N-grams are applied in applications searching in text documents, especially in
cases when one must work with phrases, e.g. in the case of plagiarism detection [5,
16, 12, 3, 17] (more general co-derived documents [4]) or language detection [2,
14] systems. N-gram is a sequence of n tokens (e.g. words) in a document and
we get a set of n-grams by moving a floating window from the begin to the end
of the document. Although, we can distinguish various types of tokens (see [5]),
in this article, we consider only n-grams of terms.

During the extraction we must remove duplicate n-grams and compute the
frequency of the n-gram types (count of types occurrences). Additionally, other
values are stored together with n-gram type and frequency, e.g. n-gram unique
number, but it is document and query model dependent. In Figure 1, we see can
a common architecture of an n-gram extraction framework.

This work was desribed a framework introduced in [10, 1] In this article,
we show a time and space efficient method for the n-gram extraction; we do
not consider various methods of document parsing, term pre-processing, and n-
gram building and pre-processing. We show that we can use data structures well

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2012, pp. 309–313.
VŠB – Technical University of Ostrava, FEECS, 2012, ISBN 978-80-248-2769-8.
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Fig. 1. A common architecture of an n-gram extraction framework

known in the area of database management systems [7] and physical database
design [11] for this purpose. In this way, we utilize the same data structures for
the n-gram indexing and the n-gram extraction. Additionally, we show a high
scalability of our method; it is usable for large document collections including
up-to 109 n-grams regardless the amount of the main memory.

In this paper we introduce the building of index of n-grams for collections of
documents and for each document in the collections. Moreover we present some
of the statistic results of the n-gram extraction and their possible application.

Example: Let us consider the following sentence:
”The array includes these items, the list includes these items as well.”

We distinguish the following sets and values for 3-grams:

– 3-grams (Nn = 10): The array includes, array includes these, includes these
items, these items the, items the list, the list includes, list includes these,
includes these items, these items as, items as well

– 3-gram types with frequency (Tn = 9): The array includes (1), array includes
these (1), includes these items (2), these items the (1), items the list (1), the
list includes (1), list includes these (1), these items as (1), items as well (1)

– T3
unq = 8, T3

dup = 1

2 Related Work

In previous works, authors often apply sorting n-grams to compute the frequency
of n-gram types. In [9], authors introduce a method based on a suffix array. It is
implemented by a sequence of pointers, each of which points to a corpus token
(e.g., a term, a character, etc.) in the real corpus and stands, virtually, for the
sequence of tokens from the token to the end of the corpus. There is another class
of approaches [4, 12, 16] assuming that only duplicate n-gram types are needed
after the documents collection analysis.

We should see that the phase removing unique n-grams proposed in [4, 12,
16] is not always possible to use. Let us suppose a case when we want to detect
if an article is a plagiarism of an article from an indexed collection. In this case,



Index-based N-gram Extraction from Large Document Collections 311

the unique n-gram types can strongly characterize documents, therefore it is not
possible to remove unique n-gram types.

It is clear that these sorting-based methods must handle many same n-grams
to compute frequencies of n-gram types. In [8] authors describes their tool that
uses the B+-Trees for indexing the large n-gram corpora like Web1T 5-gram Cor-
pus. In [6] inventor introduces data structure called ternary search tree (TST)
and its usage to index n-grams in large documents corpora. In the next sec-
tion, we introduce a method using common data structures to omit handling of
duplicate n-grams and allowing us to build an index for fast future inserts of
documents and plagiarism detection.

3 Index-Based N-gram Extraction

For the collection we model the n-gram type as a tuple 〈ngram, id, frequency〉,
where ngram is the key. A common technique is that n-gram includes ids of terms
instead of terms. For the n-gram extraction we need a data structure providing
the following methods:

– Insert(in ngram) – it inserts the n-gram if the n-gram type does not ex-
ist in the index, if this n-gram type exists in the index, the frequency is
incremented. Additionally it returns id of the n-gram.

– Find(in ngram, out frequency, out id) – it returns true together with frequency

and id if the n-gram type is stored in the index, otherwise it returns false.

We also want a vector of n-grams for each document in a collection. In this
case we don’t need the tuple as it is used for the whole collection. The tuple we
need is modeled as 〈id, frequency〉, where id is the key and has unique value
in the collection’s scope and frequency is frequency of n-gram type occurence
in the document. We can retrieve the n-gram ids from the collection index. Data
structure for the document index needs following method:

– Insert(in ngramId) – it inserts the id of an n-gram if the id does not exist in
the index, if the id alredy exists in the index, the frequency is incremented.

We utilize two common data structures B+-tree and Hash table.

4 Experimental Results

In our experiments1, we have used four collections: iDoc, PAN Plagiarism Corpus
2010 (in this document referenced as a PAN Plagiarism Corpus) [13], LA Times
and WebTREC [15]. Collection iDoc contains thesis works made by VSB - Tech-
nical University of Ostrava students in 2010. We do not apply any pre-processing
techniques to terms and n-grams; the parser ignores only tags in XML and
HTML files. In Table 1, we see statistics of the test collections.

1 The experiments were executed on an Intel Xeon X5670@2.93GHz, 2.0 MB L2 cache
per one core; 96GB of the main memory; Windows 2008 Server.
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Table 1. Test collections and terms statistics

Collection #Documents Collection #Terms #Term
size [MB] types

iDoc 4,198 423 62,486,207 485,577
PAN Plagiarism Corpus 11,147 1,685 298,672,883 1,512,783
WebTrec 1,231,686 15,505 1,193,207,677 3,157,449
LATimes 131,896 475 68,790,087 329,052

The statistics of 4-grams extraction for the test collections and average doc-
uments shows that the test collections’ unique n-gram types can form approx-
imately 74–91% of all 4-gram types and 93–99% of 4-gram types in average
document respectively. Moreover with increasing n the portion of unique n-
gram types increases too. We can tell that unique n-gram types can strongly
characterize each document in corpus and it would make the identification or
comparison of the document harder if the unique n-gram types or the n-gram
types with low frequencies are omitted.

Using the statistic results we can define the document n-gram matrix for
querying. The document n-gram matrix can be formed from vectors of n-grams
extracted from each document and can be used for document and n-gram search.

5 Conclusion

In this paper, we introduced the index-based method to the n-gram extraction.
This method utilizes common data structures like B+-tree and Hash table. We
stated a theoretical model and experimental results with the gigabytes data
collections confirmed this theoretical model. Moreover from statistic results we
can determine that the vectors of n-grams extracted from each document in
collection can form a document n-gram matrix.
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Abstract. Onedimensional or multidimensional range query is one of
the most important query of physical implementation of DBMS. The
number of compared items (of a data structure) can be enormous espe-
cially for lower selectivity of the range query. The number of compare
operations increases for more complex items (or tuples) with the longer
length, e.g. words stored in a B-tree. Due to the possibly high number of
compare operations executed during the range query processing, we can
take into account hardware devices providing a parallel task computation
like CPU’s SIMD or GPU. In this paper, we show the performance and
scalability of sequential, index, CPU’s SIMD, and GPU variants of the
range query algorithm. These results make possible a future integration
of these computation devices into a DBMS kernel.
Keywords: range query processing, multidimensional range query, GPU,
CUDA, SSE, SIMD, rtree

1 Introduction

Range query (or range scan) [11] is one of the most important query of physical
implementation of DBMS [9]. There are two basic variants: onedimensional and
multidimensional range query. DBMS often utilize two types of data structures
(and algorithms) supporting these range queries.

Onedimensional range query is often implemented in a data structure like
a B-tree [2] and it can be processed in an execution plan of the following
SQL statement: SELECT * FROM T WHERE ql1 ≤ T.atr1 ≤ qh1 . Multidimensional
range query is often implemented by multidimensional data structures, e.g. n-
dimensional B-tree [5], R-tree [7] or R*-tree [3] and it can be processed for
the following SQL statement: SELECT * FROM T WHERE ql1 ≤ T.atr1 ≤ qh1 AND

. . . AND qln ≤ T.atrn ≤ qhn . In other words, this query retrieves all tuples of
an n-dimensional space matched by an n-dimensional query rectangle.

Due to the possibly high number of compare operations executed during the
range query processing, we can take into account hardware devices providing a
parallel task computation like CPU’s SIMD or GPU [8].

In generally, there are no significant differences between one and multi-
dimensional range queries; both range queries must compare individual values
of a tuple. We aim our effort to the multidimensional range query in this work
summarizing our article [1].

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2012, pp. 314–319.
VŠB – Technical University of Ostrava, FEECS, 2012, ISBN 978-80-248-2769-8.
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2 Multidimensional Range Query Processing

In the case of the multidimensional range query, we have two primitive oper-
ations: IsInRectangle, returning true if a tuple is in the query rectangle, and
IsIntersected, returning true if a rectangle (or MBR – minimal bounding rectan-
gle) intersects the query rectangle. These operations are used in both sequential
as well R-tree range query implementations. Since, in our experiments, we test
only point data, we invoke only the IsInRectangle operations for the sequence
scan. Both these operations must perform two compare operations for each di-
mension. However, in [4], we show that it is not necessary to check all dimensions
in the case of the conventional implementation and it is the reason why the SIMD
implementation is not always successful.

2.1 Range Query Processing Using CPU’s SIMD

In [4], we depicted the SIMD variants of operations IsIntersected and IsInRectan-
gle. These SIMD implementations work correctly only if the space dimension n
is a multiple of PackCount (the number of values fit in one SIMD register,
PackCount = 4 for SSE and 32 bit-length values). We introduce the new SIMD
IsInRectangle algorithm handling tuples of any space dimension.

We proposed some additional optimizations. Loading the query rectangle
into the SIMD registers can be excluded from each function invocation when
n <= PackCount (when we do not store the query rectangle in more than two
registers); the values are loaded at the beginning of the range query. Moreover,
these functions can process multiple tuples at once. For example, if PackCount =
4 and n = 2 we can compare two couples of tuples at once. This optimization
is more usable in the case of AVX with 8× 32 bit-length registers, where we are
able to compare up-to four couples of 2D, three 3D or two 4D tuples at once.

Although the SIMD algorithms cause less branch misspredictions than con-
ventional operations [8], in [4], we show that it improves the performance at
most 2×. In Section 3, we put forward that our new implementation is only
little bit faster then the original SIMD algorithms. However, the improvement of
the new implementation is up-to 6× when we utilize the proposed optimizations
and AVX.

2.2 Range Query Processing using GPU

Our GPU range query algorithm is written in C++ and CUDA SDK for the
compute capability 2.0 and higher [10]. In the area of GPU algorithms, a common
technique is to arrange data for needs of the GPU algorithm. Since we suppose
common row-oriented DBMS, input data are unchanged in the form of n-tuples.
We do not consider another tuple arrangement, e.g. column-oriented [12].

3 Experimental Results

In our experiments, we compare the performance of range query processing using
sequential and index algorithms. In the case of the sequential scan, we compare
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three variants: conventional, CPU’s SIMD (SSE), and GPU. In the case of the
R-tree, we compare two variants: conventional and SSE.

All SSE experiments have been executed with aligned memory access without
software prefetching since data structures are organized as blocks to be scanned
without random accesses. All data structures have been implemented in C++
and compiled for x86 a x64 by Microsoft C++1. The difference between both
platforms is relatively low (approximately 10%); therefore, we ignore it. Since
we want to compare only the main-memory run in all cases; we ignore disk I/O
costs.

In our test, we utilized 5 real collections. We tested the performance for 40
range queries for each data collection divided to 4 query groups according to
the selectivity. All range queries were 10× repeatedly executed and results have
been averaged for one query. The time of adding tuples into a result set has not
been measured, since it is the same for all algorithms.

Table 1. Test Data Collections

Collections (Dimension) XML (8) CARS (4) TIGER (2) WORDS (3) STOCK (11)
#Tuples 15,884,160 3,318,583 5,889,786 483,450,157 19,610,499
Domain Integer Float Integer Integer Float
Tuple Size [B] 32 16 8 12 44
Size [MB] 349 106 112 7,720 997

In [4], we showed that successfulness of the SSE implementation depends on
the number of cycles which executes the conventional IsInRectangle or IsInter-
sected algorithms; we call it the number of cycles (or #Cycles, see the penulti-
mate column of Table 2). If #Cycles is close to the space dimension (it arises
especially in the case of the low selectivity), we obtain at most a 2× improve-
ment of the query processing time (see Table 2). There are two exceptions. In
the case of TIGER and WORDS, a query rectangle is loaded into the xmm
registers before the whole query is executed. Moreover, in the case of TIGER,
we process two tuples by one packed instruction. Together with other technical
improvements of our new algorithms, we obtain up-to 4× lower processing time.
In the case of AVX, we can process more tuples at once compared to SSE. As
result, in Table 3, we see up-to the 6× improvement compared to the conven-
tional algorithm. Moreover, the minimal improvement is 5×, whereas in Table 2,
we see that the SIMD implementation can be slower in case we can not apply
any optimization.

In Table 2, we see that the R-tree is particularly successful2 in the case
of low-selectivity queries, on the other hand, results of our GPU algorithm are

1 http://msdn.microsoft.com/visualc
2 The experiments were executed on an Intel Core i5-P2450 3.2Ghz, 6.0 MB L2 cache;

8GB of DDR3; Windows 7 SP1.
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Table 2. Results of various range query implementations

Collection Query Result Time [s] IsInRectangle IsInRectangle

(Dimension) Group Size Conventional SSE GPU R∗-tree Avg. #Cycles Calls

XML (8)

1 1.0 0.128 0.173 0.081 0.0000 1.058

15,884,160
2 591.4 0.155 0.191 0.081 0.0002 1.374
3 38,668.4 0.204 0.200 0.081 0.0130 2.005
4 417,003.0 0.415 0.228 0.081 0.1046 4.718

TIGER (2)

1 1.0 0.066 0.014 0.010 0.0000 1.000

5,889,786
2 510.6 0.065 0.014 0.010 0.0009 1.002
3 40,992.1 0.067 0.014 0.010 0.0021 1.079
4 856,908.4 0.080 0.017 0.010 0.0291 1.445

WORDS (3)

1. 1.0 6.562 2.271 1.075 0.0024 1.000

483,450,157
2. 528.1 3.970 2.265 1.064 0.0804 1.114
3. 23,922.5 4.814 2.279 1.077 0.1794 1.429
4. 475,487.9 5.558 2.274 1.071 0.3384 1.709

STOCKS (11)

1. 1.0 0.199 0.216 0.086 0.0001 1.414

19,610,499
2. 519.6 0.206 0.215 0.086 0.0028 1.500
3. 32,538.1 0.264 0.231 0.086 0.0355 2.105
4. 977,986.0 0.477 0.293 0.086 1.0235 3.822

approximately the same for all query selectivities. However, we must keep in mind
that the R-tree processes less operations than the sequence-based approaches.
Results of the R-tree with SSE are not depicted for deficit of space, we state that
the query processing time of the R-tree with SSE is at most 2× lower compared
to the R-tree without SSE. The GPU variant3 is up-to 8× more efficient than the
conventional sequential algorithm; however, this table includes only the kernel
processing time with the maximal buffer size (see Table 4).

Table 3. Query Statistics for float AVX implementation

Collection Query Result Time [s] IsInRectangle IsInRectangle
(Dimension) Group Size Conventional AVX Avg. Cycle Calls

CARS (4)

1 1.0 0.0314 0.0064 1.00008

3,360,277
2 484.0 0.0326 0.0066 1.02825
3 62,077.9 0.0371 0.0064 1.25278
4 1,159,228.0 0.0541 0.0075 2.25448

In Table 4, we put forward detail results of GPU over the WORDS data
collection. In this table, we show results for various buffer sizes, which is the
size of data transfered and searched on a GPU in one step. The kernel column
includes only the query processing time. H->D and D->H (H means host, D
means device) include the transfer time of data on a GPU and the transfer time
of an output from the GPU. Lower buffer sizes correspond to a naive integration
of GPU in a DBMS kernel: if we need a range query computation over a block
(mostly 8 kB in size), this block is transfered on a GPU and the range query is

3 The experiments were executed on nVidia GeForce 550Ti with 1GB of DDR5 (Mem-
ory speed 4,104 Mhz), 4 SM, 48 cores/SM.
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executed. As result, we obtain all processing times very long. In the case of the
large buffer size, the time of computation is the same as the data transfer time.

Table 4. Query Statistics for GPU

Collection Buffer Query Result Time [s] Total
(Dimension) Size [B] Group Size [s] Kernel H->D D->H Time [s]

WORDS (3)

8,168

1 1.0 212.878 23.134 16.366 252.378
2 528.1 212.731 19.623 16.165 248.519
3 23,922.5 212.900 19.459 16.503 248.862
4 475,487.9 212.871 24.067 16.746 253.684

635,278,860

1 1.0 1.075 0.870 0.075 2.019
2 528.1 1.064 0.870 0.075 2.008
3 23,922.5 1.077 0.869 0.074 2.020
4 475,487.9 1.071 0.869 0.074 2.014

4 Conclusion

In this article, we compared the convention, SSE, and GPU variants of range
query algorithms. Conventional and SSE implementations are utilized in the case
of sequential as well as the R-tree variants. We summary the results. (1) For a
lower space dimension, when we can use pre-loading of the query rectangle and
process more tuples at once, an improvement of the sequential SSE variant is
up-to 6×. On the other hand, if it is not possible to utilize these optimizations,
the improvement is relatively low. (2) The results of GPU show the fast range
query computation (up-to 8× faster than the conventional sequential algorithm).
However, GPU does not provide any significant improvement when we consider
the data transfer time. In contrast, this issue is not, for example, reported by
articles related to using GPU to metric searching [6], the reason is that a distance
computation is much more expensive than the cost of both primitive range query
operations. Moreover, other GPU devices must be tested, since the improvement
of the GPU algorithm compared to the sequential SSE algorithm is only up-to
3×. (3) Due to the GPU performance, the GPU algorithms can be used in indices,
e.g. in the R-tree. However, our experiments with sequence-based approaches
show that we can not use a naive method with a transfer and searching of single
pages (see results with the 8kB buffer size).

As result, an integration into a DBMS kernel is not so straightforward and we
must solve mainly these issues in our future work: the data transfer time must
be effaced in the live cycle of DBMS and we must forward only low-selectivity
range queries on a GPU because the number of compare operations increases for
indices like B-tree or R-tree in this case.
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Abstract. In this paper, we introduce a new parking lot occupation
detection approach based on the heat transfer. In our approach, the heat
transfer is applied into each parking place separately. We obtain a specific
shape of transfer heat for each parking space. On the basis of this shape,
we decide about the occupancy. In the other words, the occupied and
empty places have different responses to the heat. Our algorithm detects
each obstacle (humans, bicycles, motorbikes, etc.), not only the cars and
we show its properties on the real parking lots in our experiments.

1 Introduction

Parking space detection has become an interesting challenge in recent years. The
information about parking lot occupancy can be very useful especially for drivers
who need to find the free parking spaces. The numbers of free parking spaces
can be determined by human or intelligent unsupervised system. Unsupervised
system is a more sophisticated solution. This system can automatically provide
the information about the number of free (occupied) parking spaces or evaluate
parking availability at different times. Many methods have been developed for
solving this problem (e.g. [8, 3, 4]). We use the camera system and the heat
transfer for the occupancy detection in our method. Heat transfer is simulated
by the diffusion equation. In recent years, many methods have been developed
for edge detection and image filtering using diffusion equation (e.g. [1, 2, 5–7, 9]).
In the next sections, we describe our approach and we show some results.

2 Algorithm and Experiments

In the first step, we acquire the image from the camera. The location of our
camera is on the roof above the parking lot (Fig. 1(a)). A Sample image obtained
from this camera is shown in Fig. 1(b).

In the second step, we obtain the coordinates of the parking spaces. Each
parking space is defined by four coordinates. The coordinates were obtained from
the map in Fig. 1(c).

After receiving the coordinates, we can acquire images for each parking space
separately. These images are normalized. Normalization includes an important

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2012, pp. 320–324.
VŠB – Technical University of Ostrava, FEECS, 2012, ISBN 978-80-248-2769-8.
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a) b)

c) d)

Fig. 1. Images illustrating the basic steps of our approach: a) the location of our camera
b) the image from the camera c) the map of parking spaces d) the black spots represent
manually inserted heat sources.

preprocessing steps: a perspective transformation and size normalization of each
frame.

We use normalized images as an input to the heat transfer and we define the
heat sources. The location of the heat sources is in the middle of each parking
space (Fig. 1(d)). The heat is mathematically described by the diffusion equation

∂I

∂t
= div(c · ∇I), (1)

where I is input signal, div is divergence operator, ∇ is a gradient and c is a
diffusion coefficient.

An important advantage of diffusion is that it respects the edges in image and
is not prone to noise. In other words, diffusion respects the strength of edges in
the image because the heat transfer has a variable transfer speed. The strength
of edges in image defines the speed of heat transfer. The stronger the edge is, the
slower is the heat transfer. Therefore, the edges in the images are not blurred.
After discretization of previous equation (the scheme for the heat simulation
after the discretization is shown in Fig. 2.), the heat transfer is calculated using
the following equation

It+1
i,j = Iti,j + λ(cN · ∇NI + cS · ∇SI + cE · ∇EI + cW · ∇W I)ti,j (2)
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S

N

W E
Ii,j

INi,j =Ii,j+1  

IEi,j =Ii+1,j  

ISi,j =Ii,j-1  

IWi,j =Ii-1,j  

cNi,j

cSi,j

cEi,jcWi,j

Fig. 2. One node of a grid (brightness value Ii,j), its four neighbors (IN , IS , IE , IW )
and conductivity coefficient (heat transfer speed) c to the arcs.

where λ ≤ 1
N (N is number of neighbors), Ii,j is brightness value, the ∇ sym-

bol represents differences in directions (north, south, east, west). For instance:
∇EIi,j = Ii,j+1 − Ii,j . The heat transfer speed is computed as

c = g(‖E‖), (3)

where E is an edge estimate. In our case, the edge estimate E is defined as
gradient of the image. The function g(·) has the following form

g(∇I) =
1

1 +
(

‖∇I‖
K

)2 , (4)

where K is a constant number representing the sensitivity to the edges.

Fig. 3. Responses to the heat transfer. These images represent temperature values
after 400 iteration. The first row represents empty places, the second row represents
occupied places in the parking.
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Fig. 4. Detection results of our approach. Green dots represent free parking places.
Red dots represent occupied parking places.

Example of the heat transfer after 400 iterations (time necessary for the heat
transfer from the source) is shown in in Fig. 3. In our case, the obstacle creates
to the parking place a thermal insulator that avoid heat propagation. According
to these results, we can decide about the occupancy of parking spaces. Decision-
making is based on the amount of the heat transferred in the individual parking
spaces. Detection results of our approach is shown in Fig. 4.

3 Conclusion

In this paper, we presented the approach for parking lot occupation based on the
diffusion equation and the video camera system. First, we obtain the images for
each parking space then these images are used for heat transfer. In fact, starting
place for the heat transfer is located into the middle of each parking space. For
future work, we plan try another solution to the locate starting places to achieve
better results. We tested our approach on real images and we proved that using
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our suggested solution with heat transfer can be used for parking lot occupation
problem without user intervention with satisfactory results.
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Abstract. In this paper, we present a new method for detecting ve-
hicles on parking lots from multiple images. Unlike the general stereo-
reconstruction methods, we propose a method for specific scenes only,
which is motivated by the known fact that, in special circumstances, a
specialised method will probably perform better than a general one. The
theoretical model of the scene expects that all vehicles have roofs placed
in a certain height over the scene base plane. The method is based on
minimisation of an energy function. The function that has been found
useful for the model is presented. For minimisation, the graph cuts tech-
nique is used, which is modified by an iterative process in which the
original edge weights are changed on the basis of the residual graph.

1 Introduction

The problem of parking lot occupancy detection is well-studied in the case of
detection from a single image [6], but there are still challenges to solve, such
as the shadow effects, car occlusions or the luminance variations. Solving the
problem from multiple images may overcome some of these difficulties. Many
general methods that find the depth map from multiple images exist [1, 2], but
they do not usually give the best possible results for all scenes and images, and
they need not be acceptable in real-time applications. Therefore, we decided
to develop a new method that takes into account the specific conditions of the
mentioned problem. The theoretical model of the scene expects that roofs of the
vehicles are placed in the approximately same height over the base plane. The
goal is to detect the vehicles and the base plane from a pair of stereo images.

The proposed method is based on minimisation of the energy function in-
troduced in the paper. For minimisation, the graph cut technique, which was
introduced in [4], is utilised in an iterative way, when the residual capacities of
edges are used to modify the capacities in the original graph.

In the following section the construction of the energy function for our model
is described. The results are presented in Section 3, section 4 is a conclusion.

2 The New Method

Firstly, we focus on the geometric transformation between the stereo images
without considering occlusions. We suppose that we have two images of a scene

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2012, pp. 325–330.
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taken from different positions. We use the notation uL and uR for the brightness
function of the left and the right image, respectively. Due to the pinhole model,
the images are connected by a projective transformation that is supposed to be
known. Say that, in the left image, we see a certain point whose position is x
(its brightness is uL(x)). In the right image, the position of the corresponding
point is denoted by πLTR(x) in the case of top (roof) point, or πLBR(x) if it is a
bottom (base plane) point. A similar transformation also works in the opposite
direction. From the geometrical point of view, the point seen at πLTR(x) in the
right image need not necessarily be only the top point that is seen at x in the left
image, but at the same place, a bottom point can also be seen whose position in
the left image is πRBL(πLTR(x)) ≡ πLTB(x). Similarly, the point at πLBR(x) in
the right image need not only be the bottom point in the left image, but it can
also be a top point seen at πRTL(πLBR(x)) ≡ πLBT(x). See Fig. 1 for graphical
explanation.

Top plane

Bottom plane

Projection planeπLTB( xL) πLBT( xL) πLBR( xL)πLTR(xL)xL

L R

Fig. 1. Projective transformation between the images (without occlusions): a top point
seen at xL in the left image should also be seen at πLTR(xL) in the right image;
similarly, a bottom point at xL should be seen at πLBR(xL). The point at the position
of πLTR(xL) in the right image need not necessarily be only the top point seen at xL;
at the same place the bottom point can also be seen whose projection in the left image
is at πLTB(xL), and vice versa.

For determining the membership of x from the left image to the set of either
top or bottom points, we define the function, denoted by ϕ(x). The function is
of the form

ϕ(x) = [uR(πLBR(x))− uR(πLTR(x))]− [uL(x)− uL(πLTB(x))] . (1)

The way how the function works is illustrated in Fig. 2 that depicts the situation
if the base plane and the particular vehicles have constant brightness and if the
vehicle is brighter than the base plane. Under these assumptions, ϕ(x) indicates
whether the points are the top points (indicated by negative values of ϕ(x)) or
bottom (base plane) points (positive values) or whether the membership cannot
be decided (zero values).
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Top plane

Bottom plane

Projection plane

L R

φ (x )0

A B

πLBT( xLA)
xLA

πLTB( xLA)

πLTB( xLB)

πLBT( xLB)
xLB

Fig. 2. The graphic explanation of Eq. (1) for the image in which the base plane has
a constant brightness of bB and the car has the brightness of bT. We suppose that
bT > bB and we introduce bT − bB = δb. The function ϕ(x) takes the value of +δb
in the neighbourhood of car, the value of −δb inside the car, and the value of zero
otherwise; the nonzero values only appear in the neighbourhood of car boundary.

2.1 Energy Function

Let P be a set of all image pixels, and let L be a set of possible labels. A problem
is to assign a label l ∈ L to each pixel p ∈ P .

A graph G = (V,E) consists of a set of vertices V and a set of edges E.
The set V contains all nodes from P and two additional terminal nodes t, b
representing the top and the bottom layer, respectively. The set E contains two
types of edges: t-links connect all non-terminal nodes with both terminals, and
n-links connect the neighboring non-terminal nodes. The graph-cut algorithm
minimizes an energy function that can be written in the form of

E(l) =
∑

p∈P
Dp(lp) + α

∑

(p,q)∈E
Vp,q(lp, lq) , (2)

where lp, lq stand for the labeling of p and q, respectively. Since the second
part Vp,q(lp, lq), called the smoothness term, which penalizes the discontinuity
of labeling between the neighboring pixels (n-links), is realised in an usual way
[5], we focus only on the first part, the data term Dp(lp), which sets individual
penalties for assigning a label l to a pixel p (t-links). The weight parameter α sets
a relative importance of the smoothness term versus the data term. A detailed
description of the graph cut technique can be found in [3–5].

The construction of the data term is described in the following paragraphs.
Our new term is based on evaluating the mismatches between the stereo images.
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Data term For the data term, we use the function ϕ(p) (p stands for a point)
that is able, on the basis of the stereo images, to give the information about
the expected membership of particular points either to the top or to the bottom
layer. Since the values of ϕ(p) vary between positive and negative values, we
transform the values into the interval 〈0, 1〉. It is done by the function

Fϕ(p) =
1

1 + eηϕ(p)+4ξ
, (3)

whose value can be regarded as a probability P (p ∈ T ). The η parameter sets
the slope of the function and its value is chosen in dependence on the brightness
range. The ξ parameter is used to decrease the probability of the membership
to the top layer. The values of ϕ(p) = 0 are mapped to Fϕ(p) = 0.5 − ξ. This
initial preferring the background instead of cars reduces the false car detections.

Since the Fϕ(p) is only able to reliably detect the parts of the cars and the
back plane near the car boundaries, the remaining work should be done by the
smoothness term in Eq. (2). However, the smoothness term itself is not always
capable to do all the work sufficiently. It may sometimes happen that the parts
of one car are not merged together or less significant cars are not detected at all.

Due to this fact, we support the term (3) by an additional process that
can increase the reduced probability back and distinguishing between the inner
vehicle areas and the background. For this purpose, we analysed the results of
the data from the residual graph that remains after performing the max-flow
algorithm. The obtained data are used to modify the weights of the t-links in
the original graph. A new graph cut is carried out afterwards, which makes the
method iterative.

Let Gres be the residual graph. The residual capacity of the t-link (p, b)
connecting p with b (the terminal corresponding to the base plane) is denoted
by wr(p, b). From its value, we can see, how “far” the edge was from saturating.
If the value of wr(p, b) is low, the edge was almost saturated, the detection was
weak, and a certain chance exists that the point should belong to the top layer
instead to the base plane as was detected.

We have observed that the t-links with low residual weights are situated
mainly around the areas convincingly detected as a vehicle by a high value of
Fϕ(p). It is caused by a high flow from the top terminal that is transported
mainly to these vehicle points and then through the neighboring points inside
the car roof. The flow to the points outside is eliminated by a low capacity
of the edges connecting the points with a higher brightness difference, which
occurs between the car and the background. These fact explains why the inner
car areas have lower residual capacities wr(p, b) than the background. We modify
the weights of edges in the original graph by increasing the probability of being
a point in top layer. According to the properties of the residual graph, these
probabilities are more increased in the inner car areas. The maximum increase
of probability is set to ξ, defined in Eq. (3), which compensates for previously
preferring the background instead of vehicle.

The probability of the event that, in the (k + 1)-st iteration, a point will
become a top point, providing that in the k-th iteration it was marked as a
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bottom point is set to the following value

F kres(p) = P (p ∈ T k+1|p ∈ Bk) = ξe
−wkr (p,b)

2σ . (4)

The move in the opposite direction is not possible since it is assumed that once
a point is marked as a top point, it is done correctly.

We may now sum up that after introducing the correcting mechanism, the
function expressing the capacity for the k-th iteration of the edge connecting p
with the top terminal can be formulated as

F k(p) = min(Fϕ(p) + F k−1res (p), 1) . (5)

In the first iteration, F 0
res(p) = 0 for all p ∈ P . Finally, the weights of the t-links

are set as F k(p) and 1 − F k(p) for the weights of the edges connecting p with
the top and the bottom terminal, respectively, in the k-th iteration. For solving
the max-flow, the algorithm from [4] was used. Once the max-flow is found,
the weights of the t-links are changed according to the values from the residual
graph. The next iterations then follow until no change in cut is done (according
to our experience, two or three iterations are sufficient).

(a) Example 1: 1st & 2nd iteration

(b) Example 2: 1st & 2nd iteration

Fig. 3. Results of our method and a comparison of the results after one and two
iterations; the left column contains the results after single graph cut with data term
set according to Eq. (3); the right column is after second iteration using Eq. (5)
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3 Results

In this section, we describe the experiments with our method. The images are
provided by a pair of uncalibrated cameras; the lens distortion is not compen-
sated. The transformations πLTR(xL), πLBR(xL), πLTB(xL), and πLBT(xL) have
chosen to be two-value functions that have the form of bicubic polynomials whose
coefficients were found by the least squares method from two sets of calibrat-
ing points that were determined manually. The first set of calibrating points
contained selected corresponding points lying on the ground of parking lot; the
second set contained selected corresponding points on the car roofs.

Fig. 3 contains the results from two parking lot situations. Both situations
contain the result after one and two iterations, i.e., without and with the Fres

term. The second iteration marks more pixels, which belong to a vehicle, cor-
rectly as top points, some vehicles are detected only after the second iteration.

The computational time of the method is about 3 seconds for the image
resolution 960× 540 and about 10 seconds for 1920× 1080 after 2 iterations.

4 Conclusion

We have proposed a new method for detecting vehicles on parking lots using the
graph cuts with a new data term of energy function. The term is constructed on
the basis of evaluation of mismatches between the images. The additional part of
this term, which utilizes data from the residual graph, is proposed to reach more
accurate results. The method assumes that cars have similar height and that
the transformation between both images is known. Therefore, it is not usable
for general stereo reconstruction problems. According to the experiments, the
method provides fast and promising results if the input conditions are fulfilled.

This work is a part of the paper that has been published in the conference
proceedings at the 8th International Symposium on Visual Computing.
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Abstract. Software products in companies are a substantial  part of their pro-
duction and  a necessary  condition  of their business success. However, there is 
still a problem of software proper specification and verification. We propose a 
formal specification  method for software processes based on Transparent Inten-
sional Logic, TIL. This method is logic-oriented, because logical specification 
within  a rich formal  framework makes it possible to explicitly  define process 
resources as well  as process logic. Moreover, our novel contribution consists in 
integrating a knowledge-based method with process dynamic modeling. 

1.   Introduction

Process modeling is usually driven by a specific goal. The goal has to be defined prior 
to the modeling process in order to vote for a proper process calibration. Yet regard-
less of a particular process development objective, we need a general method of a 
software-process development. In this paper we introduce a knowledge-base and on-
tology driven method that meets application desiderata specified as follows:

• Iterative, step-by-step development and refinement of the initial model; 
• Integration and sharing; independently of a particular modeling ap-

proach we should be able to share a common ontology and conceptual 
system, detect concept duplicates and unify terminology

Our background formal framework is Transparent Intensional Logic (TIL for 
short) and its computational variant, the TIL-Script programming language. Using 
TIL as a universal and at the same time powerful logical system makes it possible to 
specify system elements (be it elements of an ontology and knowledge base of a proc-
ess) in a unique way. 
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2.   Software-process development

Business processes represent the core of a company behavior. They define activities 
which companies perform to meet their customers needs. As for the definition of a 
business process, we quote from Workflow Management Coalition: “Business process 
is a set of one or more linked procedures or activities which collectively realize a 
business objective or policy goal, normally within the structure defining functional 
roles and relationships.” A software process is also a kind of business process; it 
comes with its development and maintenance phases. In the development phase we 
aim at risk and cost reduction [1]. This phase can be divided into activities of different 
kind, as they are defined by the process life-cycle engineering [2]. The process life-
cycle spiral includes these activities: Meta-modeling; Modeling, Analysis; Simula-
tion; Redesign; Visualization; Prototyping, walk-through and performance support; 
Administration; Integration, etc. For details on particular activities, see, for instance 
[2]. 

3.   Knowledge based approach to process modeling

Based on the summary of approaches described in [13], the knowledge-based ap-
proach has been chosen as a primary tool for capturing and dealing with software 
process for SPI purposes. The selected approach was mainly inspected as a tool for 
process simulation but it is strong enough to be used during the whole process lifecy-
cle. It also deals with problems and goals defined in the introduction:

• Iterativeness; mentioned by Redesign and Evolution
• Transformation; support in principle; it is defined by mappings between 

different domains
• Integration of other methodologies; mapping or transformation can be 

defined between different approaches. 

4.   State-of-the-art of knowledge-based approach

A well-defined meta-model of a software process for the knowledge-based approach 
is described in [11] where the authors define a unified resource model (URM) for in-
tegrating types of objects appearing in models of the software process. The URM 
consists of resource classes and relations between different types of resources. The 
type of a resource can be a developed system, a document (or more generally an arti-
fact), a development tool, a particular software process and others. This meta-model 
defines the generic model that consists of three objects: resource, simple-resource, 
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aggregate-resource; and relations among these classes: is-a-subclass; has-member-
resource, has-neighbors, has-resource-specs. This generic model is specialized into 
five specific models for a developed software system, document, agent, tool and proc-
ess model. In every model, object types are specified – Resource becomes Tool, 
Simple-resource becomes Program and aggregate-resource becomes Toolkit in the 
tool model. Additional relations among resources from different models have also 
been added.
	
 The previous approach was based on the platform for AI and knowledge rep-
resentation named Knowledgecraft [14]. Currently this platform is not available any-
more. 

5.   State-of-the-art of knowledge-based approach

The current mainstream for knowledge representation and its use consists in the ap-
plications of semantic webs [15] and multi-agent systems.
	
 The concept of ontology-based modeling in process modeling and simulation 
has been applied in [16], where a model represented by ontology is transformed into a 
description for JSIM simulation system. The ontology approach offers basic functions 
of abstraction for modeling. The generalization is represented by the relation “super-
class” between sets. The conceptualization is represented by sets and individuals. The 
aggregation is not directly supported but it could be represented by object property as 
a relation whole-part (“whole” object has a property of “part” type). 
	
 Our background theory for analysis, design and building the semantic anno-
tation of a software process is Transparent Intensional Logic (TIL). It is a higher-
order system primarily designed for the logical analysis of natural language. 
	
 Due to its rich and transparent procedural semantics, all the semantically 
salient features can be explicitly represented by the language of TIL constructions. It 
includes explicit intensionalisation and temporalisation, as well as a hyper-intensional 
level of algorithmically structured procedures (known as TIL constructions) which are 
of a particular importance in the logic of attitudes, epistemic logic and the area of 
knowledge representation and acquisition. 
	
 The standard modeling tools for ontologies is OWL [17]. However, it has 
some disadvantages; in particular using OWL we cannot define a multi-level classifi-
cation, i.e. a class of classes, etc. (see [4]). Multilevel classification is also important 
during the use of meta-model based OMG specifications [18,19]. For these reasons 
we prefer specification in TIL and we developed an OWL – TIL transformation.  
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6.   Meta-model creation

A creation of the software process meta-model is defined in [19]. This paper provides 
a clear overview of the problem. Different approaches and methodologies are consid-
ered – including the OMG business process definition meta-model (for more details 
see [20]). The authors suggested a simple mechanism for the integration of multiple 
meta-models into simple cores with possible flexible extension for the purpose of 
further modeling. Five metamodels from different viewpoints are identified: activity, 
product, decision, context and strategy; The integrating part is a process domain meta-
model [19]. These meta-models are defined by MOF – Meta-Object Facility that is the 
language used for “meta-model” creation; MOF is defined in a “meta-metamodel” 
level. Activity and process domain metamodel [19].
Before modeling, these meta-models are combined into one that contains selected 
subclasses of every part. The selection is based on the demands placed on the process.
We have created a separate ontology for every part of the meta-model. These ontolo-
gies are defined in the TIL-Script programming language (the computational variant 
of TIL). Classes from particular parts of the meta-model are represented by ontology 
classes, while associations are represented by object properties and inheritance is rep-
resented by sub-classing. 

7.   Conclusion and future works

The superstructure of the direct ontology definition will be created in the future. Our 
vision is to provide a graphical editor. The editor will provide a view of a selected 
part of the model. There is also a planned feature for the simple creation of typical 
model constructs.
	
 Methodology creation is another important issue. A full overview of model-
ing constructions or patterns will be arranged for the purpose of process modeling. 
For every construction, a corresponding implementation in TIL-Script and/or OWL 
will be defined. The methodology will solve the problem of when to use individuals 
for modeling and when to use subclasses.
	
 The created model is not the goal itself. It is necessary to utilize its possibili-
ties. Transformations for various simulation approaches will be defined.  A process 
enactment is similar to the process simulation and it is planned to be developed. Apart 
from simulation or enactment, various analyses could also be used. 
	
 Compared to TIL, the modeling possibility of OWL and other approaches 
based on FOL are limited. For example, it does not support the multilevel classifica-
tion. 
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Abstract. Event-driven Process Chain (EPC) diagram notation is one
of the few well known process modelling notations that are used by busi-
nesses today. While this notation has its flaws, it is very flexible and its
basic semantics is clear. In this paper I present a method of transfor-
mation of EPC diagrams into a Prolog knowledge base and propose an
approach of detection of conflicts of resources between process instances.
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1 Introduction

Event-driven Process Chain (EPC) diagram notation is one of the few well known
process modelling notations that are used by businesses today. While this nota-
tion has its flaws, it is very flexible and its basic semantics is clear. In this paper
I present a method of transformation of EPC diagrams into a Prolog knowl-
edge base and propose an approach of detection of conflicts of resources between
process instances.

In this paper I focus on so called ”human resources”, namely worker roles
participating in process’ activities. Therefore there is only one available of re-
source (as in one Adam, one Bert, ...). While similar approach can be devised
for quantifiable resources such as money or water, the time required for the
computation would be significantly greater.

The detection of conflict requires a four step preparation of a Prolog knowl-
edge base. This process is described in the following sections:

1. EPC diagram transformation

2. State-of-the-world formalization

3. EPC semantics

4. Conflict detection rules

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2012, pp. 337–342.
VŠB – Technical University of Ostrava, FEECS, 2012, ISBN 978-80-248-2769-8.
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2 EPC diagram transformation

2.1 EPC notation description

EPC is a diagram notation developed by Wilhelm-August Scheer for business
modelling with the focus on control flow. A given process is represented as a
sequence of events that describe the current state of the process and activities
(or functions) that serve as transitions between the events. Events and activities
can be either connected directly or through one or more connectors.

The AND connector represents parallel execution and the XOR connector
represents decision, usually based on a result of immediately preceding activity.
The OR connector is not as widely used as the XOR connector, mostly due
to its unclear non-local semantics[1]. In addition to these basic elements, the
EPC notation makes it also possible to model additional information, such as
resources associated with activities.

2.2 EPC diagram formal definition

Although EPC originally doesn’t have a formal definition, I have extended the
generally accepted definition from [1]:

Definition 1 (EPC diagram). An EPC process diagram P = (E,F,C, l, A, s,R, p)
consists of four pairwise disjoint sets of events E, functions (or activities) F ,
connectors C and resources R, a mapping l : C → {and, xor, or}, a binary rela-
tion of arcs A ⊆ (E ∪F ∪C)× (E ∪F ∪C), a mapping s : (E ∪F ∪C ∪A)→ N
and a mapping p : F → 2R such that

– E 6= ∅
– sets E,F,C,A,R are finite
– set N is called a set of nodes of the diagram and N = E ∪ F ∪ C
– mapping l assigns a type to a connector
– mapping s assigns to each element of the diagram (member of any of the sets
E,F,C,A,R) a unique natural number (for the purpose of ordering)

– mapping p assigns to each function a set of participating resources
– there is exactly one starting event estart ∈ E : [∀n ∈ N : (n, estart) 6∈ A]
– there is exactly one ending event eend ∈ E : [∀n ∈ N : (eend, n) 6∈ A]
– there are incoming and outgoing arcs for other nodes: ∀n ∈ N : [∃k,m ∈ N :

(((n,m) ∈ A) ∨ (n = eend)) ∧ (((k, n) ∈ A) ∨ (n = {estart))]

2.3 Transformation

As an example, a simple diagram with all mentioned elements is used. The nodes
are directly defined using predicates for the respective sets in the definition. The
arcs are defined using different predicates depending the semantics of the flow
between the arcs start-point and end-point.
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Fig. 1. Example EPC diagram used in this paper

eventStart

eventEnd

activityOne activityTwo

activityThree

resourceOne

resourceOne

resourceTwo

process(proOne).

activity(actOne).

activity(actTwo).

activity(actThree).

event(eveStart).

event(eveEnd).

xorSplit(xorSOne). xorJoin(xorJOne).

andSplit(andSOne). andJoin(andJOne).

activityRes(actOne,resOne).

activityRes(actTwo,resTwo).

activityRes(actThree, resOne).

processStart(proOne,eveStart).

processEnd(proOne,eveEnd).
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directFlow(eveStart,xorJOne).

directFlow(xorJOne,andSOne).

andSplitFlow(andSOne,actOne,0).

andSplitFlow(andSOne,actTwo,1).

andSplitFlowCardinality(andSOne,2).

andJoinFlow(actOne,andJOne,0).

andJoinFlow(actThree,andJOne,1).

directFlow(actTwo,actThree).

andJoinFlowCardinality(andJOne,2).

directFlow(andJOne,xorSOne).

xorSplitFlow(xorSOne,xorJOne,0).

xorSplitFlow(xorSOne,eveEnd,1).

xorSplitFlowCardinality(xorSOne,2).

3 State-of-the-world formalization

The state-of-the-world is essentially represented by three sets of facts for every
process instance. First the process instance is assigned a specific process model
and start time. Then all resource roles for this instance are filled and finally any
available decisions are defined as branch choices of XOR connectors.

In this case, two process instances proOne 1 and proOne 2 are defined, 1 time
unit apart. The first argument of branchChoice predicate is time to allow for
different decisions in loops - in this case the decision is set to be the same for
every pass.

proInst(proOne_1,proOne).

proInstStart(0,proOne_1).

resInst(proOne_1,resOne,resOne_1).

resInst(proOne_1,resTwo,resTwo_1).

branchChoice(_,proOne_1,xorSOne,1).

proInst(proOne_2,proOne).

proInstStart(1,proOne_2).

resInst(proOne_2,resOne,resOne_1).

resInst(proOne_2,resTwo,resTwo_1).

branchChoice(_,proOne_2,xorSOne,1).

4 EPC semantics

For the purpose of this paper, the following rules adequately represent the seman-
tics of direct flow a the semantics of AND and XOR connectors. The predicate
act recursively defines whether a node is active. The AND connector is the most
complex, since it requires synchronization for which the predicates actJP (AND
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join point branch is active) and actJPAll (all AND join point branches are
active) are used.

To shorten the code, the following abbreviations are used: T - time, TB - time
before (in previous step), P - process (model), PI - process instance, JP - join
point, BP - branch point, B - branch (number).

act(T,PI,X) :- proInstStart(T,PI),proInst(PI,P),processStart(P,X).

act(T,PI,X) :- T > 0,TB is T - 1,act(TB,PI,Y),directFlow(Y,X),!.

act(T,PI,X) :- T > 0,TB is T - 1,act(TB,PI,Y),andSplitFlow(Y,X,_).

actJP(T,PI,JP,B) :- T > 0,act(T,PI,Y),andJoinFlow(Y,JP,B).

actJP(T,PI,JP,B) :- T > 0,TB is T - 1,actJP(TB,PI,JP,B),

not(actJPAll(TB,PI,JP)).

actJPAll(T,PI,JP) :- andJoinFlowCardinality(JP,2),

actJP(T,PI,JP,0),actJP(T,PI,JP,1).

act(T,PI,JP) :- T > 0,TB is T - 1,actJPAll(TB,PI,JP).

act(T,PI,X) :- T > 0,TB is T - 1,act(TB,PI,BP),

xorSplitFlow(BP,X,B),branchChoice(TB,PI,BP,B).

5 Conflict detection rules

Using the previously defined act predicate, the conflict detection is now straight-
forward. A resource instance is used at a given time if it is assigned to an activity
that is active in any process instance.

A simple rule of resource conflict can be then defined as a resource instance
being used in two different process instances at the same time.

Few additional abbreviations are used in this code fragment: R - resource
(role), RI - resource instance, A - activity.

used(T,PI,RI,A) :- activityRes(A,R),resInst(PI,R,RI),act(T,PI,A).

conflict(T,RI):- used(T,PI1,RI,A1),used(T,PI2,RI,A2),not(PI1=PI2),

write(RI),write(T),write(PI1),write(A1),write(PI2),write(A2),nl.

From a practical standpoint it is preferable to discover all conflicts up to
a given time point (the limiting aspect is usually the availability of decisions
as most processes are fully planned only up to a point). Following predicate
conflictMaxT achieves this goal.

conflict(T) :- resInst(_,_,RI),conflict(T,RI).

conflictMaxT(0) :- fail.

conflictMaxT(T) :- T > 0,resInst(_,_,RI),conflict(T,RI).

conflictMaxT(T) :- T > 0,TB is T - 1,conflictMaxT(TB).
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6 Conclusion

In this paper, I have described a straightforward method of transformation of
business process model from an EPC diagram into Prolog knowledge base. Fur-
thermore I have presented an approach that can be successfully used to detect
an impending conflict of resources in a given set of process instances. This ap-
proach can be further improved to simulate the consequences of undetermined
decisions by extending the branchChoice predicate. This is however best done
targeting specific decision points on case-by-case basis due to the computation
complexity.
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Abstract. The goal of this paper is to introduce Transparent Intensional Logic 

(TIL) as a logical framework apt for the logical analysis and deductive reasoning 

in natural language. TIL operates with a single procedural semantics for all kinds 

of logical-semantic context. There is a many uncertainties in the natural lan-

guage. Some kinds of logical systems just cannot analyze natural language so 

smoothly. So there is rising a new question: Is deduction in such that logical 

system really adequate? What if the meaning of some sentence is not so clear? 

For that reasons we introduce TIL as a very strong system for analyzing sen-

tences of natural language. It´s not a target to say which meaning of sentence is 

that adequate analysis. Instead of that, TIL will offer sort of analysis and after 

that, it depends only on our opinion, which meaning is that correct. 

1   Introduction 

TIL makes it possible to build an inference machine that in principle neither over-

infers(which yields paradoxes) nor under-infers (which leads to the lack of 

knowledge). However, there are two problems connected with TIL deduction system. 

First, since the system is hyper-intensional, which means that the meaning of an ex-

pression is a construction specified by the analyzed expression, rather than the product 

of the construction denoted by the expression, we must strictly distinguish between 

constructions and their products. This amounts for distinguishing a context in which a 

construction is used to produce an entity (if any), and the hyper-intensional context in 

which the construction itself is only mentioned as an object of predication. And if the 

construction is used, we must distinguish the context in which it is used intensionally 

and the context in which it is used extensionally. If the former, then the so constructed 

function is an object of predication; and if the latter, the value of the constructed func-

tion is an object of predication. Only then we can specify rules of deduction for exten-

sional, intensional as well as hyper-intensional context. The second problem is partial-

ity. The primitive notion of TIL is function rather than relation. And it is a strong fact 

that we need to work with properly partial functions, i.e. functions that are undefined 

at some arguments. The problem crops up when a properly partial function is applied 

to an argument at which the function does not return any value. Traditional formal 

lambda-calculi avoid this problem by simply excluding non-denoting terms as mean-

ingless. Yet, this is not a quite right solution for the semantics of natural language. 

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2012, pp. 343–348.
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Though, for instance, the present King of France does not exist (the office is vacant) 

this does not mean that the term ‘King of France’ is meaningless. If it were, we could 

not reasonably and truly assert that the King of France does not exist. 

 

2   An introduction to TIL 

 

TIL is an overarching semantic theory for all sorts of discourse, whether colloquial, 

scientific, mathematical or logical. The theory is a procedural one, according to which 

sense is an abstract, pre-linguistic procedure detailing what. Operations to apply to 

what procedural constituents to arrive at the product (if any) of the procedure. Such 

procedures are rigorously defined as TIL constructions. The semantics is entirely anti-

contextual and compositional and it is, to the best of our knowledge, the only one that 

deals with all kinds of context (whether extensional, intensional or hyperintensional) 

in a uniform, extensional way. Thus the sense of a sentence is an algorithmically struc-

tured construction of the proposition denoted by the sentence. The denoted proposi-

tion is a flat, or unstructured, mapping with domain in a logical space of possible 

worlds. Our motive for working ‘top-down’ has to do with anti-contextualism: any 

given unambiguous term or expression (even one involving indexicals or anaphoric 

pronouns) expresses the same construction as its sense whatever sort of context the 

term or expression is embedded within. And the meaning of an expression determines 

the respective denoted entity (if any), but not vice versa. The denoted entities are (pos-

sibly 0-ary) functions understood as set-theoretical mappings. Thus we strictly distin-

guish between a procedure (construction) and its product (here, a constructed func-

tion), and between a function and its value.    

Intuitively, construction C is a procedure (a generalised algorithm). Constructions 

are structured in the following way. Each construction C consists of sub-instructions 

(constituents), each of which needs to be executed when executing C. Thus a specifi-

cation of a construction is a specification of an instruction on how to proceed in order 

to obtain the output entity given some input entities.  

There are two kinds of constructions, atomic and compound (molecular). Atomic 

constructions (Variables and Trivializations) do not contain any other constituent but 

themselves; they specify objects (of any type) on which compound constructions oper-

ate. The variables x, y, p, q, …, construct objects dependently on a valuation; they v-

construct. The Trivialisation of an object X (of any type, even a construction), in sym-

bols 
0
X, constructs simply X without the mediation of any other construction. Com-

pound constructions, which consist of other constituents as well, are Composition and 

Closure. Composition [F A1…An] is the operation of functional application. It v-

constructs the value of the function f (valuation-, or v-, -constructed by F) at a tuple- 

argument A (v-constructed by A1, …, An), if the function f is defined at A, otherwise 

the Composition is v-improper, i.e., it fails to v-construct anything.1  Closure 

[x1…xn X] spells out the instruction to v-construct a function by abstracting over the 

values of the variables x1,…,xn in the ordinary manner of the -calculi. Finally, higher-

                                                           
1 We treat functions as partial mappings, i.e., set-theoretical objects, unlike the constructions of functions.  
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order constructions can be used twice over as constituents of composite constructions. 

This is achieved by a fifth construction called Double Execution, 
2
X, that behaves as 

follows: If X v-constructs a construction X’, and X’ v-constructs an entity Y, then 
2
X v-

constructs Y; otherwise 
2
X is v-improper, failing as it does to v-construct anything.  

TIL constructions, as well as the entities they construct, all receive a type. The 

formal ontology of TIL is bi-dimensional; one dimension is made up of constructions, 

the other dimension encompasses non-constructions. On the ground level of the type 

hierarchy, there are non-constructional entities unstructured from the algorithmic point 

of view belonging to a type of order 1. Given a so-called epistemic (or objectual) base 

of atomic types (-truth values, -individuals, -time moments / real numbers, -

possible worlds), the induction rule for forming functional types is applied: where , 

1,…,n are types of order 1, the set of partial mappings from  1 … n to , de-

noted ‘( 1…n)’, is a type of order 1 as well.2 Constructions that construct entities 

of order 1 are constructions of order 1. They belong to a type of order 2, denoted ‘*1’. 

The type *1 together with atomic types of order 1 serves as a base for the induction 

rule: any collection of partial mappings, type ( 1…n), involving *1 in their domain 

or range is a type of order 2. Constructions belonging to a type *2 that identify entities 

of order 1 or 2, and partial mappings involving such constructions, belong to a type of 

order 3. And so on ad infinitum.  

2.1   Three kinds of context 

As mentioned above, constructions are full-fledged objects that can be not only used to 

construct an object (if any) but also serve themselves as input/output objects on which 

other constructions (of a higher-order) operate. This is so, because expressions of 

natural language, when used in a communicative act, can be used in three different 

ways3.  

 

1. Hyperintensional context: the sort of context in which a construction is not used 

to v-construct an object. Instead, the construction itself is an argument of another 

function; the construction is just mentioned. Examples: Consider the sentence 

“Charles is solving the equation 1 + x = 3”. When Charles is looking for the solution 

of ‘1 + x = 3’, he is not looking for the number 2. And though the solution of ‘1 + x = 

3’ is the same as, e.g., of ‘6 − x = 4’, it does not follow that Charles is solving the 

latter equation. Thus the meaning of the solution of ‘1 + x = 3’ is only mentioned here. 

It is predicated of this very meaning that Charles is striving to find the object con-

structed by this meaning. When evaluating the truth-conditions of this sentence, we do 

                                                           
2 TIL is an open-ended system. The above epistemic base {, , , } was chosen, because it is apt for 

natural-language analysis, but the choice of base depends on the area and language to be analysed. For 

instance, possible worlds and times are out of place in case of mathematics, and the base might consist of, 

e.g.,  and , where  is the type of natural numbers.   
3 An exact definition is out of the scope of this paper. For more details, see [3]. 
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not solve the equation, it is Charlie´s matter. The expression, or rather its meaning, 

occurs here hyper-intensionally. 

2. Intensional context : the sort of context in which a construction C is used to v-

construct a function but not a particular value of the function, and C does not occur 

within another hyperintensional context. Example:“The President of Finland is select-

ed for the period of six years”. The object of predication is the office of the president, 

that is the function of type ιτω . The sentence predicates of this office (rather than of its 

contingent holder, if any) that it has the property of being eligible for the period of six 

years. The sentence is true even if the office is vacant; its truth is established by the 

Finnish constitution. Hence the meaning of ‘the President of Finland’ occurs here with 

de dicto supposition. 

3. Extensional context : the sort of context in which a construction C of a function is 

used to construct a particular value of the function at a given argument, and C does not 

occur within another intensional or hyperintensional context. Example: “The President 

of Finland is the first female holder of the office”. Now the property of being the first 

female holder of the office is not predicated of the entire office, but of its present 

holder, i.e. the value of type ι of the function of type ιτω . Hence the meaning of ‘the 

President of Finland’ occurs here extensionally, with de re supposition. To avoid a 

misconception, we want to stress that the specification of particular contexts in which 

a construction occurs, does not involve a reference shift or even a meaning shift, as 

Frege proposed4. Our analysis is anti-contextualistic. This is to say that the meaning of 

an unambiguous expression is the same in all the contexts. 

 

Example 1 (hyper-intensional context): “Charles is solving the equation 1 + x = 3”. 

When solving the equation, Charles wants to find out which set (here a singleton) is 

constructed by the Closure λx [
0
=[

0
+ 

0
1 x]

0
3]. Thus he is related to the Closure itself 

rather than its product, a particular set. Otherwise the seeker would be immediately a 

finder and Charle’s solving would be a pointless activity. The analysis comes down to: 

 

λwλt[
0
Solvewt 

0
Charles 

0
[λx [

0
= [

0
+ 

0
1 x ]

0
3]]] (1) 

 

Thus the following argument is invalid: 

 

“Charles is solving the equation 1 + x = 3” 

“The solution of 1 + x = 3 is equal to the solution of 6 - x = 4” 

“Charles is solving the equation 6 - x = 4” 

 

This is revealed by the analysis: 

 

λwλt[
0
Solvewt 

0
Charles 

0
[λx[

0
= [

0
+ 

0
1 x]

0
3]]] 

 λx[
0
= [

0
+ 

0
1 x]

0
3] = λy[

0
= [

0
− 

0
6 y]

0
4] 

λwλt[
0
Solvewt 

0
Charles 

0
[λy[

0
= [

0
− 

0
6 y]

0
4]]] 

                                                           
4 For more details, see [4]. 
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The construction [λx[
0
=[

0
+ 

0
1 x]

0
3]] occurs in the first premise hyper-intensionally. On 

the other hand, the Trivialization 
0
[λx[

0
= [

0
+ 

0
1 x]

0
3]] is a constituent used in (1) 

intensionally. It can never be v-improper, and the following argument is valid: 

 

“Charles is solving the equation 1 + x = 3” 

λwλt[
0
Solvewt 

0
Charles 

0
[λx[

0
= [

0
+ 

0
1 x]

0
3]]] 

“There is something Charles is solving” 

λwλt∃c [
0
Solvewt 

0
Charles c] 

 

Proof. Let Proper / (o*n) be the class of constructions that are not v-improper for any 

valuation v .Then in any world w at any time t the following steps are truth-preserving:  

 

[
0
Solvewt 

0
Charles 

0
[λx[

0
= [

0
+ 

0
1 x]

0
3]]] assumption 

[
0
Properwt 

0
[λx[

0
= [

0
+ 

0
1 x]

0
3]]] the rule of improperness 

∃c[
0
Solvewt 

0
Charles c] existential generalisation 

 

Example 2 (intensional context): “Charles wants to be The President of Finland”. 

 

λwλt[
0
Want_to_bewt 

0
Charles λwλt[

0
President_ofwt 

0
Finland]] (2) 

 

The Closure λwλt[
0
President_ofwt 

0
Finland] occurs intensionally, i.e. with de dicto 

supposition, because it is not used in (2) to v-construct the holder of the office (partic-

ular individual, if any). Thus the folowing argument is invalid: 

 

“Charles wants to be the President of Finland” 

“The President of Finland is the first female holder of the office” 

“Charles wants to be the first female holder of the office” 

 

The analysis reveals the invalidity of the argument: 

 

λwλt[
0
Want_to_bewt 

0
Charles λwλt[

0
President_ofwt 

0
Finland]] 

λwλt[
0
= λwλt[

0
President_ofwt 

0
Finland]wt  

[
0
Firstwt λx[[

0
Femalewt x] ∧ [

0
= x λwλt[

0
President_ofwt 

0
Finland]wt]]]] 

λwλt[
0
Want_to_bewt 

0
Charles  

λwλt[
0
Firstwt λx[[

0
Femalewt x] ∧ [

0
= x λwλt[

0
President_ofwt 

0
Finland]wt]]] 

 

Example 3 (extensional context) “The President of Finland is watching TV”. The 

analysis of this sentence comes down to the Closure. 

 

λwλt[
0
Watchwt λwλt[

0
President_ofwt 

0
Finland]wt 

0
TV] (3) 

 

The meaning of ‘the President of Finland’ occurs with de re supposition in (3), i.e. 

extensionally. Thus we can apply the extensional rules that are also known as two 
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principles de re. They are the Principle of existential presupposition and the 

Substitutivity of co-referential expressions. The following arguments are valid: 

 

Argument 1: 

“The President of Finland is watching TV” 

“The President of Finland exists” 

 

λwλt[
0
Watchwt λwλt[

0
President_ofwt 

0
Finland]wt 

0
TV] 

λwλt[
0
Existwt λwλt[0President_ofwt 

0
Finland]] 

 

Argument 2: 

“The President of Finland is watching TV” 

“The President of Finland is Tarja Halonen” 

“Tarja Halonen is watching TV” 

 

λwλt[
0
Watchwt λwλt[

0
President_ofwt 

0
Finland]wt 

0
TV] 

λwλt[
0
= λwλt[

0
President_ofwt 

0
Finland]wt 

0
Halonen] 

λwλt[
0
Watchwt 

0
Halonen 

0
TV] 

 

 

Conclusion 
 

In  this  paper  we  described  basic  principles of TIL. Also we advocated for TIL with 

its expressive  procedural semantics, because this is the way how distinguish  between  

the  three  kinds  of  context:  extensional,  intensional  and hyperintensional. TIL 

operates on all the three levels of abstraction smoothly, in an extensional way. It can 

be usefull if we are looking for solution of adequate analysis of some expression 

meaning for which the pure extensionally logics frameworks has just not necessary 

facilities.  
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Abstract. Mean Shift is considered as a good segmentation method.
Recently, some interesting modifications were presented. These methods
use different kinds of kernels, and some also change its shape or the size
during the computation to achieve better segmentation results. In this
paper, we provide reader with notes about our recent development of
anisotropic diffusion mean shift. It is inspired by anisotropic diffusion
and medoid shift. We use anisotropic diffusion to measure the similarity
of data points. The differences of temperatures of corresponding points
are used instead of Euclidean distance metrics in mean shift. First, we in-
troduce the reader into mean-shift methods, then we describe anisotropic
diffusion and its application in our approach. In the final part of our pa-
per, we show the experiments with image segmentation and filtering.

1 Introduction

Image segmentation is a process in which an image is portioned into multiple
segments. Mean Shift (MS) [1–5] is very popular segmentation method family.
Unfortunately, it suffers from some weaknesses, such as scattered segmentation
lines or may have problems to process discontinuous edges.

In the paper [6] by Carreira-Perpinan, the gaussian blurring mean shift
(GBMS) method is presented. The author developed this method from blur-
ring mean shift (BMS) presented by Fukunaga and Hostetler [1]. Comaniciu et
al. [7] describe how to adaptively change the bandwidth of the kernel to achieve
better segmentation results by computing suitable kernel sizes. Another inter-
esting MS modification is a Medoidshift by Sheikh et al. [5], which uses original
data to find new position for the shifted points.

In our paper, we present a new approach to measure the similarity of data
points based on natural laws of diffusion. First, we describe the basic mean-shift
methods in Section 2, anisotropic diffusion in Section 3; its application in our
approach in detail in Section 4. Furthermore, we show some experimental results,
and discuss advantages and disadvantages of our approach in Section 5.

2 Mean Shift

MS is based on moving the image points (pixels) towards an attractor using a
mean-shift vector that points to the highest local density. This is done iteratively

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2012, pp. 349–354.
VŠB – Technical University of Ostrava, FEECS, 2012, ISBN 978-80-248-2769-8.
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until all points converge. The points that converge to the same attractor belong
to the same segment. To compute the MS, we have to know the kernel density
estimation. Let us consider a dataset {xi}Ni=1 ⊂ RD and kernel density estimate

p(x) =
1

N

N∑

i=1

K

(∥∥∥∥
x− xi
σ

∥∥∥∥
2
)
, (1)

where N is a number of points in the dataset, x is an actual point we are
computing the density for, xi represents the points in computation,K is a density
kernel function, and σ is a bandwidth. This function assigns a weight to each
neighboring point xi. The most popular is the Gaussian kernel and it has the
form K(τ) = exp−

1
2 τ . If we want to move a point towards its attractor, we have

to find the function x(t+1) = f(x(t)), which computes a new position x(t+1) from
the old position x(t). This is derived from stationary point equation ∇p(x) = 0.
Therefore, the position of the point in the next iteration can be computed as

f(x) =
N∑

i=1

K ′
(∥∥x−xi

σ

∥∥2
)

∑N
i′=1K

′
(∥∥∥x−x

′
i

σ

∥∥∥
2
)xi. (2)

A problem with segmentation emerges when we are trying to segment object
with discontinuous edges. Let us consider an example of such a image: a circle
drawn with discontinuous line (Fig. 1a). In this case, we expect the circle as
a separate segment, but MS algorithms create segments that do not respect
discontinuous lines (Fig. 1b). We have developed a method, that is able to deal
with this problem using combination of anisotropic diffusion and mean shift.

Fig. 1. Left image: source image for the segmentation; Right image: example of the
segmentation by classical MS.

3 Anisotropic Diffusion

Diffusion is widely used in image processing for image smoothing and noise
removal. In its basic forms, it is diffusion and is represented by partial differential
equation (PDE) as δI/δt = c∆I, where t is a time parameter, c is a conductivity
coefficient, and ∆ denotes the Laplace operator.
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Perona-Malik [8] proposed a method known as anisotropic diffusion or Perona-
Malik diffusion. Their idea was to drive the conductivity by the magnitude of the
gradient in the image. For this they introduced stopping function g(·). It slows
down the diffusion process along the edges. Diffusion equation modification using
the stopping function has the following form

δI

δt
= div [g (‖∇I‖)∇I] , (3)

where g(·) is a stopping function for diffusion, and it is driven by the image
gradient magnitude ‖∇I‖. This function must be nonnegative and for g(x) →
0 : x→∞. In this case, for big gradient magnitude the diffusion slows down or
stops entirely. That makes the edges in the image barriers. The most popular
stopping function has the following form

g(‖∇I‖) =
1

1 +
(
‖∇I‖
λ

)2 . (4)

In this function, the parameter λ is used to set the sensitivity to the edges.
Discrete iterative scheme for anisotropic diffusion has the following form

It+1
s = Its +

1

|ηs|
∑

p∈ηs
g(‖∇Is,p‖)5 Is,p, (5)

where s is the position of the pixel in discrete 2D grid (image), t is the discrete
time step, Its is discretely sampled image, ηs represents a set of the neighboring
pixels, and |ηs| is number of neighbors. Gradient of the image ∇I should not
be confused with 5I, which is a temperature difference denoted as 5Is,p =
Ip − Is, p ∈ ηs. For color images, the maximal value over image gradients in
all color channels can be used.

4 Anisotropic Diffusion and Mean Shift

The MS algorithm is used with many different kernels like Gaussian, Epanech-
nikov, uniform and many others. The problem is that it uses the same kernel
shape and size for the whole segmentation process. In [7] the authors presented
the method called variable bandwidth mean shift (VBMS) to adapt kernel ra-
dius according to the knowledge of the data. This method leads to better image
and video segmentation. In our case, we present an idea of anisotropic diffusion
mean shift (ADMS), which changes the view on distance measure by application
of the Anisotropic Diffusion in Mean-Shift.

Inspired by VBMS, we developed MS with the anisotropic diffusion. It is
based on the idea of heat spread across the image from a specific point. It would
spread mainly to points with similar properties. It means that points near to
themselves are transferring more heat than points with greater distance. This
brings the idea to use anisotropic diffusion to compute adequate weight for each
data point, based on a new similarity measure for mean shift.
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When we give a point heat impulse and let it spread over all data points
in the neighborhood, then all the near points get some heat. We are iteratively
transferring the heat over all data points, and in the end, all the points tran-
sitively near to the starting point get the most heat. We can deduce from this
idea that points with the most heat are nearer to starting point than points with
less heat. We use this instead of the Euclidean metrics for mean shift and point
density estimate then have following form

p(x) =
1

N

N∑

i=1

K

(
d(x, xi, t, λ)

σ

)
, (6)

where d(x, xi, t, λ) is a function that gives us nonnegative difference of the tem-
peratures between points x and xi at time t. The temperature is defined by the
simulation of anisotropic diffusion in dataset, where the temperature at time t0
(iteration 0) for point x is set to 1 and all other data points have temperature set
to 0. The λ defines sensitivity to edges. At time t (iteration t) the temperature
is distributed over all data points, and we acquired desired values. In this case,
bandwidth σ is constraining the temperature difference.

To compute the difference we have to define a distribution function repre-
senting the heat distribution over all data points. We denote this function as D.
The impulse at time t = 0 at point x is set to 1 and we solve the anisotropic
diffusion PDE driven by the gradient magnitude of the original image. It has the
following form

δD

δt
= div [g (‖∇I‖)∇D] . (7)

The heat difference is computed as d(x, xi, t) = |D(x, t)−D(xi, t)|, where x and
xi are the points we compute the difference for, and impulse is set at point x.
The equation to compute position of the point in the next MS iteration has the
following form

f(x) =

N∑

i=1

K ′
(
d(x,xi,t,λ)

σ

)
xi

∑N
i′=1K

′
(
d(x,xi′ ,t,λ)

σ

) . (8)

The problem we have been solving was the point movement in each MS
iteration. It does not move along the image manifold but it is floating in space.
This results in re-computation of anisotropic diffusion for each point in each
iteration, and it is very computationally expensive. Our solution to this problem
is inspired by medoidshift algorithm by Sheikh et al. [5].

Medoidshift behaves the same as MS, but additionally it approximates the
shifted point by the nearest point from the original data points set. This requests
to compute the shifts for all points only in one iteration. Then the points are
replaced by its modes and the process repeats until the movement of points
stops. Inspired by this algorithm we compute anisotropic diffusion for impulse
in each point in the image before we start the MS itself. After we shift the point,
we find the nearest point we have values computed for, and use it for another
shift. The example of the image segmented by MS with anisotropic diffusion can
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be seen in Fig. 2. In contrast with the segmentation by MS with the Gaussian
kernel, the anisotropic diffusion makes the circle as a separate segment. More
images can be seen in Experiments section 5 in Fig. 3.

Fig. 2. Example of the image segmented by blurring MS with diffusion.

5 Experiments

In this section, we provide the reader with the results of the image segmentation
using MS with the anisotropic diffusion. There are practically two parameters in
our method. The first one is the sensitivity to the edges λ, and the second one is
the number of iterations for kernel computation t. Setting the sensitivity to edges
too high results in many segments in the final segmentation, and setting it too
low ignores the details. On the other hand, if the number of iterations is set too
high, it takes very long time to compute. The more iterations used, the bigger
part of the image is taken in account for the computation. If a high sensitivity
to edges is combined with the big number of iterations, then the heat eventually
finds the way across the noise, and determines the real edges in the image. The
iterations can be set to 500 for most cases, but the sensitivity has to be set
according to desired filtering ability and it varies for each image. We recomend
to set λ on the scale from 10 to 20. We prepared some example segmentations of
the images obtained from The Berkeley Segmentation Dataset [9] provided also
with the human made segmentations as a suggestive measure in Fig. 3.

6 Conclusion

We presented a Mean-Shift algorithm with the anisotropic diffusion. The moti-
vation for our work was that the anisotropic diffusion used in segmentation gives
the algorithm ability to include global segmentation properties into the calcula-
tion, unlike from locally based kernels estimations. The diffusion has a positive
influence on segmentation of images with discontinuous contours. We experimen-
tally tested its use in segmentation and filtration. Moreover, we compared our
results with manual segmentations obtained from The Berkeley Segmentation
Dataset.
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Fig. 3. First row: Original images, Second row: Filtering, Third row: Segmentations,
Forth row: human made segmentations.
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Abstract. Image segmentation is one of many image processing meth-
ods. Various segmentation methods exist, each has its own drawbacks
and advantages. Mean shift is relatively slow but very precise method
that is still widely developed. We present a new method called Layered
Mean Shift that utilizes multiple mean-shift executions with different
bandwidths and picks up the most significant segment boundaries. This
method effectively reduces the over-segmentation problem even with very
small kernels. Slightly better speed is the next advantage.

Keywords: mean-shift, segmentation, filtration, acceleration, layered

1 Introduction

The mean shift algorithm (MS) was firstly presented in 1975 by Fukunaga and
Hostetler [6]. It is quite successful statistical tool that can be used for searching
segments in various data sets. In this article, we focus on digital images and,
therefore, our data sets are composed of pixels in images. MS has very nice
filtration and segmentation abilities but suffers from an insufficient speed and
occasionally over-segmentation (depends on the size of the kernel). Because of
that, many faster method were presented in recent years.

The algorithm uses Parzen window technique to estimate the density of data
points. According to the computed estimate, data point is shifted. This compu-
tation is iteratively repeated until the shift is smaller than a preset threshold
or even zero. In such a case, convergence is achieved and the point is assigned
to an attractor (place of the point convergence). Many attractors can emerge
in digital images. Each of them forms the segment and covers pixels with sim-
ilar properties in spatial and range (luminance) domain. There are two main
approaches in the mean-shift method. Blurring Mean Shift (BMS) [6], [1] shifts
the original data points and the data set is slightly blurred after each iteration.
Classical Mean Shift (MS) [2], [3], [4] maintains two data sets. The first data set
is the original one and the second data set is formed by the computed (shifted)
data.

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2012, pp. 355–360.
VŠB – Technical University of Ostrava, FEECS, 2012, ISBN 978-80-248-2769-8.
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2 Layered Mean Shift

Let X = {xi}ni=1 ⊂ Rd be a dataset of n points in the d-dimensional space. We
can define kernel density estimator as

p(x) =
1

nσd

n∑

i=1

K

(
x− xi

σ

)
, (1)

where x is a processed pixel and xi are the pixels in a neighbourhood given by the
bandwidth parameter σ. In digital images, two types of bandwidth are used. The
spatial bandwidth σs limits the size of kernel in x and y axis, the range bandwidth
σr limits the luminance or color difference. The fraction at the beginning of the
equation is a normalization term. The function K(x) is a kernel function that
weighs the contribution of pixels in the computation. If a truncated kernel is
used (Epanechnikov, uniform), all pixels not belonging to a hypersphere given
by both σ parameters are neglected. If we use broad infinite kernel (Gaussian),
the bandwidth parameters only adjust the contribution of pixels. In both cases,
the values of parameters influence the size of final segments in the image. In Eq.
(2), the Epanechnikov kernel is presented.

K(x) =

{
1− x2, if ‖x‖ ≤ 1

0, otherwise
(2)

The resulting mean-shift vector is given by the Eq. (2). It is the difference
between the former position of point x and the mean of all pixels xi in the
neighbourhood of pixel x that have fallen inside the searching window (kernel).
As already stated, computation ends when this difference is very small or zero.
It means that the point x converged to the local position of the highest density
of data points. The only difference between MS and BMS in this equation is
using processed pixels x in BMS instead of the original position xorig in MS. In
this paper, BMS is used.

mσ,k(x) =

∑n
i−1 xik

(∥∥x−xi

σ

∥∥2
)

∑n
i−1 k

(∥∥x−xi

σ

∥∥2
) − x (3)

The spatial bandwidth parameter used with broad kernels influences size of
segments but the computational speed is not affected very much. On the other
hand, smaller bandwidth can dramatically improve the speed of algorithm with
truncated kernels. This phenomenon is used in our algorithm. In Fig. 1, small
and large bandwidth is compared. It is obvious that small bandwidth improves
the speed (only 13 seconds) but suffers from heavy over-segmentation. Large
bandwidth lowers the over-segmentation problem but it is still present. More-
over, the speed has been significantly reduced (377 seconds). Variable bandwidth
approaches are widely studied in recent years [3], [5], [8] in order to achieve better
results and use larger kernels only in such places, where it is really needed.

The goal is to develop such a method that does not lead to enormous over-
segmentation and concurrently achieves low computational times. Our approach
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(a) σs = 5, t = 13.3 s (b) σs = 30, t = 377.5 s

Fig. 1. Segmentation output and computational times with different spatial band-
widths.

uses multiple executions of mean-shift segmentation, each with different spatial
bandwidth. We use especially lower values of the bandwidth. If more computa-
tions with different settings are processed, they would create the same segment
boundaries in the same places and over-segmentation artifacts will be placed
randomly.

(a) original image (b) σ = 5 (c) σ = 7 (d) σ = 9.8

Fig. 2. Phases of the LMS method. Original image is in the first column. Images with
different bandwidths are shown in next three figures.

Such segmentations are shown in Fig 2. We use images from the Berkeley Im-
age Database [7]. Boundaries and details of the church are clearly presented in
all three segmentation results. In the next step, we have to determine which seg-
ments should be grouped and which should be separated. We use very simple and
effective method. All pairs of pixels in the image are picked up and we count
the number of segmentations in which they were in the same segment. If the
number is higher than a preset threshold, they are grouped into one large final
segment. The threshold should be lower than the number of segmentations but
not very significantly. If we stack only 3 segmentations, two positive correspon-
dences to the same segments are the ideal threshold. Even if more segmentations
are stacked (for example 7-15), the ideal threshold is one or maximally two less.
It was observed that we do not need to test correspondence with all pairs in the
image but only the pairs with the distance smaller than maximal σs in the last
segmentation is sufficient. Such an acceleration significantly improves the speed
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of algorithm and makes the merging stage as insignificant in the final computa-
tional time. Some post-processing that is merging very small segments is needed
(for example, we eliminate all the segments that are smaller than 1/5000 of an
image area).

(a) Stacked image from three segmenta-
tions

(b) Result after basic processing

Fig. 3. Stacked segmentation and result of merging the segments.

3 Experiments

This section is going to present some experimental results with our LMS algo-
rithm. Because we use BMS as its base algorithm, we can denote it as LBMS.
LMS abbreviation was used to denote the whole family of layered mean-shift
algorithms.

Table 1. The numbers of segments (seg) and speed (t[s]) depending on algorithm

BMS LBMS

image t[s] seg t[s] seg

church 158.1 s 274 58.7 s 114

mountains 158.1 s 238 56.2 s 85

airplane 185.0 s 145 168.6 s 27

In Fig. 4, results with three different images are presented. All BMS seg-
mentations used σs = 20 whereas LBMS results are created with significantly
smaller spatial bandwidth (first segmentations use only σs = 4 and in the fol-
lowing stages, bandwidths were slightly enlarged - for example, values of 5.6 and
7.8 were used in the second and third stacked segmentation with the images
of church and mountains). We can clearly see that even with such small band-
widths, over-segmentation is not presented. Table 1 shows the computational
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(a) original image (b) BMS 20/24 (c) LBMS 4; 1.4; 3-2/24

(d) original image (e) BMS 20/24 (f) LBMS 4; 1.4; 3-2/24

(g) original image (h) BMS 20/24 (i) LBMS 4; 1.3; 5-4/24

Fig. 4. Segmentations carried out with BMS and LBMS. Range bandwidth σr is the
number after the slash. In BMS, the number before the slash is the spatial sigma
σs. The first number in the LBMS notation denote σs in the first segmentation and
the second number is the spatial bandwidth multiplier. The notation 3 − 2 denotes
that 3 segmentations were processed and pixels that were at least twice in the same
segmentation have been grouped.
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times. They are similar if we use larger number of stacked segmentations but
significantly lower if we use only three of them. Our algorithm not only decreases
over-segmentation problem, it also improves the speed.

4 Conclusion

Layered mean-shift methods proved to be very effective way for elimination of
the over-segmentation problem. They can also improve the speed in some cases
and they emphasize the most significant segments and their boundaries. The
only problem is in a proper adjustment of the parameters that can change the
result more than in classical mean-shift methods. Because of that, hierarchical
version of the algorithm is in development. It should not create small segments
that have to be eliminated and it can not suffer from another merging problems
(slightly varying lines between stacked segmentations). We expect even better
speed than in LMS and LBMS.
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Abstract. Operating with high-dimensional sparse matrices is not pos-
sible without their proper structure manipulation and e�ective storage
with minimal time intensity. In this article, we investigate the possibility
of using generalized edge-magic labeling form with lifted requirements,
yet without time intensity increased, for sparse matrix storage. In this
paper we present generalized edge-magic labeling of Pm�Pn (for every
integer m, n where m is odd) graph. We also compared time intensity
results of derived generalized egde-magic storage form with other known
forms of sparse matrix storage.

Keywords: Graph labeling; Edge-magic total labeling; Super edge-magic total

labeling; Generalized edge-magic total labeling; Sparse matrix; Sparse matrix storing;

Edge-magic labeling storing form;

1 Introduction

Many real-world problems take a form of some kind of net, represented by an
incidence matrix of an undirected graph with corresponding number of vertices
and edges. In higher dimensions, the incidence matrix will be populated primarily
with zero values, e�ectively becoming a sparse matrix. Because operations with
high-dimensional sparse matrices using dense matrix algorithms consume large
amounts of memory, if are not unfeasible at all, numerous storing algorithms are
applied. The goal of this work was to �nd new approach to sparse matrix storing
speci�cally for graph-represented spare matrices based on magic labeling from
graph theory.

Edge-magic labeling algorithm was compared to other known storage meth-
ods (namely ijv, compressed row and compressed column) in [3]. However, despite
the fact that operations with sparse matrix using edge-magic labeling storage
method had lower or equal time intensity, algorithm could not �nd edge-magic la-
beling for graphs of 30 or more vertices. In the conclusion, author proposed de�n-
ing a construction of edge-magic labeling for graphs representing high-dimension
spare matrices.

In the �rst part of this article, generalized edge-magic total labeling (GEMT)
is introduced and its construction is de�ned. In the second part, sparse matrix
storing using GEMT is explained. In the last part, results of time intensity com-
parison between GEMT method and other known storage forms are discussed.

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2012, pp. 361–366.
VŠB – Technical University of Ostrava, FEECS, 2012, ISBN 978-80-248-2769-8.
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2 GEMT labeling

As computer-based computation of magic labeling was unable to �nd correct
labeling for graphs Pm�Pn, for every integer m, n where m is odd, representing
high-dimension sparse matrices, we assumed, that the generalization is the best
approach to �nd magic labeling for these graphs. However, we had to lift some
requirements, the most notable di�erence from EMT de�nition being that we
left some label values unused.

For its similarity with Pm�Pn graphs, we chose to generalize SEMT labeling
of generalized prism Cm�Pn given in [2]. Vertex label values are given by the
following equation :

f(vi,j) =





i+(2j−2)m+1
2 for i odd, j odd

i+(2j−1)m+1
2 for i even, j odd

i+(2j−1)m
2 for i odd, j even

i+(2j−2)m
2 for i even, j even

, (1)

where i = 1, 2, . . . ,m and j = 1, 2, . . . , n.

Before we proceed further, we need to compute magic constant. As we know
exact number of vertices and their corresponding label values, we can �nd two
incident vertices with the lowest sum of label values. Then, we add combined
number of vertices and edges in our graph, which gives us the highest possible
label value in our generalized prism graph.

k =
6mn−m+ 3

2
, (2)

As our goal is to �nd magic labeling for Pm�Pn graph, we need to transform
generalized prism into rectangular mesh, thus getting our representation of spare
matrix. Our solution is very simple : we make straight cut through all edges
between two rows of vertices. It is worth noting that we don't lose any of the
vertices, their assigned label values (see �gure 1 for example) or the value of a
magic constant, however we lose number of label values corresponding to the
number of cut edges.

With known magic constant and label value of each vertex, it is now simple
to get label values for all edges in the graph from the following equation given
by edge-magic labeling property :

g(vi1j1vi2j2) = k − f(vi1j1)− f(vi2j2), (3)

We can now formulize GEMT de�nition as follows:

De�nition 1. GEMT - Generalized Edge-Magic Total Labeling of a
graph G is an injective projection λ of union of sets V (G) ∪ E(G) onto inte-
gers

1, 2, . . . v + e+ d,
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Fig. 1. Vertex labeling of P5�P5.
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Fig. 2. Vertice and edge labeling of P5�P5.

where v = |V (G)|,e = |E(G)| and d is a small natural number corresponding to
number of unused label values (edges cut), and there exists integer k satisfying

λ(x) + λ(xy) + λ(y) = k.

Integer k is called the magic constant. Members of set V (G) are assigned lowest
possible integers from sequence 1, 2, . . . , v by projection λ.

Proof of GEMt de�nition is presented in [1]. Example of GEMT labeled graph
can be seen in �gure 2.

3 GEMT storage

For e�ective use of GEMT storage method on sparse matrix, we have to hold
several values, namely value of magic constant, number of rows and columns of
vertices in graph Pm�Pn

1. In addition, array containing nonzero values h[ ] and
incidence array s[ ][2] are used and stored.

1 As we stated before, number of rows m must be odd integer



364 Ondrej Grunt

3.1 GEMT Storing

In the �rst step, we arrange all edges by its label values in ascending order, then
we �ll incidence array s[ ][2] with theirs endpoint vertices, or, in case of the
labeled vertices, we place the vertex twice in the incidence array. As we noted
before, our generalization of magic labeling led to some label values left unused,
we have then option to leave corresponding rows in incidence matrix blank or
substitute endpoint vertices with verbal commentary.

Nonzero value in sparse matrix is represented by an edge in used graph,
therefore we have to assign each nonzero value to corresponding edge in order to
create array of nonzero values h[ ]. As we already constructed incidence array,
this task is simple, as we already know the order in which all values will be sorted
in array h[ ]. As lone vertices cannot refer to nonzero value in sparse matrix,
their corresponding label values are not used, this also means, that the nonzero
values array will be smaller in size than the incidence matrix. Edges assigned to
an unused label value cannot be left out, instead they are stored as representing
zero value in sparse matrix.

Last, vertices array w[ ] is made, consisting of label values of each vertex
sorted by according index in used graph. This array is not stored, as it is simply
constructed using information from the incidence array.

Fig. 3. GEMT storing of sparse matrix S with corresponding graph and arrays.
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3.2 GEMT Retrieving

Let S be sparse matrix stored using GEMT method and let sxy be element of
that matrix. In the �rst step, we denote label values of both the ending vertices
of given element/graph edge from vertices array w[ ]. Then we can compute label
value of the graph edge, as we know the magic constant.

λ(vxvy) = k − (λ(vx) + λ(vy)).

Received label value then points to row in the incidence matrix, if given value
exceeds array size, points to an unused label value or points to vertex, sxy is
zero element of sparse matrix. In other case, we inspect stored pair of endpoint
vertices and compare them witch vertices given by sxy. If both set of vertices
are not equal, then again sxy is zero element. For retrieving value from nonzero
values array, we take label value of sxy from incidence array and decrease it by
number of vertices present in graph, that way we get row index of h[ ] for sxy.

sxy = h[λ(vxvy)−mn].

4 Results

GEMT labeling and storing algorithm was realized using C++ programming
language and compared to other known storage methods.2 Three sparse matrix
operations (retrieving all sparse matrix element, right matrix-vector multiplica-
tion and left vector-matrix multiplication) were tested for each storage method
and their time intensity was measured (example seen in Table 1). More results
and insight in the GEMT storage algorithm are available in [1].

Size of Storage form −→v A A−→v Retrieving

graph G all elements sxy

121× 121 ijv 0, 0046254 0, 0047729 132.19
compr. col. 0, 0011133 0, 0016691 19, 824
GEMT 0, 0014948 0, 0014766 14, 8

145× 140 ijv 0, 0061747 0, 0061984 232
compr. col. 0, 0018167 0, 0025357 32, 745
GEMT 0, 0020898 0, 0020188 26, 553

151× 151 ijv 0, 0075019 0, 0073986 381, 298
compr. col. 0, 0012613 0, 0019205 41, 828
GEMT 0, 0015772 0, 0015342 38, 283

Table 1. Time intensity results of sparse matrix operations.

The lowest time intensity of reconstructing sparse matrix by retrieving all its
elements was achieved by using GEMT storing method, followed by compressed

2 ijv method and compressed column method were chosen for this testing.
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column method, which was only slightly slower. Last tested method, ijv, lasted
almost ten times as long as GEMT method.

The lowest time intensity of left vector-matrix multiplication was achieved by
using compressed column storage method, GEMT followed with slight increase
in time intensity while ijv method needed signi�cantly longer time to process
operation.

The lowest time intensity of right vector-matrix multiplication was achieved
by using GEMT storing method, second being compressed column method with
minimal delay, followed by ijv method, which took almost four times more to
�nish the task.

Operation time intensity was measured for sparse matrixes represented by
Pm�Pn graphs of maximum size m,n = 151.

5 Conclusion

In this work, GEMT labeling for Pm�Pn graphs, based on the generalized SEMT
labeling for Cm�Pn graph was de�ned and its construction described. Sparse ma-
trix storage method was derived and successfully implemented, its time intensity
was compared with other known forms of sparse matrix storing.

Through experiments, GEMT storing method achieved lower or equal time
intensity compared to compressed column method, while signi�cantly faster than
ijv method. However, use of GEMT method is limited, as not every sparse matrix
take form of incidence matrix, and thus being represented by GEMT labeled
graph. Also, any structural changes can severely limit repeatable use of GEMT
storage method, as it is very sensitive on the structure of the sparse matrix.
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Abstract. In this paper we present two implementations of Total-FETI
domain decomposition method based on PETSc and Trilinos software
frameworks. We briefly describe their implementations, compare efficien-
cies of the codes and present the latest results of numerical benchmarks.

1 Introduction

Domain decomposition methods are very suitable for parallel solution of elliptic
partial differential equations arising from many technical problems. These meth-
ods are based on the “divide and conquer” strategy. Using the FETI-1 method
the spatial domain is decomposed into non-overlapping subdomains and the con-
tinuity of the solution among subdomains is enforced by Lagrange multipliers.
Efficiency of the FETI-1 method was further improved by introducing special
orthogonal projectors and preconditioners.

Total-FETI (TFETI) by Dostal et al. [3] simplifies the inversion of stiff-
ness matrices of subdomains by using Lagrange multipliers not only for gluing
the subdomains along the auxiliary interfaces, but also to enforce the Dirichlet
boundary conditions.

The most difficult part - solution of subdomain problems - may be carried
out in parallel without any coordination and data transfers, so that high par-
allel scalability is enjoyed. The increasing number of subdomains decreases the
subdomain problem size resulting in shorter time for subdomain stiffness matrix
factorizations and subsequently forward and backward substitutions during sta-
ble pseudoinverse application. On the other hand, assuming fixed discretization
parameter, the dual dimension and coarse problem size increase with increasing
number of subdomains which results in longer time for all dual vector opera-
tions and orthogonal projectors application. The coarse problem couples all the
subdomains computations which complicates implementation on massively par-
allel distributed memory systems. One of the possible solution of this bottleneck
using the parallel sparse direct solver MUMPS is presented in this article.

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2012, pp. 367–372.
VŠB – Technical University of Ostrava, FEECS, 2012, ISBN 978-80-248-2769-8.
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2 TFETI

Let us consider linear elasticity problem in 2D or 3D. To apply the FETI-1 based
domain decomposition let us partition domain Ω into Ns subdomains Ωs and
denote by Ks, fs and us the subdomain stiffness matrix, the subdomain load
vector and the subdomain displacement vector, respectively. Bs is a matrix with
entries -1, 0, 1 describing the subdomain gluing. The finite element discretization
with appropriate node numbering results in the QP problem

min
1

2
uTKu− uT f s.t. Bu = 0. (1)

Contrary to the original FETI-1 method where the boundary subdomains
inherit the Dirichlet conditions from the original problem, in TFETI [3] all sub-
domains are kept floating. The Dirichlet data are enforced by adding the ap-
propriate rows into the constraint matrix B. Using this approach all subdomain
stiffness matrices have the same rank and the basis of their kernel is known
a-priori. This basis forms a block-diagonal matrix R.

Let us apply the duality theory to (1) and let us establish the following
notation

F = BK†BT , G = RTBT , d = BK†f, e = RT f,

where K† denotes a generalized inverse matrix satisfying KK†K = K. Our
minimization problem reads

min
1

2
λTFλ− λT d s.t. Gλ = e. (2)

Further the equality constraints Gλ = e can be homogenized to Gλ = 0 by
splitting λ into µ + λ̃ where λ̃ satisfies Gλ̃ = e (e.g. λ̃ = GT (GGT )−1e) which
implies µ ∈ KerG. We then substite λ = µ+ λ̃, omit terms without µ, minimize
over µ and then add λ̃ to µ.

Finally, the equality constraints Gλ = 0 can be enforced by the projector
P = I −Q onto the null space of G, where Q = GT (GGT )−1G is the projector
onto the image space of GT (ImQ = ImGT and ImP = KerG). It holds that
Pµ = µ because µ ∈ KerG, so the final problem reads

PFµ = P (d− Fλ̃). (3)

Problem (3) may be solved effectively by a generic CG algorithm. The proof of
the classical estimate κ(PFP |ImP ) ≤ CH

h of the spectral condition number
κ of PFP on the range of P by the ratio of the decomposition parameter H
and the discretization parameter h which was published by Farhat, Mandel and
Roux remains valid for TFETI.

Parallelization of FETI/TFETI can be implemented using SPMD technique –
distributing matrix portions among processing units. This makes the algorithms
almost the same for sequential and parallel case; only data structure implemen-
tation differs. Most of computations (subdomains problems) to be performed are
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purely local and therefore parallelizable without any data transfers. However, if
we want to accelerate also dual actions, some communication is needed due to
primal-dual transition.

Distribution of primal matrices is quite straightforward as every subblock
reflects a subdomain. But the bottleneck of the TFETI method is the application
of the projector Q. The action time and level of communication depend first of
all on G matrix distribution and implementation of the coarse problem solution.

3 Implementation using PETSc and Trilinos

PETSc (Portable, Extensible Toolkit for Scientific computation), developed by
Argonne National Laboratory, is “a suite of data structures and routines for
the scalable parallel solution of scientific applications modeled by partial differ-
ential equations” [9]. Features include sequential/parallel vectors and matrices
with dense as well as several sparse storage formats which can be easily and
efficiently assembled, scalable parallel preconditioners, Krylov subspace meth-
ods for solution of linear systems, parallel Newton-based nonlinear solvers and
parallel timestepping ODE solvers. It is coded primarily in C language and is
usable from C, C++, Fortran 77/90, and Python codes. Current version is 3.2.

In our codes we use mainly matrix (Mat) subclass mpiaij (default parallel
sparse matrix with compressed row storage) and vector (Vec) subclass mpi (de-
fault parallel vector) and PETSc utility routines (Petsc) for I/O, command-line
options etc. Part of our most current design is use of Mat subclass composite – a
linear operator class representing the implicit (not assembled) sum (or product)
of one or more matrices (linear operators). The main advantage is that we can
use built-in generic KSPCG solver with the Hessian PFP as a system matrix.

Trilinos [10] is a collection of relatively independent packages developed by
Sandia National Laboratories. It provides a tool kit for basic linear algebra op-
erations (both serial and parallel), direct and iterative solvers to linear systems,
PDE discretization utilities, mesh generation tools and many other features. Its
main advantages are object oriented design, high modularity and use of modern
features of C++ language such as templating. These features contribute to high
programming effectiveness without compromising computational effectiveness.
In comparison with PETSc it seems that Trilinos acts more as an object-oriented
software framework encouraging external extensions. It is currently at version
10.12

In our codes we use the Epetra as well as Tpetra packages as bases for linear
algebra computations. They provide users with distributed dense vectors and ma-
trices as well as sparse matrices in compressed row format (Epetra_CrsMatrix,
Tpetra::CrsMatrix), distributed vectors/multivectors etc. The Epetra package
is now well-established and tested, however it is slowly becoming obsolete as it
supports only 32-bit data type. For this reason we use Epetra mainly for test-
ing purposes and the main TFETI library is coded in fully templated Tpetra.
As an object-oriented wrapper to common sequential and parallel direct linear
systems solvers (such as SuperLUDist, UMFPACK, PARDISO etc.) we use the
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Table 1. Performance of the Total FETI implementation for varying decomposition
and discretization for the first benchmark

Number of subdom. 1 4 16 64 256 1024
Number of cores 1 4 16 64 256 1024

Primal dimension 31,752 127,008 508,032 2,032,128 8,128,512 32,514,048
Dual dimension 252 1,512 7,056 30,240 124,992 508,032
Kernel dimension 3 12 48 192 768 3072

PETSc
K factorization 5.2 5.2 5.2 5.2 5.2 5.2
CG time 1.14 2.66 4.16 4.74 4.92 5.84
- of which Q act. 1.98e-3 1.08e-2 3.45e-2 1.39e-1 3.03e-1 1.26e+0
CG iterations 33 68 94 105 105 102
Time per iteration 3.46e-2 3.92e-2 4.42e-2 4.52e-2 4.69e-2 5.73e-2
Total time 6.5 8.0 10.1 10.9 11.2 13.7

Trilinos
K factorization 2.5 2.5 2.5 2.5 2.5 2.5
CG time 1.39 3.01 4.80 6.25 10.31 28.05
- of which Q act. 1.50e-3 1.68e-2 5.98e-2 2.74e-1 3.26e-0 1.41e+1
CG iterations 34 63 96 105 105 102
Time per iteration 4.48e-2 4.76e-2 5.00e-2 5.95e-2 9.81e-2 2.75e-1
Total time 5.8 8.2 11.6 12 19 60

Amesos package. We have also developed a collection of quadratic programming
algorithms for a solution of constrained minimization problems to be used as
internal solvers of TFETI method for both linear and contact problems. This
collection can be used as an independent optimization package.

4 Numerical experiments

The implementations were tested for 2D linear elasticity problem - see Figure 1.
Recently [1], we suggested several ways of handling the matrix G and subsequent
coarse problem GGTx = b solution. The variant used for the presented bench-
mark was: G distributed across the dual dimension, GGT sequential, GGTx = b
solved using LU factorization. We used no FETI preconditioning. The results
are depicted in Table 1.

The solution of the coarse problem is one of the main bottlenecks of TFETI
method. To overcome this bottleneck we have recently implemented its solution
using parallel multifrontal direct sparse solver MUMPS. This enables us to ef-
fectively solve very large problems on thousands of processors. The results of the
benchmark implemented in PETSc are depicted in Table 2.

Benchmarks were run on HECToR supercomputer at EPCC in Edinburgh
[11]. The current main HECToR facility is the phase 3. This was used for our
experiments. It is a Cray XE6 system offering a total of 2816 computing nodes,
each with two 16-core AMD Opteron 2.3GHz Interlagos processors giving a total



Parallel Implementation of Domain Decomposition Solvers 3715

Fig. 1. Geometry of the first (left) and the second (right) benchmark

of 90,112 cores. Theoretical peak performance is around 800 Tflops. Each 16-core
processor shares 16Gb of memory.

5 Conclusion

We have presented our parallel implementations of TFETI based solvers. At
this moment the implementation in PETSc is capable of solving larger problems
thanks to the usage of MUMPS solver for the solution of the coarse problem.
One of the goals for future is its usage also in the Trilinos implementation.

Table 2. Performance of the Total FETI implementation for varying decomposition
and discretization for the second benchmark

Number of subdom. 102 1024 5012
Number of cores 102 1024 5012

Primal dimension 2,520,240 2,839,734 98,214,558
Dual dimension 152,826 472,320 13,395,882
Kernel dimension 612 6,048 30,072

PETSc
K factorization 114 1.2 134
CG time 42.7 10.0 217
- of which Q act. 3.5 5.6 180
CG iterations 221 169 176
Time per iteration 0.19 0.06 1.23
Total time 158.0 12.1 356
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Abstract There exist several ways how to model flow in porous media
with fractures. One approach is to use Stokes-Brinkman equations. The
base of this approach will be shown in this paper. These equations allow
to model fluid flow in porous media such as rock as well as free flow
regions (fractures, caves) in a single system of differential equations. For
numerical simulations it is used mixed finite element method with Taylor-
Hoods Elements. The numerical experiments are presented at the last
part of the paper.

Key words: porous media, fracture, Darcy’s equation, Stokes’ equation, Stokes-

Brinkman equation

1 Introduction

Naturally fractured porous media in geology are characterized by a wide range
of length scales. The presence of fractures and caves at multiple scales is shown
in Figure 1. These domains can be described, at each individual scale, as an
ensemble of porous media, with well defined properties (porosity and perme-
ability) and free flow region. It is straightforward, that the main problem is the
co-existence of porous and free flow regions, typically at several scales. The next
problem is probably existence fractures and long range caves which can form
various types of connected networks which change the effective permeability of
the media by orders of magnitudes. The fill (gravel, sand etc.) and presence of
damage at the interface between porous media and caves or free flow regions
presents another important problem in real simulations. Typically, porous me-
dia with fracture is described using both Stokes’ and Darcy’s equations. Stokes’
equations represent Stokes’s flow. Darcy’s equation describes the flow of a fluid
through a porous medium. Stokes-Brinkman equations can reduced Stokes or
Darcy equations by appropriate choice of the parameters, in other words Stokes-
Brinkman equations allow to represent porous media such as rock as well as free
flow regions (fractures, caves) in a single system of differential equations.

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2012, pp. 373–378.
VŠB – Technical University of Ostrava, FEECS, 2012, ISBN 978-80-248-2769-8.
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Figure 1. Conceptual model of a fractured and free flow regions at multiple scales,
from [2]

2 Mathematical model

In this paper, we consider the following model equations on a bounded, con-
nected, and polygonal domain Ω ⊂ Rn, where n = 2, 3. Next we denote free flow
domain Ωf (vugs, caves, fractures) and porous part Ωp(effective media with
certain permeability and porosity). In the problems of fluid flow two physical
variables are needed, where one depends on the other. The first one is velocity u
(vector), which represent the actual physical velocity of the fluid in the free flow
domains Ωf , but in the porous domains Ωp represents the Darcy (or averaged)
velocity. The second one variable is pressure p (scalar). External forces denotes
the f (vector), for example gravitation, centrifugal force etc.

2.1 Stokes-Brinkman model

The Stokes-Brinkman equation for a single phase flow in a porous/free flow
media is written as follows

νK−1u +∇p− ν∗∆u = f in Ω, (1)

∇ · u = 0 in Ω, (2)

where ν∗ is the effective viscosity and ν - the physical viscosity is a material
constant that defines the fluid under consideration (e.g., water, oil, etc.) and in
this paper it is a uniform constant in the entire domain Ω. K is a permeability
tensor, which in Ωp is equal to the Darcy permeability of the porous media. In [3]
is shown, that Stokes-Brinkman equation with the choice ν∗ = ν in the porous
region is very close to the solution of coupled Stokes and Darcy’s equations.

The advantage of Stokes-Brinkman model is usage of uniform equations for
porous and free flow domains. Boundary conditions between these two domains
are represented by K. This approach makes it possible to model heterogeneous
material. Moreover, by a numerical point of view, it is easier to solve a monolithic
system such as Stokes-Brinkman, in contrast to a coupled Darcy-Stokes system
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which requires an additional iterative scheme. Also, near the interface, Stokes-
Brinkman equations allow us to avoid the typical grid refinement issues necessary
for solving the interface between Darcy and Stokes region. Disadvantage of this
approach is usage of Taylor-Hood’s element for all domain, in other words, big
load for memory.

3 Weak formulation of Stokes-Brinkman equations

From weak formulation stems from of the Stokes-Brinkman equation system (1)
and (2). Then the problem is Find u ∈ H1

E and p ∈ L2(Ω) such that

µ∗
∫

Ω

∇u : ∇v + µ

∫

Ω

uGv−
∫

Ω

p∇ · v =

∫

ΩN

s · v ∀v ∈ H1
E0
, (3)

∫

Ω

q∇ · u = 0 ∀q ∈ L2(Ω). (4)

where K−1 = G and for all v and q from suitably chosen spaces of test functions.
Equations (3) and (4) together with the boundary condition (7) lead to the
following velocity solution and test spaces

H1
E := {u ∈ H1(Ω)n|u = w na ∂ΩD}, (5)

H1
E0

:= {v ∈ H1(Ω)n|v = 0 na ∂ΩD}, (6)

Recall that, ∂Ω = ∂ΩD ∪ ∂ΩN , given by

u = w on ∂ΩD,
∂u

∂n
− np = s on ∂ΩN , (7)

where n is the outward-pointing normal to the boundary, and ∂u/∂n denotes the
directional derivative in the normal direction. More information can be found in
[4].

4 Approximation using mixed finite elements

From theory of finite element method [1], we replace the spaces H1
E0

and L2(Ω),

theirs finite dimensional subspaces Xh
0 ⊂ H1

E0
a Mh ⊂ L2(Ω). Specifically, given

a velocity solution space Xh
E , the discrete problem is find: u ∈ Xh

E and p ∈Mh

such that

ν∗
∫

Ω

∇u : ∇v + ν

∫

Ω

uGv−
∫

Ω

p∇ · v =

∫

ΩN

s · v ∀v ∈ Xh
0 , (8)

∫

Ω

q∇ · u = 0 ∀q ∈Mh. (9)

Note, u ∈ Xh
E here is another, then u ∈ H1

E above this section. u ∈ H1
E is the

rigorous solving, but u ∈ Xh
E is the exact solution only in nodes of discretization
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and between this nodes approximation is used. The difference between these
solutions develops the theory of errors etc. For us it is just good to remember
that, there is a difference between these rates. The same applies to the pressure.

From theory of the Galerkin finite element method, we need a finite n - dimen-
sional vector space of test functions {φ1, φ2, . . . , φn}, which create a convenient
basis above introduced spaces. We extend this basis set by defining additional
functions {φn+1, φn+2, . . . , φn+n∂

}, so that the function
∑n+n∂

j=n+1 ujφj interpo-
lates the boundary data w on ∂ΩD. And so

uh =

nu∑

j=1

ujφj +

nu+n∂∑

j=nu+1

ujφj , (10)

where {φj} is vector of basis functions (for velocity) and
∑nu

j=1 ujφj ∈ Xh
0 .

Introducing a set of scalar (pressure) basis functions {ψj}, and setting

ph =

np∑

k=1

pkψk, (11)

we find that the discrete formulation (8) and (9) can be expressed as a system
of linear equations [

A BT

B 0

] [
u
p

]
=

[
f
g

]
. (12)

The entries are given by

A = [aij ], aij = ν∗
∫

Ω

∇φi : ∇φj + ν

∫

Ω

φiGφj , (13)

B = [bkj ], bkj = −
∫

Ω

ψk∇ · φj , (14)

for i, j = 1, . . . , nu and k = 1, . . . , np. The entries of the right-hand side vector
are

f = [fi], fi =

∫

∂ΩN

s · φi −
nu+n∂∑

j=nu+1

ujν
∗
∫

Ω

∇φi : ∇φj , (15)

g = [gk], gk =

nu+n∂∑

j=nu+1

uj

∫

Ω

ψk∇ · φj , (16)

and the solution uh a ph obtained by substituting the solution vectors u ∈ Rnu

a ph ∈ Rnp into (10) and (11) is the mixed finite element solution.

4.1 Stable rectangular elements Q2 − Q1

Only a few words about Q2 − Q1
1 elements, these elements confirm the dis-

crete Ladyzhenskaya-Babuška-Breezi 2 condition, therefore stable elements. A

1 Often referred to in the literature as the TaylorHood elements and TaylorHood
method.

2 Often referred to in the literature as (LBB) or inf-sup condition.
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rectangular elements because in this article is considered only regular network
is considered (Figure 4.1)

Figure 2. Q2 −Q1 element (• two velocity components, ◦ pressure).

5 Numerical results - Numerical Solution in 2D

All numerical tests was provided in MATLAB enviroment (R2011a, 64bit), from
meshing to drawing picture of solution. Example 1 is depicted in Figure 3,
together with fluid and porous parameters. The solution of the Example 1 is
depict in Figure 4.

The solution of Example 2 is depicted in Figure 7, and has the same pa-
rameters as the first example. The difference between the Examples 1 is in two
free fluid regions. First rectangular free fluid region is on coordinate 〈0.2, 0.4〉 ×
〈0.2, 0.4〉 and the second region is on coordinate 〈−0.2,−0.4〉 × 〈−0.2,−0.4〉.

In the Example 3 permeability tensor is set up in agreement with Figure 6.
The solution is depicted in Figure 7.

6 Discussion and Summary

In this paper was considered the Stokes-Brinkaman equation as model for flows
in porous media. Mixed finite element method was used to solve isolated free
flow region in porous region. It was shown, that the Stokes-Brinkaman equation
allows the simulation in a sense of natural flow. In this paper was consider
example, where the permeability tensor was set up in agreement with CT scan
of rock. The results of this paper was compared with [3] and their results have
very similar output.
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Abstract. The paper concerns testing of preconditioners for block ma-
trices arising in poroelasticity as well as discussion about their imple-
mentation in C++ with the usage of Trilinos library.

1 Introduction

The motivation for solving poroelasticity problems is the modelling of porous
media behaviour in geo-applications or bio-engineering, cf. e.g. [7] and [2]. Since
the model couples the flow with mechanics, we obtain block structured system
of equations.

In this paper, we firstly describe the problem of poroelasticity leading to block
saddle point structured matrices, which we want to precondition in some specific
and effective way. Secondly we discuss the implementation of selected precon-
ditioners including effective implementation using Trilinos library and provide
some numerical results for a model problem.

2 Poroelasticity

We consider flow in deformable porous elastic media and describe poroelasticity
as a coupled model of elasticity and single phase Darcy flow. Then we focus
on solving large linear systems which are obtained from discretization of poroe-
lasticity problems. Our model problem also consider possible heterogeneity in
permeability of the porous material.

Note that we assume that the porous space is fully saturated by fluid and
that the fluid is of a constant temperature. Porous material is of elastic type.
Laminar flow follows from the Darcy model.

We solve an elasticity problem

− div σ = F,

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2012, pp. 379–384.
VŠB – Technical University of Ostrava, FEECS, 2012, ISBN 978-80-248-2769-8.
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where σ is the stress tensor and F represents density of forces. In the case of
isotropic elasticity and pore pressure p , we get modified Navier–Lamé elasticity
equations.

− div (µ(∇u+∇Tu))−∇(λ div u) +∇(cupp) = F, (1)

where u are displacements, p pressures and cup is a constant dependent on the
bulk modulus expressing contribution of pressures into displacements.

We couple the above equation (1) with the Darcy flow in the following form




K−1v −∇p = 0
∂ζ
∂t − div (v) = S
ζ = cputr (ε) + cppp = cpudiv (u) + cppp

, (2)

where K is the symmetric hydraulic conductivity tensor, v are the fluid velocities
(fluxes). ζ is measure of fluid content (ratio of fluid volume per unit volume of
the porous material), S denotes the fluid source/sink, cpu and cpp are positive
constants, ε are deformations.

The poroelasticity problem can be formulated in terms of u, v, p and dis-
cretized using standard linear finite elements for elasticity, lowest order Raviart-
Thomas elements for flow and the backward Euler method in time. In the time
discretization steps, it provides the FE system in the following block form

A



u
v
p


 =




A BTup
M BTvp

Bup Bvp −D





u
v
p


 =




F
0
−S


 , (3)

The details can be found in [2]. Note that, we assume that A is symmetric, reg-
ular, indefinite, A, M and D are symmetric and positive definite, D is diagonal.

The system (3) can be solved iteratively with a suitable preconditioner. There
are various types of preconditioners (Jacobi etc.), but here we introduce precon-
ditioners based on the block structure of the linear system (3). We use partial
elimination of variables for constructing Schur complement. Important question
is which variable do we want to eliminate within the Schur complement.

The first type of preconditioners is diagonal preconditioner P1D introduced
and analyzed in [6] and its triangular variant P1T , see [1]. These preconditioners
have the following form

P1D =



A
M

S1


 , P1T =



A BTup
M BTvp

S1


 . (4)

where S1 = D + Bvp (diag(M))
−1
BTvp is a negative Schur complement with

respect to fluxes. This S1 is an approximate Schur complement to the exact
negative Schur complement S = D +Bvp (M)

−1
BTvp +Bup (A)

−1
BTup.

Another choice is to use different preconditioner based on elimination of pres-
sures instead. This gives us inexpensive computation of the Schur complement,
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as it would be seen further and we do not make any approximation of Schur com-
plement beside inexact solution of the Schur complement systems. The papers
[2] and [5] introduce block diagonal preconditioner and it’s triangular variant

P2D =



S11 S21

S12 S22

−D


 , P2T =



S11 S21 Bup
S12 S22 Bvp

−D


 , (5)

where the Schur complements have in the both cases the following form

S2 =

(
S11 S21

S12 S22

)
=

(
A
M

)
+

(
BTupD

−1Bup B
T
upD

−1Bvp
BTvpD

−1BTup B
T
vpD

−1Bvp

)
(6)

We can use those preconditioners directly, but it could be expensive. We
precondition the Schur complement part S2 to solve linear system from P2D or
P2T more efficiently by CG with the preconditioners PP2a or PP2b defined in the
following way

P2a =

(
A
M

)
P2b = P2a +

(
BTupD

−1Bup
BTvpD

−1Bvp

)
. (7)

3 Model problem

As in [2] we consider an academic poroelasticity problem in the domain Ω =
〈 0, 1〉 × 〈 0, 1〉, see Fig. (1). The material properties are hypothetic here. The
elastic part uses homogenized properties given by the elastic modulus E = 10
and Poisson’s ratio ν = 0.25 in the whole domain Ω. The flow part assumes
possible heterogeneity with the permeability coefficient k, which has a random
character. We shall assume that, for all x ∈ Ω , the quantity

z(x) = logk(x)

has a normal distribution with the mean value µ = 0 and variance σ̃. This
stochastic microstructure problem enables us to investigate the robustness of
iterative methods with respect to oscillations in the PDE’s coefficient.

σ · ν = 0,
v · ν = 0

u · ν = 0, σt = 0
p = 1

Ω
u · ν = 0, σt = 0

p = 0

σ · ν = 0,
v · ν = 0

Fig. 1. A unit square domain Ω and boundary conditions.



382 Rostislav Hrtus et al.

The elastic part uses zero volume force F and boundary conditions with zero
pressure σ ·ν on one face of the boundary and zero normal displacement plus zero
tangential stresses σt = 0 on the rest of the boundary ∂Ω. The flow part uses
zero volume source S and the boundary conditions p = 1 on the left boundary
{x : x2 = 0}, p = 0 on the right boundary {x : x2 = 1} and zero normal flux
v · ν = 0 on the rest of the boundary ∂Ω.

The elastic part is discretized by the finite element method on a regular grid
Ωh created by a division of Ω into 1/h2 small congruent squares and subsequent
division of the squares into triangles. Then, the linear Courant elements are
used. The flow part is discretized by a mixed finite element method on the same
triangular grid with the lowest order Thomas-Raviart finite elements.

It is also possible to use a 3D variant of this model problem.

4 Implementation of P2D and P2T preconditioners

The general scheme for implementation of the preconditioners P2D and P2T has
three levels with different iterations.

1. level of outer iterations. We solve the system (3) with the block matrix by
flexible GMRES [9]. Within each iteration we apply (inexactly) P2D or P2T

as a right preconditioner.

2. intermediate level. The application of the right preconditioner P2D or P2T

in each flexible GMRES iteration means to solve the system P2Dz = v or
P2T z = v, respectively, see [9]. As D is diagonal, this solution reduces in both
cases to the solution of system S2z̄ = v̄0. There v̄, z̄ denote vectors created by
the first two blocks of v, z, v̄0 = v̄ for P2D, whereas v̄0 contains a modification
of v̄ for P2T . The system S2z̄ = v̄0, with S2 described in (6), is solved by
inner iterations with accuracy ε1. The big advantage is that the matrix S2

has not to be formed explicitly, only matrix by vector multiplication with S2

described in (6) has to be implemented. Flexible variant of GMRES on level
1, allows even a very crude solution of the system with S2, see Tab. 1. As
S2 is symmetric and positive definite, we can use the CG method or better
its flexible variants (e.g. [3] and the references therein) for inner iteration.
Within each inner iteration, we apply a left preconditioner.

3. innermost level. The application of the preconditioners P2a or P2b from (7)
requires the solution of two systems. Note that both these systems are again
symmetric and positive definite. For P2a, we have two systems with already
assembled matrices, but the efficiency of P2a is low. For application of P2b

preconditioner, we have not assembled the matrices (matrix free implemen-
tation) if we again solve these systems iteratively, now with an inner-inner
iterative method accuracy ε2. But there is a further discussed question how
to get an efficient preconditioner for the inner-inner iterations.

The above computing scheme was used for development of a test code in
MATLAB. It uses FGMRES in the outer iterations and standard CG with P2b
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preconditioner for inner iterations. In the innermost level, we assembly the diag-
onal systems for P2b and solve them either directly (using the backslash solver) or
by application of an inner-inner CG method with incomplete Choleski factoriza-
tion preconditioners. The performance of such method applied to the described
model problem, namely numbers of outer and inner iterations, can be seen in
Table 1.

Table 1. Numbers of iterations for solving the model problem with accuracy ε =
10−6 . Columns 2D and 2T provide numbers of outer iterations for P2D and P2T
preconditioners, columns (ii) provide total sums of the corresponding inner iterations.
The rows correspond to heterogeneity with variance σ̃ = 0, 1, 2.

preconditioner preconditioner preconditioner
ε1 = 10−6 ε1 = 10−4 ε1 = 10−2

σ̃ 2D ii 2T ii 2D ii 2T ii 2D ii 2T ii

0 8 784 2 200 8 557 4 908 11 413 6 179
1 8 1265 2 324 8 892 4 411 11 667 6 329
2 8 1706 3 641 8 491 4 565 11 834 6 423

Note that the blocks in P2b are solved by the inner-inner preconditioned
CG iterations with accuracy ε2 = 10−6. Here we use the incomplete Choleski
preconditioner defined by drop tolerance 0.0005 and diagonal compensation by
10−5 for the elasticity block and 5 · 10−4 for the second block corresponding to
fluxes. We can see relatively small numbers of outer iterations (2 outer iterations
for exact P2D are confirmed by the theory). We can see that the dependency on
the inner accuracy ε1 is not too high, which favourite to use a lower accuracy
ε1 in computations. Note that more numerical experiments are planned and will
be reported elsewhere.

To solve large scale 3D problems, we attempt to implement the above scheme
with the aid of C++ and Trilinos library. This way of implementation is sup-
ported by a collaboration with P. Arbenz and E. Turan from ETH Zurich with
a possibility to use their code PorFE, which implements 3D poroelasticity with
preconditioners P1D, P1T , see [1].

PorFE implements the blocks of the matrix (3) as follows:

– the elasticity matrixA is implemented with 3×3 blocks as a Epetra RowMatrix,

– the matrices M, Bup and Bvp are implemented as Epetra CrsMatrix,

– the diagonal matrix D is implemented as Epetra Vector.

This storage provides possibility to implement matrix by vector multiplica-
tion with A in the outer iterations. The preconditioner is defined as an Epe-
tra Operator. For inner iterations the matrix by vector multiplication can be
implemented with usage of the blocks stored as above. The remaining question
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is how to implement solution of systems with matrices

A+BTupD
−1Bup and M +BTvpD

−1Bvp. (8)

The possible way is in simplification of the first matrix to A (some support for
this and an alternative view can be found in [4]) and handling the second system
similarly as for S1 in (4).

Trilinos provides us also parallelization, which we do not have to take care
about during the implementation, but we have to take care about distribution
of vectors and matrices in meaning of splitting data into as many parts as many
processes we run.

5 Conclusions

In this paper we discussed the solution of poroelasticity problems with special
block structured matrix preconditioners. We showed how to choose and imple-
ment such preconditioners based on Schur complements.
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Martin Menš́ık1,2, and Alexandros Markopoulos1

1Centre of Excellence IT4Innovations
2Department of Applied Mathematics, FEECS,
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Abstract. We describe a hybrid FETI (Finite Element Tearing and In-
terconnecting) method based on our variant of the FETI type domain
decomposition method called Total FETI. In our approach a small num-
ber of neighboring subdomains is aggregated into the clusters, which re-
sults into the smaller coarse problem. To solve the original problem Total
FETI method is applied twice: to the clusters and then to the subdo-
mains in each cluster. This approach simplifies implementation of hybrid
FETI methods and enables to extend parallelization of the original prob-
lem up to tens of thousands of cores due to the coarse space reduction
and thus less memory requirements. The performance is demonstrated
on a linear elasticity benchmark.

1 Introduction

The goal of this paper is to describe a hybrid FETI method based on our variant
of the FETI type domain decomposition method called Total FETI [5].

The original FETI algorithm, where only the favorable distribution of the
spectrum of the dual Schur complement matrix [2] was considered, was efficient
only for a small number of subdomains. So it was later extended by introducing
a natural coarse problem [3, 4], whose solution was implemented by auxiliary
projectors so that the resulting algorithm became in a sense optimal [3, 4].

In Total FETI method [5] also the Dirichlet boundary conditions are enforced
by Lagrange multipliers. Hence all subdomain stiffness matrices are singular with
à-priori known kernels which is a great advantage in the numerical solution. With
known kernel basis we can regularize effectively the stiffness matrix [6] and use
any standard Cholesky type decomposition method for nonsingular matrices.

Even if, there are several efficient coarse problem parallelization strategies
[7], still there are size limitations of the coarse problem. So several hybrid (mul-
tilevel) methods were proposed [9]. The key idea is to aggregate small number of
neighboring subdomains into the clusters, which naturally results into the smaller
coarse problem. In our Hybrid Total FETI, the aggregation of subdomains into

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2012, pp. 385–391.
VŠB – Technical University of Ostrava, FEECS, 2012, ISBN 978-80-248-2769-8.
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the clusters is enforced again by Lagrange multipliers. Thus Total FETI method
is used on both cluster and subdomain levels. This approach simplifies imple-
mentation of hybrid FETI methods and enables to extend parallelization of the
original problem up to tens of thousands of cores due to less memory require-
ments. This is positive effect of reducing the coarse space. The negative one is
getting worse convergence rate comparing with the original TFETI.

2 Hybrid Total FETI

Let us consider the problem of linear elastictiy. To apply H-TFETI approach to
solve the problem, we first of all tear the body from the part of the boundary with
the Dirichlet boundary condition as in Total FETI approach. Then we decompose
the body into the clusters and the clusters into the subdomains. Finally, we
introduce new “gluing” conditions on the subdomain interfaces to ensure the
continuity of the solution and on the boundaries with imposed Dirichlet data.

Let domain Ω be decomposed into Nc relatively large non-overlapping clus-
ters of the diameter Hc and let each cluster be decomposed into Ns all floating
non-overlapping subdomains of diameter Hs. The total number of subdomains
is then N = Nc×Ns. To ensure the continuity of the displacements and of their
normal derivatives across the interface we have to introduce so called gluing
conditions.

The resulting quadratic programming (QP) problem reads as

min
u

1

2
u>Ku− f>u subject to Bu = c, (1)

where

K =




K1

K2

. . .

KN


 (2)

denotes a symmetric positive semidefinite stiffness matrix of order n, B denotes
an m × n full rank constraint matrix, f ∈ Rn is a load vector, and c ∈ Rm is a
constraint vector.

The fact that the blocks Ki corresponding to Ωi are positive semidefinite
sparse matrices with kernel bases known à-priori enables us to regularize each
block and then decompose it efficiently using the standard (sparse) Cholesky
factorization for non-singular matrices [14]. The load vector f describes the nodal
forces arising from the volume forces and/or some other imposed traction.

The matrix B = [B>g , B>D]> ∈ Rm×n also called jump operator and the

vector c = [o>, c>D]> enforce the continuity at the interface variables and the
Dirichlet data. Typically m, number of Lagrange multipliers, is much smaller
than n, number of degrees of freedom. The matrix B is constructed using values
{−1, 0, 1} in such a way, that the values of the solution u associated with more
than one subdomain coincide when Bgu = o and the values of the solution u on
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the boundary with the Dirichlet condition satisfy BDu = cD. Let us note that B
can be directly assembled to have orthonormal rows by only special treating of
the rows of B corresponding to the nodes shared by more than two subdomains.

The problem (1) has the same structure as in standard Total FETI method
and could be solved by this standard approach. However, to describe the H-
TFETI method, we will consider the problem (1) in the form

min
1

2
u>Ku− u>f subject to

{
B0u = c0
B1u = c1

, (3)

where the equality constraints are split up into two parts. The first part B0u =
c0 := o consists of m0 equalities enforcing the continuity in the subdomain
corner nodes of each cluster, while B1u = c1 consists of m1 equalities enforcing
the continuity across the rest of the subdomain interfaces and the Dirichlet
condition.

The KKT optimality conditions lead to the saddle point problem



K B>0 B>1
B0 O O
B1 O O






u
λ0

λ1


 =




f
c0
c1


 (4)

or [
K̃ B̃>

B̃ O

] [
ũ

λ̃

]
=

[
f̃
c̃

]
, (5)

where K̃, B̃, ũ, λ̃, f̃ , and c̃ respect the block structure indicated in (4).
The first equation of the system (5) has a solution iff

f̃ − B̃>λ̃ ∈ ImK̃, (6)

which can be expressed more conveniently by means of a matrix R̃ whose
columns span the null space of K̃ as

R̃>(f̃ − B̃>λ̃) = o, (7)

where

R̃ =




R1
c

. . .

RNc
c

O O O


 and Ri

c =




R1,i

...
RNs,i


 , (8)

with Rp,i, p = 1, . . . , Ns meaning the pth subdomain of the ith cluster. As
the kernel bases of the subdomains are known à-priori, the blocks Rp,i may
be assembled directly from the segments Rk defined for the kth mesh node as
follows

Rk =

[
1 0 −yk
0 1 xk

]
in 2D and Rk =




1 0 0 0 −zk yk
0 1 0 zk 0 −xk
0 0 1 −yk xk 0


 in 3D. (9)
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In order to eliminate the primal variables ũ from the singular system given by
the first equation in (5) we use a generalized inverse matrix K̃+ to K̃ satisfying
K̃K̃+K̃ = K̃. It may be easily verified that if ũ is a solution to the first equation
of (5), then there exists a vector α̃ such that

ũ = K̃+(f̃ − B̃>λ̃) + R̃α̃. (10)

Substituting (10) into the second equation of (5) and using (7), we get

[
B̃K̃+B̃> −B̃R̃

−R̃>B̃> O

] [
λ̃
α̃

]
=

[
B̃K̃+f̃ − c̃

−R̃>f̃

]
. (11)

Let us introduce new notation

F̃ = B̃K̃+B̃>, g̃ = B̃K̃+f̃ − c̃,

G̃ = −R̃>B̃>, ẽ = −R̃>f̃ ,

so that the system (11) reads as

[
F̃ G̃>

G̃ O

] [
λ̃
α̃

]
=

[
g̃
ẽ

]
. (12)

As in standard TFETI we introduce orthogonal projector P̃ = I−G̃>(G̃G̃>)−1G̃
onto the kernel of G̃. Applying P̃ to (12) we get

P̃F̃λ̃ = P̃g̃ subject to G̃λ̃ = ẽ (13)

and after homogenization of the constraints we get

P̃F̃λ̃Ker = P̃(g̃ − F̃λ̃Im) for λ̃Ker ∈ KerG̃, (14)

where λ̃Im = G̃>(G̃G̃>)−1ẽ and λ̃ = λ̃Ker + λ̃Im.

Lemma 1. The matrix P̃F̃ is symmetric positive definite on KerG̃.

Proof. Let µ ∈ KerG̃. Then o = G̃µ = −R̃>B̃>µ = −R̃>v, where v = B̃>µ.
Hence v ∈ ImB̃> ∩ ImK̃. It is enough to show that σmin(P̃F̃|KerG̃) > 0, where
σmin(X) denotes the smallest eigenvalue of X. We get

σmin(P̃F̃|KerG̃) = min
µ∈KerG̃

µ6=o

µ>P̃F̃µ

µ>µ
= min

µ∈KerG̃
µ6=o

µ>B̃K̃+B̃>µ

µ>B̃B̃>µ
· µ
>B̃B̃>µ
µ>µ

(15)

= min
v∈ImB̃>∩ImK̃

v=B̃>µ, µ∈KerG̃, µ6=o

v>K̃+v

v>v
· µ
>B̃B̃>µ
µ>µ

> 0 (16)

using µ>P̃F̃µ = µ>F̃µ for µ ∈ KerG̃, B̃B̃> = I, and the fact that v>K̃+v is
independent of the choice of K̃+ iff v ∈ ImK̃. The symmetry is obvious. �
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Because of Lemma 1 the problem (14) may be solved efficiently by PCGP
(Preconditioned Conjugate Gradient with Projectors) algorithm.

In every PCGP iteration we need to compute x̃ = K̃+b̃, where b̃ is a given
vector. To do this we solve the system

K̃x̃ = b̃ ⇐⇒
[
K B>0
B0 O

] [
x0

µ0

]
=

[
b0

d0

]
(17)

by a TFETI based solver again. Using

x0 = K+(b0 −B>0 µ0) + R0β0, (18)

and substituting it into the second equation in (17) we get

[
F0 G>0
G0 O

] [
µ0

β0

]
=

[
g0

e0

]
, (19)

where
F0 = B0K

+B>0 , g0 = B0K
+b0 − d0,

G0 = −R>0 B>0 , e0 = −R>0 b0,

and

R0 =



R1

. . .

RN


 , N = Nc ×Ns. (20)

We note that matrices Rj , j = 1, ..., N in (20) are the same as Rp,i, p =
1, ..., Ns, i = 1, ..., Nc in (8) with j = (i − 1) · Ns + p. To obtain full-rank
matrix Ḡ0 = −R̄>0 B>0 we introduce matrix R̄0, which is obtained from R0 by
deleting the block columns corresponding to the last subdomains of all clusters.
Let ē0 = −R̄>0 b0.

Lemma 2. Let K+ := K−1ρ be the symmetric positive definite generalized pseu-
doinverse obtained by the regularization of K introduced in [14]. Then the matrix
F0 is symmetric positive definite on Rm0 .

Proof. The proof follows immediatelly from the full-rank of B0 and the positive
definiteness of the matrix K+. �

Obviously using the above lemma and replacing G0 and e0 by G0 and e0
in (19) we get well defined saddle-point system which can be solved by PCGP
again or because of its small size by a direct solver.

3 Numerical experiments

The proposed massively parallel HTFETI algorithm was implemented in C++
using PETSc library as a linear algebra backbone. The code was compiled by
Cray compiler with a MPI library optimized for the architecture of the HEcTOR
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supercomputer at EPCC in Edinburgh. For the main scalability benchmark we
chose a simple 2D geometry. We modeled a square steel box fixed on the left
side and deformed only by its own weight. The square was decomposed into the
increasing number of subdomains with a constant number of nodes (121× 121).
These subdomains were organized into square clusters per 16. This hierarchy
fitted the structure of the hardware - each computing node was formed by two
16-core AMD Opteron 2.3GHz Interlagos processors. All matrices and vectors
related only to the clusters are stored directly on the node occupied by that
cluster. Thanks to that all the operations inside the clusters were done in shared
memory minimizing a communication overhead and the memory requirements
are well distributed over the machine.

Table 1. Performance of the HTFETI implementation with the lumped precon-
ditioner.

Subdomains DOFs Iter. Init. [s] Sol. [s] Total [s]
400 11.712.800 115 50 46 96
1024 29.984.768 122 53 47 100
1936 56.689.952 122 53 50 103
4624 135.399.968 127 56 55 110
7744 226.759.808 127 65 61 126

The results match our original assumptions about the behaviour of the al-
gorithm. We can notice substantially higher number of iterations in comparison
with the results of the TFETI algorithm [7] applied to the similar benchmark.
This is due to the reduced coarse space working as a preconditioner. The linear
loss of efficiency with rising number of used cores was partly caused by the in-
creasing number of iterations and partly by increasing hardware overhead. On
the other hand a problem with such a number of subdomains would not be possi-
ble to solve on the same machine with original TFETI algorithm due to memory
requirements on the master node.

4 Conclusions

Current state of implementation challenge us by multiple topics. We would like to
increase its effectivity by using fast direct solvers in shared memory of clusters
(such as Pardiso or MUMPS). Besides to that we are working on thorough
numerical analysis of the algorithm and on the development of more efficient
preconditioner.
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Abstract. Contact mechanics is an important part of the computational
mechanics which deals with modelling of interfacial phenomena between
bodies in mutual contact. Our work extends the framework for contact
between elastic body and rigid obstacle presented by Krause and Mohr.
We mainly focus on formulating physically admissible contact condition
using the signed distance function computed via level set framework.

Keywords: level set, contact problems, elasticity

1 Introduction

Contact mechanics is an important part of the computational mechanics which
deals with modelling of interfacial phenomena between bodies in mutual contact.
Such problems may eventually occur in any complex mechanical system. There-
fore the real world applications may range from a design of mechanical bearing
to modelling of an artificial joint. One of the biggest problems from implemen-
tation point of view is the correct representation of a non-penetration condition
and proper contact localization. In this work, we focus on the problem of contact
between two elastic bodies using the level set method for an approximation of a
gap function. The idea was originally presented by Krause and Mohr in [1] for a
contact between an elastic body and a rigid foundation.

2 Contact problem between two deformable bodies

Our testing setup (shown in Figure 1) consists of a elastic body Ω ⊂ R2 with
Lipschitz boundary ∂Ω and a rigid obstacle O ⊂ R2. The boundary ∂Ω of the
elastic body consists of three disjoint parts: the Dirichlet boundary ΓD, the
Neumann boundary ΓN and contact boundary ΓC .

In the following text, we denote deformations of elastic body by u. The
deformations are defined as a map u : Ω → R2 and are restricted by the rigid
obstacle O. This non-penetration condition could only be enfroced by allowing
the deformations that fullfils the kinematic contact condition

int(u(Ω) ∩O) = ∅. (1)

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2012, pp. 392–398.
VŠB – Technical University of Ostrava, FEECS, 2012, ISBN 978-80-248-2769-8.
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Fig. 1: Initial setup for rigid body contact problem.

Since this condition is not very suitable for direct computation, we introduce
slightly different formulation based on a signed distance function dO : R2 → R
as presented in [1]

dO(x) = dist(x, OC)− dist(x, O), (2)

where OC is complement to the rigid the obstacle O. Taking into account contact
zone ΓC (defined earlier) the non-penetration condition is equivalent to

dO(u(x)) ≤ 0,∀x ∈ ΓC . (3)

Also, we need to define potential energy of the examined system. This is done
via energy functional

J(u) :=
1

2
a(u,u)− b(u),

where the bilinear form

a(u,v) :=
2∑

p=1

∫

Ωp

cpijkl(u
p)epkl(v

p) dΩ, epkl :=
1

2

(
∂upk
∂xpl

+
∂upl
∂xpk

)

represents the inner energy of the bodies and the linear form

b(u) :=
2∑

p=1

∫

Ωp

(g)>up +

∫

Γp
N

(Fp)>up dΓ

represents the work of applied volume forces and tractions on the Neumann parts
of the boundaries.

To summarize our problem, we need to solve constraint minimization problem

min J(u), ∀u ∈W 1,p(Ω,R2),

u(x) = û(x), ∀x ∈ ΓD, (4)

dO(u(x)) ≤ 0, ∀x ∈ ΓC ,

where the initial deformations are prescribed on ΓD with given deformation
û ∈ W 1,p(Ω,R2).
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The accurate approximation of signed distance dO could pose a tricky prob-
lem when working with complex concave geometries. One possible solution is to
utilize level set framework and to compute signed distance based on interface
motion, as will be described in the following text.

3 Level set methods

The level set method is relatively new method for modelling complex closed ob-
jects. It combines low-level volumetric representation, methods for deformable
implicit surfaces and robust numerical schemes, providing powerful novelty ap-
proach for modelling shapes. In our work, we have used level set framework to
overcome problems of patching two different finite element meshes as well as to
allow computation of complex shapes. It is worth noting that we only work with
closed interfaces and thus we always can determine interior and exterior of the
body.

3.1 Signed distance

The accurate representation of the implicit function lies right in the heart of
the level set framework. In the heart of the level set framework lies accurate
representation of implicit function. As Osher stated in [2], the best choice is to
use signed distance function (SDF) as the approximation to the implicit function.
In this section, we use slightly different definition of SDF according to [2]

φ(x) :=

{
d(x, ∂Ω) for x outside of Ω
−d(x, ∂Ω) for x inside of Ω

, (5)

with

d(x, ∂Ω) := min(|x− x∂Ω |),
where d(x, y) ∈ R is standard euclidean distance. Although equation (5) seems
different from equation (3) it states the same property. Signed distance function
is differentiable almost everywhere, which is important for computation of some
geometrical properties like unit outward normal

N(x) =
∇φ
|∇φ| , (6)

and curvature

κ = ∇ ·N(x) (7)

and for numerical schemes used in evolution solvers.
Figure 2 shows signed distance computed around the rectangular interface

(gray contour). In this way, arbitrary front could be embeded in higher dimen-
sional function φ(x). And this is exactly what we need to do when approximating
the non-penetration condition in equation (4).



Solution of Contact Problems with Level Set Based Conditions . . . 395

Fig. 2: Signed distance around square interface.

3.2 Fast marching

One of the possibilities to construct the signed distance function is to utilize fast
marching method. Fast marching was first proposed by Sethian in his paper [3]
where he described an efficient solver for Eikonal equation

F |∇φ| = 1.

Solving Eikonal equation with the right choice of F satisfies the properties of
signed distance function. One of the possibilities is to choose

F =
1

max(dx, dy)
, (8)

where dx, dy is resolution of cartesian grid.
In our work, we use Hassouna variant, multi-stencil fast marching method

introduced in [4]. This method offers better accuracy than the original and its
implementation is straightforward.

4 Algorithm

To solve problem (4), one has to compute approximation of the distance function
dO. The key idea presented in [1], is to use signed distance as the approximation
of a gap function between rigid obstacle and elastic body. The initial setup is
shown in Figure 3. The second part of Figure 3 shows signed distance computed
around the original rigid obstacle.

Huge benefits of rigid body is its static behaviour. This allows us to compute
signed distance function only once in initialization phase and then utilize fast
search methods to locate the distance. Simply speaking, the signed distance
function around the rigid obstacle is computed only once in the initialization
step and than referenced as a table mapping distance.

Our implementation uses bisection method [5] to localize coordinate in the
distance matrix. And in case when coordinate is not available in precomputed
distance matrix the bilinear interpolation is used to return the correct value.

As mentioned beforehand, we followed the method presented in [1]. However,
our approach slightly differs in choice of a problem solver. Krause and Mohr used
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Fig. 3: A signed distance field computed around the rigid obstacle (circle).

their multigrid method [1] to solve the primal problem. Instead our algorithm
uses the MPRGP algorithm, proposed by Dostál in [6] to solve the dual problem.
Our version of Krauses algorithm is summarized in Algorithm 1 and it is worth
noting that this is the only brief pseudocode. More detailed description of the
dual problem methods can be found in Dostáls book [6].

The rest of the Algorithm 1 is best illustrated in attached videos. In each
iteration the partial solution is computed with use of precomputed distance and
gradient. Then the computed solution is added to the final solution and the
termination condition is checked. This is known as a quasistatic approach to the
contact problem and was previously described in [7].

As could be seen in attached videos the presented algorithm works well even
for non-convex obstacles which was design purpose.

Algorithm 1 Algorithm for rigid body contact.

Initialize φ, ∇φ, tol
while ‖∆u‖

‖u‖ < tol do

Solve : ∆u← min∆uTA∆u− bT∆u,
subject to: B∆u+ φ(u) ≤ 0
u← u+∆u

end while

5 Further work

Here we conclude our work with final remarks on current work in progress.
Currently, we are extending previously presented algorithm to support contact
with multiple elastic bodies. Our actual algorithm wraps all colliding bodies
with signed distance and uses it in further computation. Because of dynamic
nature of the interface movement, we could not utilize the same approach as
was originally intended. Instead we had to rebuild the level set in every iteration
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to satisfy the increment in nodal displacement. The displacement increment of
two colliding bodies is illustrated in Figure 4 with final stress and displacement
shown in Figure 5.
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Fig. 4: Iteration progress of our proposed method.
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Fig. 5: Final stress and displacement for both bodies.

This version is still consuming a lot of CPU. Because of this we need to
investigate further speedup possibilities. Further work contains: 1) implementing
fast version of level set framework, 2) accelerate collision detection in dynamic
problem, 3) find a way to reuse previously computed data.
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VŠB – Technical University of Ostrava, 17. listopadu 15, 708 33 Ostrava – Poruba

pavlina.kuranova@vsb.cz
2University Hospital of Ostrava, Clinic of Occupational and Preventive Medicine,

17.listopadu 1790, Ostrava-Poruba, Czech Republic

       

     

      
 

       

    

     

  

 
 

     

      

   

  
 

 

Abstract. The Phadiatop test was developed for screening of allergic sensi-

tization. As the Phadiatop test is not cheap, the aim of our research is to ap-

proximately predict results of the phadiatop test by a probalistic model. Our 

database is based on patients who underwent examinations of the Phadiatop 

test at the Clinic of Occupation and Preventive Medicine, University Hospital 

of Ostrava, Ostrava, Czech Republic. The probabilistic prediction model has 

been verified on a consistent database of approximately 400 patients. Then, 

the second sensitivity analysis study has been performed and the prediction 

model has been finally simplified. As a result of the model simplification pro-

cess, the final prediction model depends only on two independent variables 

(asthma and allergic rhinitis). The developed model is able to predict the ap-

proximate results of the Phadiatop test with 70% probability, which may rep-

resent a significant financial saving for the public health sector. 

 
Keywords: Logistic regression, medical data, atopy, Phadiatop test. 

1   Introduction 

The atopy rate of inhabitants of the Czech Republic is increasing. Atopy could be 

understand as a personal or family predisposition to become, mostly in childhood or 

adolescence, hypersensible to normal exposure of allergens, usually proteins. These 

individuals are more sensitive to typical symptoms of asthma, for example eczema. 

The Phadiatop test is used as a measure of atopy.  

In the original prediction model that has been created for the Phadiatop test, we 

used two groups of variables, namely family and personal anamneses [4]. The results 

of the sensitivity analysis excluded the variables of family anamnesis.  Thus the 

prediction model considers only four variables of the personal anamnesis [4-5]. 

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2012, pp. 399–404.
VŠB – Technical University of Ostrava, FEECS, 2012, ISBN 978-80-248-2769-8.
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According to disease severity, results of the Phadiatop test are divided into the six 

following groups: Groups 0 and I indicate none or weak form of atopy and the re-

maining groups (II, III, IV, V, VI) indicates increasing severe forms of the atopic 

symptoms. Knowledge of results of the Phadiatop test is very important especially for 

diagnosis of allergic dermatoses and also for the professional medical care of travel-

lers [2], [3]. 

Information obtained from the personal anamneses questionnaires has been used 

for presence of asthma, allergic rhinitis, eczema or other forms of allergy (contact 

allergy, food allergy, and the other symptoms of an allergy). The personal anamnesis 

of each patient has been paired with results of the real Phadiatop test. Then, we cre-

ated and verified a probabilistic classification model of patients into one of two 

groups of the Phadiatop test.  

All mathematical operations are performed on the basis of those described in litera-

ture, see [1], [6]. All calculations were made in Matlab and Statgraphics software. 

2   Problem Solution 

The tested biomedical database is from the University Hospital of Ostrava, De-

partment of Occupational and Preventive Medicine, Ostrava, the Czech Republic. 

The logistic regression technique is used in order to predict results of the Phadiatop 

test. The medical database contains Phadiatop test information and personal anam-

nesis of 1027 patients.  

 

Patients in Group 0 have Phadiatop test 0 or I (no visible symptoms), so no 

treatment is necessary for these patients. The remaining patients with Phadiatop test 

II – VI are members of Group 1. For these patients, a medical treatment is necessary.   

We have one dependent variable Y=PhModel, which depends on four independent 

variables: asthma, allergic rhinitis, eczema and others. Variable Y can be 0 or 1, 

according to the membership of a patient to Group 0-I or Group II-VI, respectively. 

Values of independent factors were obtained from medical experts. The expert sever-

ity scores are presented in Table 1. Here the category “Others” represents the score of 

various types of allergies (food allergies, etc). The independent variable of the lo-

gistic regression was obtained as a sum of these scores for each patient of the data-

base.  
Table 1. Expert severity scores for personal and family anamneses. 

Factor Asthma Allergic rhi-

nitis 

Eczema Others 

Score 10 8 6 4 

 

The logistic regression model has the form:   ,443322110 xxxxxg    

where 4,3,2,1,0,  ii  are logistic regression coefficients and vector x has 

four components: .,,, 4321 othersxeczemaxrhinitisallergicxasthmax   

The dependence
  x  on x has the form:  
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Here  x  denotes the probability of occurrence of Phadiatop Group, i.e.  x = 

PhModel. Unknown coefficients 4,3,2,1,0, ii  are determined by the maximum 

likelihood method. In our case, the maximum likelihood method for our logistic 

regression model can be expressed as  
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The estimation of regression parameters   is provided by maximization the log-

arithm of the maximum likelihood function, which can be expressed as: 
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Now the logistic regression model can be used for predictions, whether the pa-

tient with given symptoms of atopy is a member of the selected Phadiatop group. The 

quality of a probabilistic prediction model can be characterized by terms: Sensitivity, 

Specifity, Positive and Negative Predictive Values [7]. 

4   Prediction results of the logistic model: full database 

In the first step, we have tried to create a prediction model of the Phadiatop test by 

assuming all of the supplied data corresponding to 1 027 patients. Then, the devel-

oped model has been tested using the same data. We have obtained the following 

global prediction model: 

 

)7(1549.00765.0

3156.01528.04856.1
1

ln

othersekzema

rhinitisallergicasthma
PhModel

PhModel














 

Our model has one dependent variable (PhModel) and four independent varia-

bles: asthma, allergic rhinitis, eczema and others. 

 

 The prediction results of the global model (7) are summarized in Table 3. For ex-

ample, there were 166 “true positive” patients with the positive Phadiatop test 

(PhTest=1) correctly recognized by the prediction model as PhModel=1. Similarly, 

there were 641 “true negative” patients, i.e. patients with negative Phadiatop test 

(PhTest=0) correctly recognized by the prediction model as PhModel=0.  
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Table 2. Prediction results of the logistic regression model: the global model, 1 027 patients. 

 PhModel=1 PhModel=0 

PhTest=1 166 (TP) 165 (FN) 

PhTest=0 55 (FP) 641 (TN) 

Sensitivity 

(SE) 

Specificity 

(SP) 

Positive 

predictive 

value 

(PPV) 

Negative pre-

dictive value  

(NPV) 

0.50 0.92 0.75 0.80 

 

A negative result from the Table 2 is very good at reassuring that a patient has no 

serious atopic syndrome, (NPV = 80%) and at this initial screen correctly identifies 

92% of those who do not have the serious atopic syndrome (the specificity).  

4   Prediction results of the logistic model: a reduced database 

All of the incomplete filled records in the medical database belongs to patients 

with PhTest=0. In Section 4, these incomplete records have been replaced by zeros, 

because it had been expected that all positive allergic symptoms were stored in the 

database. In contrary to the previous section, this section brings prediction results of 

a case when all of the incomplete filled database records have been removed from the 

database. By this pre-processing process, i.e. by removing these incomplete filled 

records, the reduced database has had finally 376 records. For these records, we have 

created a novel prediction model - Model 2:  

 

)8(0623.00113.0

2675.01251.09765.0
1

ln

othersekzema

rhinitisallergicasthma
PhModel

PhModel














The prediction results of this model are presented in Table 3. For example, there 

have been observed 166 “true positive” patients. It means sick patients with PhTest = 

1 has been correctly recognized by the prediction model as PhModel=1. Furthermore, 

the number of patients with a positive PhTest is 166+49=215. 

 
 Table 3. Prediction results of the regression model (8) for  376 patients. 

 PhModel=1  PhModel=0 

PhTest=1 166 (TP) 49 (FN) 

PhTest=0 55 (FP) 106 (TN) 

Sensitivity 

(SE) 

Specificity 

(SP) 

Positive 

predictive 

value (PPV) 

Negative 

predictive 

value 

(NPV) 

0.77 0.66 0.75 0.68 
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As a result, a sensitivity of 166/215= 77% means that the model correctly recog-

nizes 77 % actual positives – i.e. 77 % sick people are correctly recognized as being 

ill. The prediction model is also good at confirming the sick people (PPV = 75%). 

 

The percentages of the model sensitivity indicate that the prediction outcome is a 

slightly better than the prediction outcome for the complete database of 1 027 pa-

tients: By removing incomplete filled records, only the fully relevant data is ana-

lyzed.  

Let us also note, that although the database has been significantly reduced, results 

corresponding to the column “PhModel=1” of Table 2 and Table 3 are the same. 

The prediction model of the reduced database (Model 2) has also been a subject of 

statistical tests; see Tables 4 and 5. 
            Table 5. Test of statistical significance for                

Table 4. Model 2: Analysis of deviance.                             Model 2. 

Source 
Vari-

ance 
Df P-Value 

 
Factor Chi-Square Df P-Value 

Model 84.8205 4 0.0000  Asthma 13.9485 1 0.0002 

Residual 482.644 371 0.0207  Allergic 

rhinitis 

56.2333 1 0.0000 

Total (corr.) 513.464 375   Ekzema 0.0356 1 0.8503 

     Others 0.6814 1 0.4091 

 

Table 5 shows that the variables eczema and/or others are statistically insignifi-

cant and may be excluded from the prediction model. By excluding these statistically 

insignificant variables we obtain the following prediction model – Model 3: 

 

)9(2538.01189.07927.0
1

ln rhinitisallergicasthma
PhModel

PhModel










  
 

Even this prediction model has been a subject of the accuracy testing for a patient 

inclusion in two Phadiatop groups. Based on these results we can conclude that the 

reduced model (Model 3) works exactly the same as in the case where we have four 

variables (Model 2). 

6   Conclusion 

The Phadiatop test is a powerful but an expensive technique developed for screen-

ing of allergic sensitization. For this reason we have constructed a probabilistic mod-

el, which evaluates data from a personal questionnaire obtained from patients with 

suspected allergic diseases. In the prediction model, just the personal history of pa-

tient’s allergic diseases is evaluated. Only asthma and allergic rhinitis seem to be 

significant factors for the Phadiatop prediction model, because all of the remaining 

attributes have been shown to be statistically insignificant and therefore these insig-

nificant attributes have been removed from the prediction model. The prediction 
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model has interesting properties: the statistical testing over a real patient database 

indicates that 77% sick people have been correctly recognized as being ill. Thus, 

approximately only every fourth sick patient has been wrongly classified by the de-

veloped prediction model as being healthy.  

In future research, we would like to cooperate with medical experts from the 

Clinic of Occupational and Preventive Medicine in order to minimize consequences 

of false positive and false negative predictions. Moreover, we would like to extend 

the prediction model in order to be able to predict more than two groups of the Pha-

diatop test. 

 
Acknowledgement: This work was supported by the European Regional Development Fund 

in the IT4Innovations Centre of Excellence project (CZ.1.05/1.1.00/02.0070) and the FEECS 

VŠB – Technical University of Ostrava (Project No. SP2012/180). 

 
This contribution is copyrighted by the Mendel 2012, 18th 

International Conference on Soft Computing, see the reference: Kuráňová P., Praks P., Hajdu-

ková Z.: Improving the Probabilistic Prediction 

Model of the Phadiatop Test by Data Pre-processing. In Mendel 2012: 18th 

International Conference on Soft Computing. Brno University of Technology, 

Brno, 2012, s. 500-504. ISSN 1803-3814. ISBN 978-80-214-4540-6 

References 

1. Hosmer, D.W. & Lemeshow S., Applied Logistic Regression. NewYork: Wiley-

Interscience, 2000 

2. Hajduková, Z. & Vantuchová, Y. & Klimková, P. & Makhoul, M. & Hromádka R., Atopy 

in patiens with allergic contact dermatitis, Jurnal of Czech Physicians: Occupational ther-

apy, No.2, 2009, pp. 69-73. In Czech.  

http://www.prolekare.cz/casopis-lekaru-ceskych-clanek?id=5780 

3. Hajduková, Z. & Pólová, J. & Kosek V., The importance of Atopy Investigation in the 

Department of Travel Medicine, Allergies: Magazine for continuous education in allergy 

and clinical immunology, No.2, 2005, pp. 106-109. in Czech. 

http://www.tigis.cz/alergie/alergie_2_2005/obsah_f.htm 

4. Kuráňová P., Hajduková Z. & Praks P., Logistic regression as a tool for athopy investiga-

tion, Mendel- 16th International Conference on Soft Computing 2010, pp.187-190. 

5. Kuráňová P., The processing of the medical data with the use of logistic regression, Relia-

bility & Risk Analysis: Theory & Applications (R&RATA), Journal of international group 

on reliability, ISSN 1932-2321. 

6. Rabasová M., Briš R. & Kuráňová P., Modified logistic regression as a tool for discrimin 

tion.  Reliability, Risk and Safety:Theory and Applications. R. Briš, C. Guedes Soares, S. 

Martorell (eds.); Vol 3, 2010, pp.1967-1972 

7. Mangrulkar Rajesh S., Gruber S., Patients and Populations: Medical Decision-Making 

First Steps Towards Lifelong Learning. University of Michigan, Retrieved 3 May 2012. 

      http://open.umich.edu/sites/default/files/m1-patientspopulations-medicaldecisionmaking-

syllabus-f08.pdf. 



Semi-Smooth Newton Method for 2D Contact
Problems with Tresca and Coulomb Friction
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Abstract The contribution deals with contact problems for two elastic
bodies with friction. After the description of the problem we present
its discretization based on linear or bilinear finite elements. The semi–
smooth Newton method is used to find the solution. We present active
sets algorithms. The non-symmetric and symmetric case is distinguished
with using BiCGSTAB and CGM, respectively. Finally we will arrive at
the globally convergent dual implementation of the algorithm.

Keywords: contact problems, semi–smooth Newton method, dual formulation

1 Introduction

Let us consider two homogeneous isotropic elastic bodies represented by bounded
domains Ωk ⊂ R2 with sufficiently smooth boundaries ∂Ωk, k = 1, 2. Each
boundary consists of three disjoint parts Γ k

u , Γ k
p , and Γ k

c open in ∂Ωk so that

∂Ωk = Γ
k

u ∪ Γ
k

p ∪ Γ
k

c and Γ
k

u 6= ∅; The zero displacements are prescribed on

Γ k
u while surface tractions pk ∈ (L2(Γ k

p ))2 act on Γ k
p . The bodies may get

into contact on the contact interface given by Γ 1
c and Γ 2

c , where we consider
three contact conditions: the non-penetration of bodies, the transmission of con-
tact stresses, and the Coulomb friction law. Elastic properties of Ωk are de-
scribed by the Lamè constants λk, µk > 0. Finally, assume the volume forces
fk ∈ (L2(Ωk))2.

Our aim is to find an equilibrium state of Ω1 and Ω2. By the solution of this
problem we mean displacement vector fields uk = (uk1 , u

k
2)>, k = 1, 2, satisfying

the equilibrium equations and the Dirichlet and Neumann conditions.
To solve the contact problem with the Coulomb friction we use the method

of successive approximations (fixed–point approach) and in each step we solve
the problem with the Tresca friction (according to a predefined mapping).

The formulation of the contact problem with Coulomb friction results in an
implicit variational inequality of the elliptic type. If we replace the slip bounds
(of the Coulomb friction law) by an à-priori given positive function g defined
on Γ 1

c , we arrive at the contact problem with Tesca friction. This well known
problem is represented by the variational inequality of the second type for which
there is a unique solution (for an appropriate g).

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2012, pp. 405–410.
VŠB – Technical University of Ostrava, FEECS, 2012, ISBN 978-80-248-2769-8.
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2 Discrete problems

After the discretization of our problem we arrive at

Ku− f +N>λν + T>λt = 0, (2.1)

Nu− d ≤ 0, λν ≥ 0, λ>
ν (Nu− d) = 0, (2.2)

|λt,i| ≤ Fiλν,i
|λt,i| < Fiλν,i ⇒ ut,i = 0
|λt,i| = Fiλν,i ⇒ ∃ct ≥ 0 : ut,i = ctλt,i



 i = 1, . . . ,m. (2.3)

We use two Lagrange multipliers λν ,λt ∈ Rm that are the opposite of the dis-
crete relative normal and tangential contact stresses, respectively. The stiffness
matrix and the load vector are represented by K and f , respectively. Matrices
N and T are associated with the contact nodes in normal and tangential di-
rection, respectively. F stands for the coeficient of the Coulomb friction. Our
unknown vector of the nodal displacement is u. As this is just short report we
have omitted the corresponding dimensions.

In order to obtain the discrete contact problem with Tresca friction, we re-
place Fiλν,i in (2.3) by the entries gi of g ∈ Rm, g ≥ 0.

Next we use the equivalent formulation of the previous problems as the sys-
tems of non-smooth equations. We introduce the projection mappings

P Rm
+

: Rm 7→ Rm
+ PΛ(r) : Rm 7→ Λ(r)

with Rm
+ := {µ ∈ Rm : µ ≥ 0}, Λ(r) := {µ ∈ Rm : |µ| ≤ r}, respectively and

r ∈ Rm, r ≥ 0. The definitions of the components of P Rm
+

, PΛ(r) are based on

the max-function in R1:

(P Rm
+

)i(µ) = max{0, µi}, (2.4)

(PΛ(r))i(µ) = max{0, µi + ri} −max{0, µi − ri} − ri. (2.5)

Denote y := (u>,λ>
ν ,λ

>
t )> ∈ R2n+2m and consider a parameter ρ > 0. The

discrete contact problem with Coulomb friction is equivalent to the equation

G(y) = 0 (2.6)

where G : R2n+2m 7→ R2n+2m is defined by

G(y) :=



Ku− f +N>λν + T>λt

λν − P Rm
+

(λν + ρ(Nu− d))

λt − PΛ(Fλν)(λt + ρTu)


 .

2.1 Algorithms

As we use the semi-smooth Newton method (SSNM) our algorithms are based
on the following iterative scheme:

F o(y(k−1))y(k) = F o(y(k−1))y(k−1) − F (y(k−1)), k = 1, 2, . . . , (2.7)
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where F : R2n+2m 7→ R2n+2m is slantly differetiable and F o(y) is a slanting
function to F at y ∈ R2n+2m. It is well known that sequence {y(k)} generated
by (2.7) converges superlinearly to the solution of F (y) = 0 when the initial
iterate y(0) ∈ R2n+2m is a sufficiently accurate approximation of the solution.

We will show an implementation of SSNM that is equivalent to an active
set algorithm. Firstly, let us introduce notations. Let M = {1, 2, . . . ,m} be the
set of all indices and let y = (u>,λ>

ν ,λ
>
t )> ∈ R2n+2m be given. The active set

Aν := Aν(y) corresponding to the non-penetration condition is defined by

Aν(y) = {i ∈M : λν,i + ρ(Nu− d)i > 0}
and the respective inactive set is its complement Iν := Iν(y) =M\Aν(y). For
S ⊆M we introduce the diagonal matrix

DS = diag(s1, . . . , sm) ∈ Rm×m, si =

{
1 for i ∈ S,
0 for i /∈ S.

Non–symmetric case. First we propose the algorithm for direct solving dis-
crete contact problems with Coulomb friction. To this end we introduce two
inactive sets I+t := I+t (y), I−t := I−t (y) corresponding to the condition of
Coulomb friction:

I+t (y) = {i ∈M : λt,i + ρ(Tu)i > Fiλν,i},
I−t (y) = {i ∈M : λt,i + ρ(Tu)i < −Fiλν,i}.

The respective active set is At := At(y) =M\ (I+t (y) ∪ I−t (y)). After suitable
adjustments we arrive at the following algorithm.

Algorithm ActiveSetCoulomb1

(0) Set k := 1, ρ > 0, εu > 0, u(0) ∈ R2n, λ(0)
ν ,λ

(0)
t ∈ Rm.

(1) Define the active and inactive sets at y = ((u(k−1))>, (λ(k−1)
ν )>, (λ(k−1)

t )>)>:

Aν = Aν(y), Iν = Iν(y), At = At(y), I+t = I+t (y), I−t = I−t (y).

(2) Solve:




K N> T>

DAν
N DIν

0
DAt

T F(DI−
t
−DI+

t
) DI+

t ∪I−
t





u(k)

λ(k)
ν

λ
(k)
t


 =




f
DAνd

0


 .

(3) Set err(k) := ‖u(k) − u(k−1)‖/‖u(k)‖. If err(k) ≤ εu, return u := u(k),

λν := λ(k)
ν ,

and λt := λ
(k)
t .

(4) Set k := k + 1 and go to step (1).
As we deal in step (2) with non–symmetric matrices with generalized saddle–

point structure we use BiCGSTAB.
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Symmetric case. The only difference when we want to propose the algorithm
for solving the discrete problem with Tresca friction is in the definition of inactive
sets when Fiλν,i is substituted by gi. The algorithm then differs only in the
step (2). The matrix now can be made symmetric and we can use CGM. The
algorithm stays the same and the step (2) is presented below.

Algorithm ActiveSetTresca
(2) Solve:




K N>
Aν
T>

At

NAν
0 0

TAt
0 0






u(k)

λ
(k)
ν,Aν

λ
(k)
t,At


 =



f − T>

I+
t
gI+

t
+ T>

I−
t
gI−

t

dAν

0


 ,

and set λ
(k)
ν,Iν

= 0, λ
(k)

t,I+
t

= gI+
t

, λ
(k)

t,I−
t

= −gI−
t

.

In order to solve the discrete contact problem with Coulomb friction, one
can use the algorithm ActiveSetTresca in each successive approximation. In or-
der to achieve high computational efficiency, we prefer the inexact implemen-
tation in which one iteration of the algorithm ActiveSetTresca is performed. In
other words, we modify the algorithmic scheme ActiveSetTresca so that we take
g := F max{λ(k−1)

ν , 0} in the beginning of each iteration.

3 Implementation

In this section, we interpret each step (2) of algorithm ActiveSetTresca as the
minimization of a strictly quadratic objective function in terms of λ, for that one
can use the conjugate gradient method. We will arrive at the globally convergent
dual implementation of the algorithm; see [3].

We start with notations.

A = {i| i ∈ Aν} ∪ {i+m| i ∈ At} and I = {1, 2, . . . , 2m} \ A.

Denote

B =

(
N
T

)
, c =

(
d
0

)
, λ =

(
λν

λt

)
,

and

q(λ) =
1

2
λ>Aλ− λ>b,

where A = BK−1B>, b = BK−1f − c. Finally note that the gradient to q at
λ reads as

∇q(λ) = Aλ− b.
The linear system in step (2) of algorithm ActiveSetTresca reads as

(
K B>

A
BA 0

)(
u(k)

λ
(k)
A

)
=

(
f̂
cA

)
, (3.8)
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where f̂ = f − T>
I+
t
gI+

t
+ T>

I−
t
gI−

t
and the remaining components of λ(k) are

given by

λ
(k)
ν,Iν

= 0, λ
(k)

t,I+
t

= gI+
t
, λ

(k)

t,I−
t

= −gI−
t
. (3.9)

The following lemma interprets the solution.

Lemma 1. (i) Let A = ∅. Then λ(k) is fully determined by (3.9) and

u(k) = K−1f̂ = K−1(f −B>λ(k)).

(ii) Let A 6= ∅. Then λ
(k)
A is the minimizer to the problem

min
1

2
λ>
AAAAλA − λ>

Ab̂A, (3.10)

where b̂A = BAK
−1f̂ − cA. The remaining components of λ(k) are given by

(3.9) and

u(k) = K−1(f̂ −B>
Aλ

(k)
A ) = K−1(f −B>λ(k)).

In the next lemma, we show how to define the active and inactive sets without
the knowledge of u(k).

Lemma 2. Let λ = λ(k). It holds:

Aν = {i ∈M : λν,i − ρ∇iq(λ) > 0}.
I+t = {i ∈M : λt,i − ρ∇i+mq(λ) > gi},
I−t = {i ∈M : λt,i − ρ∇i+mq(λ) < −gi}.

Finally, we show how to determine λ(k) via the constrained minimization
problem.

Lemma 3. Let A 6= ∅. Then λ(k) determined in step (2) of algorithm ActiveSet-
Tresca is the minimizer of the problem:

min q(λ) (3.11)

subject to λν,Iν = 0, λt,I+
t

= gI+
t
, λt,I−

t
= −gI−

t
. (3.12)

Algorithm ActiveSetTresca (Dual Version: Implementation 1)

(0) Set k := 1, ρ > 0, ελ > 0, λ(0) ∈ R2m.
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(1) Define the active and inactive sets at λ = λ(k−1):

Aν = {i ∈M : λν,i − ρ∇iq(λ) > 0},
I+t = {i ∈M : λt,i − ρ∇i+mq(λ) > gi},
I−t = {i ∈M : λt,i − ρ∇i+mq(λ) < −gi},
Iν =M\Aν , At =M\ (I+t ∪ I−t )

and A, I.

(2) If I 6= ∅, set λ
(k)
I so that λ

(k)
ν,Iν

= 0, λ
(k)

t,I+
t

= gI+
t
, λ

(k)

t,I−
t

= −gI−
t

.

If A 6= ∅, find

λ
(k)
A := arg min

1

2
λ>
AAAAλA − λ>

Ab̂A.

(3) Set err(k) := ‖λ(k) − λ(k−1)‖/‖λ(k)‖. If err(k) ≤ ελ, return

u := K−1(f −B>λ(k)), λ := λ(k)

and stop.

(4) Set k := k + 1 and go to step (1).

At this moment we implement CGM in step (2) of this last algorithm. Some
numerical experiments have been done.
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Abstract. This paper is a first step to deal with convergence of recently
developed faster gradient descend method called Barzilai-Borwein algo-
rithm. We try to establish our theory on polynomials in error analysis.
This view can be also applied in other gradient descend methods.

Keywords: Barzilai-Borwein method, convergence, polynomials

1 Introduction

In this paper, we will introduce recently developed Barzilai-Borwein gradient
method [2] for solving systems of linear equations

Ax = b, A ∈ Rn,n, b ∈ Rn , (1)

with symmetric, positive definite matrix A, or equivalently the search for the
minimum of the strictly convex quadratic function

f(x) :=
1

2
〈Ax,x〉 − 〈b,x〉 . (2)

Typical methods for solving this classical quadratic programming problem ((1)
or (2)) are the well-known Steepest Descend method (SD) or the Conjugate
Gradient method (CG), see e.g. [5].
In next pages, we will describe different choice of the step-size αk ∈ R in the
line-search type algorithm

xk+1 = xk + αkvk (3)

with the gradient descend step-vector vk := −∇f(xk) = b−Axk.
This choice of the step-size rapidly decreases the number of iterations required
for finding an approximation of the solution with the prescribed accuracy (see
for example [1]).

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2012, pp. 411–416.
VŠB – Technical University of Ostrava, FEECS, 2012, ISBN 978-80-248-2769-8.
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2 Barzilai-Borwein algorithm

At first we consider the Newton method for solving one non-linear equation
g(x) = 0, g : R → R with approximation of deriving g′(xk) (also known as
secant method) with iteration prescription

xk+1 = xk −
1

g′(xk)
g(xk) ≈ xk −

xk − xk−1

g(xk)− g(xk−1)
g(xk) . (4)

If we denote gk := g(xk) = ∇f(xk) and

αk :=
xk − xk−1

gk − gk−1

, (5)

we can see the analogy between the formulas (3) and (4).
Using this formula, we manage to solve the equation g(x) = 0, i.e. ∇f(x) =
Ax− b = 0.
In more dimensional case, i.e. g : Rn → Rn, there is a problem with evaluation of
the coefficient αk ∈ R using (5). Instead of using (5), we assemble the equation
(so-called secant equation)

1

αk
(xk − xk−1) = gk − gk−1 (6)

and solve it in the least-squares sense

1

αk
:= argmin

β∈R
‖(xk − xk−1)β − (gk − gk−1)‖2 .

After denoting
sk := xk − xk−1, yk := gk − gk−1

and some simplifications, we get the minimizing problem of strictly convex
quadratic function

1

αk
= argmin

β∈R

(
β2〈sk, sk〉 − 2β〈sk,yk〉+ 〈yk,yk〉

)
.

From the necessary conditions of a local minimum we get

1

αk
=

〈sk,yk〉
〈sk, sk〉

. (7)

The derivation of the algorithm is complete, but we can continue with adaption
of equation (7). From line-search algorithm (3) one can see

yk = gk − gk−1 = (Axk − b)− (Axk−1 − b) = Ask
sk = xk − xk−1 = (xk−1 − α−1

k gk−1)− xk−1 = −α−1
k gk−1

and after substitution into (7) we get

αk =
〈sk, sk〉
〈Ask, sk〉

=
〈−α−1

k gk−1,−α−1
k gk−1〉

〈−α−1
k gk−1,−α−1

k Agk−1〉
=

〈gk−1, gk−1〉
〈Agk−1, gk−1〉

. (8)
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Final form of Barzilai-Borwein algorithm is (substitute (8) into (3))

xk+1 = xk − 〈gk−1, gk−1〉
〈Agk−1, gk−1〉

gk . (9)

In conclusion we can state, that BB is like SD, but the step-size is computed
using g(xk−1) instead of gradient in previous approximation g(xk).

3 Polynomials in general Gradient Descend methods

Let us define absolute error in k-th iteration

ek := xk − x̄ .

Then after substitution (3) we get

ek+1 = xk+1 − x̄ = xk − αkgk − x̄
= xk − αk(Axk −Ax̄)− x̄ = (I − αkA)ek .

(10)

If A is symmetric positive definite matrix, there exists singular value decom-
position A = UTDU , where D is a diagonal matrix with eigenvalues of A
on diagonal and U is orthogonal matrix with appropriate eigenvectors. We can
write system (1) in equivalent form

Ax = b ⇒ UTDUx = b ⇒ DUx = Ub ⇒ Dx̃ = b̃ .

So, in the following, we will consider A as a diagonal matrix with positive eigen-
values on diagonal, i.e. A := diag(λ1, . . . , λn).

Then every i-th component (i ∈ {1, . . . , n}) of vector ek+1 given by (10) can
be written in form

{ek+1}i = (1 − αkλi){ek}i =

⎡
⎣

k∏

j=0

(1 − αjλi)

⎤
⎦ {e0}i . (11)

If we define polynomial

pk(λ) :=

k∏

j=0

(1− αjλ) , (12)

then we can write equation (11) in form

{ek+1}i = pk(λi){e0}i . (13)

The convergence of Gradient Descend method is equivalent to

lim
k→∞

xk = x̄ ⇔ lim
k→∞

ek = 0 ⇔ ∀i ∈ {1, . . . , n} : lim
k→∞

pk(λi) = 0

The one way how to prove convergence is to show that the roots of pk(λ) (i.e.
1/αk) converge to eigenvalues. For BB method this way was used in [3] and [4].
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Let us consider Taylor expansion of pk(λ) in neighborhood of 1/αk

pk(λ) = pk(1/αk) +

∞∑

j=1

p
(j)
k (1/αk)

j!
(λ− 1/αk)

j

and because pk(λ) is a polynom of degree k + 1 and 1/αk is a root of pk(λ), we
can simplify the last equation to

pk(λi) =

k+1∑

j=1

p
(j)
k (1/αk)

j!
(λi − 1/αk)

j .

From this, we can see that the value of pk(λi) (i.e. value of i-th component
of error vector, see (13)) depends not only on distance between 1/αk and λi, but
also on derivatives of pk at root 1/αk.

4 Numerical experiments

Let us consider simple diagonal matrix

A := diag (0.2, 0.3, 1, 1.2, 1.25) ,
b := (1, 1, 1, 1, 1)T ,
x0 := (1, 1, 1, 1, 1)T .
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Fig. 1. Norm of absolute error in each iteration of BB for solving the first test problem
(left). Values of derivatives of aproximating polynomials in each iteration of BB for
solving the first test problem (right).

Figure 1 (left) shows that norm of error in k-th iteration ‖ek‖2 is not mono-
tonically decreasing (like in SD or CG) - see also original paper of BB [2]. Values
of polynomials pk(1/αk), p

′
k(1/αk), p

′′
k(1/αk), p

′′′
k (1/αk) for every k-th iteration
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are plotted in Figure 1 (right). This values are also nonmonotone. For computing
these derivatives, we used numerical prescription

p
(j)
k (λ) =

p
(j−1)
k (λ + d)− p

(j−1)
k (1/αk)

d
.

For the next example, we take testing data

B := fivediag (1, 1, 4, 1, 1) ∈ R50,50 ,
A := diag (σ(B)) ∈ R50,50 ,
b := (1, . . . , 1)T ∈ R50 ,
x0 := (0, . . . , 0)T ∈ R50 .

Values of polynomials pk(1/αk), p
′
k(1/αk), p

′′
k(1/αk), p

′′′
k (1/αk) for this prob-

lem are shown in Figure 2.
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Fig. 2. Values of derivatives of aproximating polynomials in each iteration of BB for
solving the second test problem.

5 Conclusion

In this paper, we presented BB algorithm and tried to find another way how to
prove its convergence. However, we exposed that BB algorithm is nonmonotone
in derivations of error polynomials. In further work, we shall extend this theory.
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VŠB – Technical University of Ostrava, 17. listopadu 15, 708 33 Ostrava – Poruba

lukas.rapant@vsb.cz

Abstract. This article deals with traffic routing on a dynamic graph
representing road network. It focuses on the selection of the fastest way
in a traffic network. It assumes situation that at the beginning traffic
network is empty and traffic comprises only of the cars released into
the network. Strategy for optimization of routes for these cars is based
on Ant colony optimization as it not only gives us tool for finding the
fastest route but also a tool for representing indirect interaction between
the cars.

Keywords: traffic routing, Ant colony optimization, dynamic graph

1 Introduction and problem statement

One of great optimization problems of today is how to deal with traffic fluency
and congestions. However, we also have many tools to solve these problems. One
of these tools are graph theory and Ant Colony Optimization (ACO). With these
tools in mind, we can exactly define a problem. Let us have some traffic network
and number of cars that have their start point and destination in this network.
These cars can start their journey in various times of the day. Also note that
in this basic scenario there are no other cars in the network in the beginning of
the simulation. We want to find the fastest routes for all cars taking each others
routes into consideration and therefore preventing congestions. This problem
demands solution to two problems. The first one is how to represent dynamism
in the traffic network since cars can depart and influence each other in various
times. The second one is how to represent influence each car has on other cars.

1.1 Related works

Similar problems were addressed in many previous works. Tatomir and Rothkrantz
[1] propose that dynamism and interaction can be introduced by direct commu-
nication of the navigation with the database and updating the database using

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2012, pp. 417–422.
VŠB – Technical University of Ostrava, FEECS, 2012, ISBN 978-80-248-2769-8.
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information obtained by individual cars. They are using basic ACO algorithms
for the optimization. Similar approach to our is also used by Martinovic et al. in
[2]. However they do not represent dynamism and use ACO only for individual
cars. Bedi et al. [3] and Eyckelhof and Snoek [4] use ACO for traffic navigation
of number of cars. However they offer a way to deal with congestions but not the
exact way to prevent them. Many other approaches are presented in a survey
made by Kwang Mong Sim and Weng Hong Sun [5]. They are however using
much more complicated approaches and do not exactly deal with a dynamism
in the network.

2 Problem Solution

Problem solution can be divided into two parts. In the first part ways how to
represent dynamism in a traffic network will be shown and in the second one we
will present modifications of ACO that take into account other cars.

2.1 Dynamic traffic network

Traffic network can be represented as a graph, where edges are representing
roads, vertices crossroads and labels road lengths. This representation allows us
to find the shortest path. This is, however, inaccurate as most of the time we
are interested not in the shortest but in the fastest route. In static case these are
identical but in dynamic system as traffic network we must separate these routes.
For finding the fastest path we need to move into a time domain. Label then
represents time it takes to traverse the edge. Difference between traffic density in
peak hours with traffic density at midnight is huge so we need a model that will
be able to represent dynamism of the network. This can be done by modeling
the traffic network as a dynamic graph instead of static one. We define dynamic
graph in definition 1 created in our previous work [7].

Definition 1. Let us denote G∗ (V,E, t) to be dynamic graph where V is set of
vertices, E is set of edges and t to be time. This graph has following properties:

– In each time t graph G∗ can have different sets V and E.
– If graph G∗ is weighted graph, it can have different w(e, t) ∀e ∈ E in each

time t.

This approach allows us to precisely model every change of parameters of the
traffic network in time. It is also desirable to mention that dynamism must not
only be represented by changes of parameters of the graph in time but also in
space. Maximum speed on a road is an example of dynamic parameter in space
as there are various speed restrictions. We have developed Function method for
representing both of the dynamisms.

This method deals with edge weight represented as functions describing time
and space dynamism. Basic idea is that we recomputed edge weights to represent
time it takes to traverse them in certain time. It is important to know in what
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time we start to traverse the edge because in the dynamic graph parameters can
change dynamically in time.

First we will define space dynamism. This can be simply defined by using
integral calculus as

time =

l∫

0

1

v (s)
ds, (1)

where v is function representing speed and l is a length of trajectory between
A and B. It gives us method to compute time it takes to traverse some road
when the speed is not constant. Time given by this equation is however still
not influenced by other cars in the traffic network. This will be done by time-
dependent function φ (t) which represents some form of delay caused by other
traffic. In our case function ϕ (t) is created by following equation

ϕ (t) =
1

(roadcap−traffic(t))
roadcap

, (2)

where roadcap is road capacity (in cars) and traffic (t) is time-dependent function
denoting number of cars on the road in each time t. Resulting function ϕ (t) has
its values between 1 (which represents empty road) and ∞ which represents
absolutely congested road. This function ϕ (t) then will be used as function
denoting time increase caused by other traffic. However, this function is just an
approximation. We have no data on actual traffic so it will be refined in the
future as the data become available. Now only thing that remains is to compute
final time it takes to traverse the road taking into account other traffic which is
done by equation

timefinal =

t0+time∫

t0

ϕv(s) (t) dt, (3)

where t0 is time we enter the road, time is time we receive from equation (1)
and ϕv(s) (t) is a traffic delay function adapted for this particular road from
equation (2). In case of car accident or congestion we will change value of the
speed function v (s) in place where accident happened to very small number
so resulting integrals will yield number close to ∞ and the edge will not be
traversable.

2.2 Ant colony optimization with negative pheromone

ACO is a class of algorithms based on behavior of colonies of ants. It was pro-
posed by Dorigo in 1992 in his PhD thesis [6] and further developed by him and
Maniezzo and Colorni. It is not a single algorithm with clear definition but entire
spectrum of algorithms using the same principles. It is worthy to note that we
are using here only basic variant. Exact description of these algorithms can be
found in our previous work [7].
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Now let us introduce our addition to basic ACO model. Let us say we will
not have only positive pheromone, which is attracting ants but also a negative
one which distracts them. Task of this pheromone is therefore not to make any
edge more likely to be chosen by ant but to be less attractive. This can be
used to model interaction between cars as cars are less likely to choose road
with very high traffic density. It results in improvement of the length of their
own route as well as those of other cars. There are many differences between
positive and negative pheromone in our model. While level of positive pheromone
is restarted after finding the fastest route for every car, negative pheromone
evaporates only in real time of the model. Other difference is that it is updated
after each car has found its fastest path and not inside the search for the fastest
path. This pheromone is introduced into an ACO model as the third part of
equation regarding probability of choosing an edge thus leading to equation

pk (u, v) =
[δ (u, v)]

α
[τ (u, v)]

β
[
roadcap(u,v)
traffic(u,v)(t)

]γ

∑
y∈Nu

[δ (u, y)]
α

[τ (u, y)]
β
[
roadcap(u,y)
traffic(u,y)(t)

]γ , (4)

where roadcap (u, v) is capacity of the edge (u, v)(in cars), traffic(u,v) (t) is num-
ber of cars on the edge (u, v) in time t and γ > 0 is coefficient of influence of the
negative pheromone. The implementation of this approach will be presented in
the next subsection.

2.3 Model implementation

Our model takes a traffic network as an oriented dynamic graph. Therefore
every road (excluding one-way roads) is represented as two edges with opposite
orientation. Every edge is labeled by two functions. Function (u, v) is obtained
from real traffic network and represents real speed limit on a road. Function
traffic(u,v) (t) is initially set as zero as there are no cars present in the network.
However, as cars enter the network, the value of this time-dependent function
will change according to the cars movements on the road. When one car in
certain time drives the road, value of this function is set to be one, for two cars
it is set to two and so on. As car leaves the edge value is lessened by one. This
update is done after car is assigned its route and functions of edges it travels
through are updated. The program run can be seen in following pseudocode.

Listing 1.1. Modified ACO pseudocode
f unc t i on ACOGLOBAL( Tra f f i c network , number of ants , ca r s )
whi le ( ca r s )

p i c k ca r ( s ta r t , goal , time )//model r e c e i v e s r eques t from car to provide
the f a s t e s t route from s t a r t to goa l s t a r t i n g in time t

be s t j ou rney=In f ; // s e t t i n g s t a r t i n g d i s t ance to i n f i n i t y
whi le (n!=number of ants ) // a lgor i thm terminat ion by number o f ants

ant journey=0;
setAnt ( s t a r t ) ;
whi l e ( goa l no t r eached && applyProbab i l i tyRule ( ) !=0)

// determining p r o b a b i l i t i e s f o r ne ighbor ing
edges us ing our equat ion with negat ive pheromone

moveToChosenVertex ( ) ;
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ant journey=ant journey+length ( chosen edge ) ;
end
i f l ength ( ant s j ourney )< l ength ( be s t j ou rney )

be s t j ou rney=ant s j ourney ; // sav ing best path
end
updatePheromones ( ) ;

end
ca r r ou t e=bes t j ou rney ;
updateTra f f i cVa lues ( c a r r ou t e ) // updating negat ive pheromone

end

We will be receiving the fastest route for each car in the traffic network as an
output. These routes will be influenced by other cars in the network thanks to
our dynamic approach to the graph and negative pheromone.

2.4 Real results

Usefulness of both our approaches has been assessed. Dynamic graph approach
yields different time travels and even a different routes in a different times. More
results concerning dynamic graph approach can be found in our previous work
[7].

We have chosen to present functionality of our second improvement, ACO
with negative pheromone, on simple traffic situation. Let us have dynamic traffic
network like one on Fig.1. Functions traffic(u,v) (t) are set to zero and functions
v (s) are set according to the class of a road (the first class is the fastest, the
third class is the slowest).

(10km,1)

(21km,2)

(21.5km,2)

(15km,3)

(15km,3)

s g

Fig. 1. Experimental traffic network (the first number in brackets is road length, the
second number is road class

We have chosen this situation of having two roughly equivalent roads be-
cause it demonstratively depicts benefits of our approach. Note that each edge
represents both edges of an oriented graph. We are sending cars from vertex s
to vertex g in interval of 5 seconds. The results of this experiment can be seen
in Table 1. Parameters of ACO have been set as α = 1, β = 0.5 and ε = 0.2.

Times in the second and the third column represent average times it takes to
drive from vertex s to g for all cars taking a trip (1000 in our case). Effectiveness
of our approach slightly improves with growing γ. On the other hand as γ lowers,
model approaches one without negative pheromone. However, it is not necessary
to set γ higher than 10 as there is only very marginal difference. Please, note
that the travel times are not exactly according to real times as we do not possess
data for such calibration.
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Table 1. Comparison of the results of ACO without and with negative pheromone.

Parameter γ ACO without negative pheromone ACO with negative pheromone

0.1 1.339 hour 1.3370 hour
1 1.3369 hour 1.3366 hour
2 1.3370 hour 1.3364 hour
10 1.3370 hour 1.3363 hour

3 Conclusion

In this article we have presented our approach to finding the fastest routes for a
group of cars in a traffic network. Our approach has given slightly better results
than basic one. Thanks to the dynamic graph approach these results are closer
to the dynamic reality of the traffic.

4 Publications

This approach was not published yet but it will be published as part of bigger
article concerning traffic navigation on a dynamic graph in a near future.
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Abstract. In this paper is described a new mesh multiplication pack-
age developed for Code Saturne. The package implements parallel global
refinement of hexahedral meshes for Code Saturne to allow refining of
existing meshes to more than 1 billion cells. This enables running
Code Saturne’s extremely large CFD simulations on PRACE Tier-0 sys-
tems. The effectiveness of the implemented multiplication algorithm is
demonstrated on practical examples, which were carried out on CURIE
system at CEA.

1 Introduction and Mesh Multiplication

Code Saturne is a multi-purpose Computational Fluid Dynamics (CFD) soft-
ware, which was originally designed for industrial applications and research activ-
ities in several fields related to energy production. Main aim of this project was to
develop a parallel mesh multiplication package and integrate it to Code Saturne
to extend its capability to generate more than a billion cell meshes for petascale
systems.

Mesh multiplication is the process of taking an existing mesh and changing
its size, i.e. number and/or shape of the cells, to increase accuracy of the so-
lution. In the case of Code Saturne, we focused only on the multiplication of
regular meshes, where the higher accuracy of the solution is attained refining
each cell of the mesh. Since the main goal was to generate more than 1 billion
cells meshes in 3D, we considered only meshes that contain hexahedral, tetrahe-
dral, pyramidal and/or prismatic cells.

For an appropriate refinement, several methods are known to divide a single
element in 2D as well as in 3D. We have used an approach, where each cell
of the domain is divided into smaller cells using original cell vertices and mid-
points on its edges. This ensures the global connectivity of vertices in the whole
(global) refined mesh. The shape of the new mesh then depends on how the new
midpoints are connected. The basic approaches are shown in Fig. 1. This type
of refinement retains element types in case of hexahedral, tetrahedral and pris-
matic cells [1]. Therefore, this refinement produces smoother mesh of the same

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2012, pp. 423–428.
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types of cells. Refining of the pyramidal cell type in the same manner leads to
the mesh with pyramidal and tetrahedral cells, i.e. hybrid mesh (but the global
vertex connectivity of the mesh is still held).

Fig. 1. 3D element refinement. (a) hexahedras, (b) prisms, (c) pyramids, (d) tetrahe-
dras.

In the first step, we have implemented the refinement algorithm for hex-
ahedral cells. Each hexahedral cell is refined into 8 smaller hexahedral cells
by dividing in half along all axes (Fig. 1(a)). The step-by-step algorithm for
hexahedral-type meshes refinement is described below:

Mesh refinement algorithm (hexahedral mesh):

1. Input: coarse mesh.
2. Create new vertex in the middle of each edge.
3. Create new vertex in the centre of each boundary face.
4. Refine all boundary faces (edge vertex connected to boundary face centre

vertex).
5. Create new vertex in the centre of each inner face.
6. Refine all inner faces (edge vertex connected to inner face centre vertex).
7. Create new vertex in the middle of each cell.
8. Refine all cells (face centre vertexes connected to cell middle vertex).
9. Output: refined mesh.

2 Parallel Mesh Multiplication for Code Saturne

The basic capabilities of Code Saturne enable the handling of either incompress-
ible or expandable flows with or without heat transfer and turbulence. Dedicated
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modules are available for specific physics such as radiative heat transfer, combus-
tion (gas, coal, heavy fuel oil, ...), magneto-hydrodynamics, compressible flows,
two-phase flows (Euler- Lagrange approach with two-way coupling), or atmo-
spheric flows. Code Saturne is portable on all Linux and UNIX platforms tested
so far (HP-UX, Solaris, Cray, IBM Blue Gene, Tru64, ...). It runs in parallel using
MPI on distributed memory machines (clusters, Cray XT, IBM Blue Gene, ...).
It is based on a co-located Finite Volume approach that accepts meshes with any
type of cell (tetrahedral, hexahedral, prismatic, pyramidal, polyhedral, ...) and
any type of grid structure (unstructured, block structured, hybrid, conforming
or with hanging nodes, ...).

A mesh stored in Code Saturne mesh t format is used as a coarse mesh input
to our parallel mesh multiplication routines (described in the previous section).
This mesh is obtained during the Code Saturne preprocessing and/or partition-
ing phase. If the mesh is not distributed yet, one of the inner partitioning routines
of Code Saturne is used to distribute it.

The process of mesh multiplication is then executed in parallel on distributed
parts of the mesh, i.e. each parallel process takes care of its own part of the mesh,
but the faces on the subdomain interface are shared with more processors. At this
moment, it is guaranteed that the refined mesh does match on subdomain inter-
faces for hexahedral elements (and the other regular cell types are in progress).

3 Subdomain mesh refinement

In the Code Saturne package, several mesh partitioning routines are imple-
mented, as well as a possibility of using some of standard mesh partitioners
like Metis, Zoltan, etc. In parallel environment, ParMetis package can be also
used.

Since the Code Saturne mesh t structure handles only data structures of the
mesh that is not sufficient for the efficient mesh refinement, it was necessary to
extend the current mesh storage format by adding vertex-edge and edges-to-face
information. Specifically, the second step of our algorithm “Create new vertex
on each edge” requires indexation of edges, because the Code Saturne mesh t
structure contains indexes just for faces, vertexes and cells. For cell refinement
and the following indexation of new objects, we also needed to build the face-
to-cell list, which was not included in original Code Saturne structures.

The mesh refinement is executed in parallel on distributed parts of the mesh
and it is done using local variables. During the final global re-indexation, spe-
cial care has to be given to faces on the subdomain interfaces that are shared
with other processors. Details will be described later. Very fine meshes can be
obtained applying the implemented mesh multiplication algorithm recursively.
If required, the next levels of refinement can be processed in the same way as
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the first level.

Application of the parallel mesh multiplication on a distributed mesh du-
plicates some surface subdomain entities (vertices, edges and faces) in multiple
processes. This implies reconfiguration of their global indexing. This task re-
quires parallel communication between the neighbouring subdomains. Optimiza-
tion of this intersubdomain communication uses the knowledge of adjacency of
subdomains and some additional information like cells on boundaries and their
neighbouring cells in neighbouring subdomains.

Fig. 2. Multilevel mesh refinement

4 Tests and results

Performance and scalability tests of the implemented parallel mesh multiplica-
tion package have been done on the CURIE cluster at CEA. The CURIE cluster
has nodes with 16 CPU cores and 4GB of memory per core.

Test example

In this example, the mesh corresponds to a stratified flow in a T-junction. There
are two inlets, a hot one in the main pipe and a cold one in the vertical nozzle.
The volume flow rate is identical in both inlets. It is chosen small enough so
that gravity effects are important with respect to inertia forces. Therefore, cold
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water creeps backwards from the nozzle towards the elbow until the flow reaches
a stable stratified state. The mesh used here contains 16320 elements. Again, we
can use “arbitrary many” levels of refinement.

Fig. 3. Test example

Table 1 presents the scalability of the test example on the CURIE cluster.
The times in the table show the pure time needed for the mesh refinement. The
sixth level of refinement was carried out just on 128 cores because of the high
memory requirements on a single core.

Table 1. Scalability of the test example on CURIE cluster.

Parameters of given mesh Number of used cores

Level of no. of no. of 32 cores 64 cores 128 cores
refinement cells vertices time [s] vertices time [s] of vertices time [s] vertices

0 16320 18070 <0.1 850 <0.1 550 <0.1 280

3 8.4M 8.5M <0.2 280k <0.1 150k <0.1 76k

4 66.8M 66M 1.5 2.2M <1 1.1M <1 600k

5 0.5B 0.5B 12 17M 6 8.6M 3.8 4.4M

6 4.3B 4.3B - - - - 28 34M

5 Conclusion

In our contribution to the Code Saturne project, we have developed a new pack-
age for mesh multiplication for hexahedral meshes. This package has been in-
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tegrated into Code Saturne and its functionality has been tested on several nu-
merical examples on two types of clusters. The tests prove good parallel scal-
ability of the presented solution. Using the CURIE cluster, we have obtained
a refined mesh with more than 1 billion cells and vertices in less than 30 sec-
onds. Future improvements of the optimization of the global indexation using
other Code Saturne internal structures and/or methods can lead to more effec-
tive computation of very fine meshes in smaller memory and communication
requirements. In a future work, multiplication of other types of meshes has to be
implemented to complete the full mesh multiplication functionality. While the
multiplication of regular tetrahedral and prismatic meshes is straightforward and
can be done very easily, the multiplication of pyramidal or hybrid meshes needs
more effort.
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Abstract. The paper presents reliability analysis drawn up for an industrial 

firm. The aim of this paper is to estimate the probability of firm’s failure to sat-

isfy an order to its industrial partners. Discrete Markov chains To describe the 

issue a method of discrete time Markov chains was used. The method is suitable 

for many systems occurring in practice where we can easily distinguish various 

amount of states. The disadvantage of Markov chains is that the amount of 

computations usually increases rapidly with the amount of states. The Monte 

Carlo method was implemented to deal with the problem. Chebyshev’s inequal-

ity was applied to estimate sufficient number of simulations. 

1   Introduction 

The reliability of production plays fundamental role in an industrial sphere. Nowa-

days the reliability of industry process is on a high level. It increases by improving the 

quality of each component or by redundancy of the production process. Even though 

it is the top reliability process, there is still a chance of system failing or system pro-

ceeding limitedly. In our case we analyse the process which has no redundancy. Thus 

the information about the probability of the systems failures for certain time period t 

is very valuable.  

The research presented here, was motivated by the practical problem. Analysed 

company was asked what the probability of production failure was. Knowledge of 

risk, that the order won’t be delivered in time, is important for the partner´s firm to 

establish sufficient goods supplies. The extended version of this paper is presented 

in [1].  

Our aim is to solve the problem by applying discrete time Markov chains (from 

now on we will understand Markov chain as a discrete time model) a well-known 

method of stochastic modelling. Nowadays “memoryless” method of Markov chains 

has various fields of application in physics, statistics, computer science etc. Markov 

chains were also effectively applied in stochastic and reliability modelling of industry 

process [2, 3]. The advantage of Markov chains is that calculations of its results are 

very easy in principle. On the other hand the amount of computations usually in-

creases rapidly with amount of states and time.  
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Many numerical algorithms were developed to deal with the problem of high 

amount of computations [4-5]. Another way how to deal with the problem is to utilize 

simulations method. In this paper we have chosen the second approach, so well 

known Monte Carlo method was applied [7-8]. The simulation approach was used 

because even in our case study the amount of possibilities was too large to be solved 

analytically.  

2.1. Markov Chains 

Markov chain is a random process with a discrete time set          , which 

satisfies so called “Markov property”. The Markov property means that the future 

evolution of the system depends only on the current state of the system and not on its 

past history.  

                                                 . (1) 

 

where: 

        is a sequence of random variables. The index denotes concrete time 

    

          is a sequence of states in concrete time     

As a transition probability     we regard probability, that the system changes from 

the state   to the state  .  

                       (2) 

 

Matrix  , where     is placed in row   and column  , for all admissible   and   is 

called transition probability matrix.  

   

    

   

   

   

 
 

   

   

 
   

 
   

  
 

   

   (3) 

 

Clearly all elements of the matrix   satisfy the following property: 

  

                
 

   
 (4) 

As      we denote vector of probabilities of all the states in the time      As 

     we denote an initial vector. Usually all its values are equal to zero except the    , 

which is equal to 1. It can be proved:  

 

              (5) 
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2.2. Monte Carlo Method 

As    we denote a random variable, which presents the production of the factory 

within 8 hours. Let   denotes the desired production. In this chapter we will de-

scribethe estimation of a probability           The probability will be estimated 

by the Monte Carlo method.  

Let’s consider   independent simulations            . Let   be a binomial 

random variable, which represents an amount of successful simulations   
               This random variable can be considered as a sum of   independent 

alternative random variables with parameter  . Let us recall formulas for an expected 

value and a variance: 

                      (6) 

It follows immediately an expected value and a variance of a random variable 
 

 
 

from the formula (6): 

  
 

 
      

 

 
  

      

 
 (7) 

The random variable 
 

 
 represents the mean success rate. 

Let us remind, that for every finite      and every random variable   with a 

finite expected value      and a finite variance      satysfies the well-known Che-

byshev’s inequality: 
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Let us write   
 

 
. This implies:  
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Since        
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 We can write the lower estimate of the probability  : 

    
 

 
      

 

    
  (((10) 

Let us show an example. We choose             . Therefore: 

               (11) 

The previous result is valuable in a significance level           . 

Let us note, that correctness of the calculation mentioned above depends on an 

independency of simulations. Thus the quality of simulation depends on the quality of 

a pseudo random number generator. In our research we have used the generator from 

the MATLAB program.  

2.3 Estimation of Input Probabilities 

The firm, which our reliability analysis is made for, is a medium size company spe-

cialized in thin layer coating of hard materials. The company has requested not to 
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publish its name and not to publish important data of its production. Thus some in-

formation (for example production of certain machines) will be demonstrated as a 

relative variable.  

Although the production process of the firm is much more sophisticated, only 

crucial part of the process will be analysed. We will calculate probabilities that the 

system fails or works under the condition that the rest of the process works properly.  

The analysed part of a process consists of 4 machines, where each of them could 

work properly- state 1, or could be in failure -state 0. Since we have 4 machines we 

can distinguish       different states. The huge data set (over three years) of fails 

and the length of repairs was granted for each machine.  

We choose one hour interval as an appropriate period of each time step. The pe-

riod of one hour was chosen, because it is approximately equal to the length of one 

coating process. 

In the first data source, there was an information about the frequency of fails of 

each machine. The data were obtained from reports about the failure. We expect that 

the data of fails come from exponential distribution. Thus to estimate probability that 

the system fails during one hour we calculated the expected value as an average 

length of period fail-  : 

   
 

 
  (12) 

In the data about length of periods between two fails, there were few outlier 

measurements. These values increased the arithmetic mean of the variable   signifi-

cantly. After the discussion with the production manager we removed the outlying 

measurements from the data.  

In the second data source file, there was information about the length of repair 

time. Using the maximum likelihood method we estimated the probability    which 

says that a machine will be repaired within one hour:  

   
  

 
 (13) 

where:  

  is an amount of all repairs that were realized. 

   is an amount of all repairs that lasted less than one hour.  

To calculate the transition probability matrix   we calculated probabilities   , 

   for each machine. The calculated probabilities for given machines a, b, c, d are 

presented in the table below.  
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Table 1 Calculated probabilities pf and pr 

 a b c d 

   0.01 0.006 0.004 0.003 

   0.36 0.36 0.4 0.375 

 

In the second step we have to define all of    states. As a state 1 we understand 

the situation that all machines work properly. As a state 16 we understand the situa-

tion that all machines fail. Some states are presented in the table below, where 1 de-

notes the certain machine works and 0 denotes the certain machine is in a failure.  

 

Table 2 Representation of states pf and pr 

state a b c d 

1 1 1 1 1 

2 1 1 1 0 

3 1 1 0 1 

4 1 0 1 1 

          

15 0 1 1 1 

16 1 1 1 1 

 

When we calculated the elements of probability transition matrix, we took into 

an account the change of states of certain machine. For example certain machine 

remains in the state 1 with the probability     , change of the state from 1 to 0 is 

related to probability     So the probability       that the system changes from state 3 

to the state 15 is equal to: 

                                                  

Then we have to define the production of certain machines. As it was written be-

fore the production had to be presented as a relative variable. The table below pre-

sents the real values of power for every machine. 

 
Table 3 Production of machines 

 a b c d 

production 0.4 0.3 0.15 0.15 

 

Now, using the previous table we can distinguish various levels of productions 

   for each state  . For example, according to the state 3: 

                            =0.85. 

 

 

3. Results 
 

In this chapter we will demonstrate the results of our application. We will pre-

sent the outputs of the Monte Carlo method. In the table below, there are lower esti-
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mates of probabilities        that the production   will be less than the given 

parameter  . Since we have realized one million simulations, our results are valuable 

in the significance level        (See the formula (11)). 

 
Table 4 Calculation of probability P(F _ R) 

  8 7.6 7.2 6.4 

        0.8 0.89 0.93 0.98 

 

4. Conclusion 
 

In this paper we presented primeval reliability analysis of the industry firm. 

The analysis will be also processed as a report for the management of the firm. The 

probabilities of the failure will be also calculated for longer periods.  

As we can see from the results in the previous chapter, probability the firm 

fails in delivering an order is quite little. We can expect that, if we would analyze the 

whole production process, the output probabilities of failure would be more pessimis-

tic. 

In the further research we want to analyze all the production process and de-

velop a software application for collecting the input data and calculating the proba-

bilities of failure and repair. Since the structure of the process can be viewed as an 

oriented cyclic graph we aim to apply the graph theory to principal decrease an 

amount of calculations.  
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Abstract. The famous Schrödinger equation discovered in the 1920’s
gives us complete formal understanding of matter on atomic level. How-
ever, solving the equation in its full form is impossible even today. Sev-
eral approximations must be made to make the equation computation-
ally treatable. One of these methods is diatomics-in-molecules, which is
implemented in the package MULTIDYN, developed at University of Os-
trava, the Institute of Geonics of the Academy of Sciences of the CR,
and the VSB - Technical University of Ostrava in a close collaboration
with the Heyrovsky Institute of Physical Chemistry, Prague, CR, and P.
Sabatier University, Toulouse, FR. Simulating the dynamics of larger sys-
tems with MULTIDIS is computationally demanding and thus benefits
greatly from parallelization, which is described in this article.

Keywords: parallel, molecular dynamics, non-diabatic, supercomputing

1 The DIM method

The MULTIDYN packege focuses on the modeling of ionized rare gas clusters,
because a reliable and computationally cheap interaction model with a suffi-
cient number of excited states is available. This allows us to study various non-
adiabatic phenomena like post-ionization fragmentation, photodissociation, and
atom-cluster collisions.

Initial conditions (nuclear coordinates and velocities and electronic ampli-
tudes) for the dynamics are generated using microcanonical Monte Carlo sam-
pling. Because the initial conditions are independent, computation of their time
evolution can be done in parallel.

The equations of motion for a system of classical nuclei surrounded by a
cloud of electrons can be written within the mean-field approximation as coupled
classical Hamilton equations for the nuclei,

q̇i =
pi
mi

, (1)

ṗi = 〈ψ| − ∂Ĥ

∂qi
|ψ〉 (2)
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and the time dependent Schrödinger equation for electrons

i~
∂|ψ〉
∂t

= Ĥ|ψ〉. (3)

For solving the equations we need a reliable and computationally feasible elec-
tronic Hamiltonian. We use the DIM (diatomics-in-molecules) approach, where
the electronic hamiltonian is written as a sum of diatomic and atomic contribu-
tions,

Ĥ =
n−1∑

p=1

n∑

q=p+1

Ĥpq − (n− 2)
n∑

p=1

Ĥp, (4)

where n denotes the number of atoms. The wavefunction basis set consists of
3n valence-bond Slater determinants and represents states with the positive
charge localized on a particular atom in a valence pm-orbital. After the electronic
wavefunction is expanded against this basis set, the equations of motion become:

ṗi = −
∑

α,β,γ,δ

[
SαβSγδ

∂H̃βγ

∂qi
+D

(i)
αβSγδH̃βγ + SαβD

(i)∗
δγ H̃βγ

]
a∗αaδ, (5)

and

i~
∑

β

ȧβ |Φβ〉+ i~
∑

β,j

aβ q̇j
∂|Φβ〉
∂qj

=
∑

β

aβĤ|Φβ〉, (6)

The model has been further extend by including the spin-orbit coupling using
a semiempirical atoms-in-molecules scheme, which doubles the basis set, and
the inclusion of three-body polarization forces of the induced dipole-induced
dipole type. Recently a new approach for hybrid quantum-classical dynamics has
been developed, which includes quantum decoherence by introducing periodic
collapse of the electronic wave function. This is called the MFQ (mean field with
quenching) method.

2 Decomposition

For parallelization, we used the most coarse decomposition of the simulation -
compute each integration trajectory independently, with no inter-process com-
munication involved. Implementation of this decomposition did not require too
much changes to the existing sequential MULTIDIS code. However, this decom-
position places a limit on maximal number of parallel processes able to be used
in the simulation, which is the number of trajectories. To be able to use a larger
number of parallel processes, a finer level of decomposition is planned for future
work. Such a finer level decomposition must be made inside the computation
of individual trajectories, in the computation of Hamiltonian matrix and its
diagonalization.
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3 Implementation

MULTIDIS program is written in FORTRAN90 and parallelization was imple-
mented using standard MPI functions. A total of n parallel processes is launched
on n CPU cores, with process ID 0 acting as master. The master process is
responsible for reading input files, broadcasting configuration options and in-
tegration trajectories. The slaves processes receive the data and integrate the
equations of motion. After the computation is finished, the trajectories are sent
to the master process, which writes them to disk. In the static trajectory distri-
bution scheme, the master process also computes the integration.

3.1 Sending and recieving trajectories

The inputs for trajectories and configuration data are complex data structures
with many variables and arrays. Unfortunately, marshalling of complex data
structures is not straightforward in MPI (unlinke in more advanced middlewares,
like CORBA). For transmission of data structures in MPI, there are basically
three options :

– Transmit structure items separately, using individual MPI Send and MPI Recv.
This results in many messages sent and considerable overhead.

– Creating custom data type for the structure, using MPI Type struct and
send the structure as a whole. However, the declaration of such structure is
a bit cumbersome and it cannot be used to transmit FORTRAN structures
which contain pointers or arrays with variable length. This method was
chosen for transmission of configuration options.

– Provide your own marshalling code using MPI Pack and MPI Unpack. This
requires the most programming effort and thus is prone to errors, but it
is the most flexible method. This method was chosen for transmission of
trajectories.

3.2 Static vs. dynamic distribution of trajectories

Initially, the trajectories were distributed dynamically. Slave processes send a
request for work to master, which in turn sends integration trajectory to be
computed to the slave. After the slave finishes computation, it sends the re-
sult back to master and requests more work. This repeats until all trajectories
are computed. The advantage of this distribution is that it can provide load
balancing in case the computation time is different among processes. This sys-
tem worked reasonably well on JUGENE and HERMIT computers, but failed
to achieve parallel scalability on CURIE. It turned out that with large number
of processes and fast CPU cores, the request-reply communication becomes a
bottleneck.

Thus, we modified the system to use a static distribution. Each process is
allocated a fixed number of trajectories it has to compute and the trajectories are
sent using a single MPI Scatter. After each slave computes its share, all results
collected in one step using MPI Gather. This scheme avoids extra communication
and eliminates waiting times.
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4 Results

Thanks to the PRACE Research Initiative, we were able to test the scalability of
the code on the largest (Tier-0) European supercomputers : CURIE in France,
HERMIT and JUGENE in Germany. Test problems were generated for clusters
of Ar3+, Ar6+ and Ar10+ with integration times 5 and 25ps. Some of the results
are shown in Tables 1-3 and Fig. 1,2. We have managed to achieve a nearly-linear
scaling for up to 16384 CPU cores.
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Fig. 1. Computation times on JUGENE, HERMIT and CURIE for Ar3+, 25ps, fixed
number of trajectories.
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Fig. 2. Computation times on JUGENE, HERMIT and CURIE for Ar3+, 5ps, number
of trajectories equal to the number of processes.
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Table 1. Computation times for Ar3+, 5ps, fixed number of trajectories on JUGENE.

Number of CPU cores Time [s] Effeciency %

2048 1632,4 100,00
4096 826,08 98,80
8192 419,64 97,25
16384 215,11 94,86

Table 2. Computation times for Ar10+, 25ps, fixed number of trajectories on HERMIT.

Number of CPU cores Time [s] Effeciency %

2048 9010,48 100,00
4096 4528,13 99,49
8192 2271,23 97,25
16384 1151,23 97,84

Table 3. Computation times for Ar6+, 5ps, fixed number of trajectories on CURIE,
comparing the static and dymanic trajectory distribution.

Number of CPU cores Time dynamic [s] Effeciency dynamic % Time static [s] Effeciency static %

2048 698,55 100,00 689,1 100,00
4096 391,8 89,15 344,55 99,83
8192 228,74 76,35 172,28 98,59
16384 183,28 47,64 86,14 86,67
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Abstract. Given two images, the goal of image registration is to find
an optimal transformation in such way that one image becomes, in a
certain sense, similar to the second one. This paper describes elastic
image registration method. Elastic means that registration is based on
physical motivation of deforming body, thus linearized elastic potential
is used as the regularizer. Driving forces are derived from image intensity
using suitable distance measure. The optimal transformation is then gain
by solution of Navier–Lamé equation. This equation is solved by TFETI
method which is a variant of the FETI domain decomposition method
for parallel numerical solution of elliptic PDE.

Keywords: elastic image registration, rigid parts, TFETI

1 Introduction

Image registration is a crucial step of image processing if there is a need to
compare or integrate information from two (or more) images, a reference R and
template T . The main task is to find an optimal transformation such that T
becomes, in a certain sense, similar to R. These images usually show the same
scene, but taken at different times, from different viewpoints or by different
sensors.

Image registration is used in various areas. In medical applications it serves
to obtain more complete information about the patient, for example to mon-
itor tumor growth, to verify treatment or to compare the patient’s data with
anatomical atlases [1],[2].

Elastic potential of deformation in connection with image registration has
been introduced by Broit [3]. His method can register images with local non–
rigid geometric differences. Broit use it to automatically find an optimal mapping
between a CT image and an atlas of brain anatomy. The external forces have
been derived by correlating intensity–based properties in local regions in the
source and target image.

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2012, pp. 441–446.
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2 Problem Formulation

To design a suitable distance measure D and to minimize the distance between
images with respect to searched transformation ϕ is the most intuitive way

D[R, T ;ϕ] := D[R, Tϕ]
ϕ→ min. (1)

But this approach has its drawbacks: a solution is not necessarily unique
and it actually may not exist. Thus the problem (1) is ill–posed. Moreover ad-
ditional implicit preconditions can emerge, for example in medical images no
additional cracks or folding of the tissue are allowed (the transformation should
be diffeomorphic). Adding regularizer can solve both situations.

2.1 Regularization

Elastic registration is based on physical motivation that the images are two
different observations of an elastic body, one before and one after a deformation.
The transformation ϕ : R2 → R2 is splitted into the trivial identity part and the
displacement u : R2 → R2

ϕ(x) = x− u(x). (2)

As the regularizer we use linearized elastic potential

P [u] =

∫

Ω

µ

4

2∑

j=1

2∑

k=1

(∂xjuk + ∂xk
uj)

2 +
λ

2
(div u)2dx, (3)

where λ and µ are the so–called Lamé constants. The regularizer has the meaning
of internal forces which implicitly constrain the displacement to obey a smooth-
ness criteria. We gain regularized problem, which is a starting point for a stable
numerical implementation (parameter α control the strength of the smoothness
of the displacement versus the similarity of the images)

J [u] = min
v:R2→R2

J [v], where J [v] := D[R, T ; v] + αP[v]. (4)

Disadvantage of this linear model is that it assumes small deformations. For
larger deformations it can be replace by the viscous fluid model [4].

2.2 Distance measure

Distance measure represents external force, so it pushes the deformable template
into the direction of the reference. We choose so–called sum of squared differences
(SSD)

D[R, T ;u] :=
1

2
‖Tu −R‖2L2(Ω) , (5)

where Tu(x) := T (x− u(x)). And the forces f : R2 ×R2 → R2 are derived from
its Gâteaux–derivative

f(x, u(x)) := (R(x)− Tu(x))∇Tu(x). (6)
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The images are represented by the compactly supported mappings R(x), T (x) :
Ω → R, where Ω = (0, 1)2. Hence, T (x) and R(x) denotes the intensities of
images at the spatial position x, we set R(x) = 0 and T (x) = 0 for all x /∈ Ω.

If the images are monomodal, i.e. the intensities of corresponding pixels are
supposed to be identical, SSD is a reasonable measure for applications. But if
the images are multimodal SSD then probably fail. More suitable choices are the
mutual information (MI) or the normalized gradient field (NGF). MI is based
on measuring the entropy of the joint density [5] and NGF considers two images
to be similar if intensity changes occur at the same locations [6].

2.3 Navier–Lamé equation

The partial differential operator associated with the Gâteaux–derivative of the
elastic potential is the well–known Navier–Lamé operator. The displacement of
the elastic body is then obtained from solution of partial differential equation

µ∆u+ (λ+ µ)∇divu = −f. (7)

The additional constraints can be added to force the displacement to satisfy
explicit criteria, like for example landmark, volume preserving imposed con-
straints or rigid body motion for rigid parts (in medical images bones).

3 Problem Solution

TFETI (Total FETI) method is a variant of FETI (Finite Element Tearing
and Interconnecting), which is one of the most successful methods for parallel
solution of elliptic partial differential equations. This method is based on the
decomposition of the spatial domain into non–overlapping subdomains that are
”glued” by Lagrange multipliers. So that, after eliminating the primal variables,
the original problem is reduced to a small, relatively well conditioned, typically
equality constrained quadratic programming problem that is solved iteratively.
Its drawback is difficulty to determine the kernels of stiffness matrices reliably
in the presence of rounding errors.

A new variant of the FETI method which is easier to implement and which
preserves efficiency of the coarse grid of the classical FETI was proposed in [7].
The basic idea of TFETI is to simplify the inversion of stiffness matrices of sub-
domains by using Lagrange multipliers not only for gluing of the subdomains
along the auxiliary interfaces, but also to enforce the Dirichlet boundary condi-
tions. Thus, all the subdomains are floating and their stiffness matrices will have
a priori known kernels – bases of rigid body motion. This approach allows us to
incorporate other linear constraints such as rigidity for bones simply by adding
other Lagrange multipliers.

To apply the FETI based domain decomposition, we partition Ω into Ns
subdomains Ωs as in Fig. 1 (now λ detones vector of Lagrange multipliers)
and we denote by Ks, fs and us for s = 1, . . . , Ns, respectively the subdomain
stiffness matrix, the subdomain force and displacement vectors.
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Fig. 1. TFETI domain decomposition.

We shall get the discretized problem

min
1

2
uTKu− uT f s.t. Bu = c, (8)

where K =



K1

. . .

KNs


 , f =



f1
...
fNs


 , u =



u1
...

uNs


 , B = [ B1, . . . , BNs

] . (9)

The matrix B and the vector c enforce the prescribed displacements on the
part of the boundary with imposed Dirichlet condition, the continuity of the
displacements across the auxiliary interfaces and rigid motion on rigid parts.
For easy implementation we choose Dirichlet condition on whole boundary. We
shall introduce the Lagrangian associated with problem (8) by

L(u, λ) =
1

2
uTKu− uT f + λT (Bu− c) (10)

and equivalent saddle–point problem
[
K BT

B 0

] [
u
λ

]
=

[
f
c

]
. (11)

By substituting RT (f − BTλ) = o, u = K†(f − BTλ) + Rα we gain dual
formulation [

BK†BT −BR
−RTBT 0

] [
λ
α

]
=

[
d
e

]
, (12)

where d := BK†f − c, e := −RT f and K† denotes a generalized inverse matrix
satisfying KK†K = K.

As mentioned the kernels Rs of the local stiffness matrices Ks are bases of
rigid body motion and can be formed directly

R>s = [(R1
s)
>, . . . , (Rns

s )>]>, Ris =

[
1 0 −yi
0 1 xi

]
, (13)
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where (xi, yi), i = 1, ..., ns are coordinates of the nodes of Ωs. Using Rs, we can
easily assemble the block diagonal basis R of the kernel of K as

R =



R1

. . .

RNs


 , (14)

Let us denote F = BK†BT , G = −RTBT , thus we gain the same saddle–
point structure

min
1

2
λTFλ− λT d s.t. Gλ = 0, (15)

however, its size is considerably smaller and the diagonal block F is much better
conditioned than K.

The problem is equivalent to

min
1

2
λTPFPλ− λTPd s.t. Gλ = 0, (16)

where P = I − Q and Q = GT (GGT )−1G denote the orthogonal projectors on
the image space of GT and on the kernel of G, respectively. This problem may
be solved effectively by the conjugate gradient method.

(a) Image R. (b) Image T . (c) Image Tϕ. (d) Grid.

(e) Difference of R
and T .

(f) Difference of R
and Tϕ.

(g) Boundaries of
rigid parts (bones).
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Fig. 2. Registration of images from department of Oncology at the University Hospital
of Ostrava. The images show the cuts in the chest in exhalation and inhalation obtained
by CT method.



446 Alena Vasatova

4 Conclusion

This paper presents elastic image registration with rigid parts solved by TFETI.
Elastic registration is based on physical motivation of deforming body, thus it fits
to register images with local non–rigid differences. We use SSD distance measure
for deriving external forces from intensities of monomodal image. Navier–Lamé
equation are solved by TFETI, a variant of the FETI method for parallel numer-
ical solution of elliptic PDE, which use Lagrange multipliers also to enforce the
Dirichlet boundary conditions, so the inversion of stiffness matrices is simplified.
We encompass rigidity for bones simply by adding other Lagrange multipliers.

5 Publications

List of publications in which the results were presented:

– A. Vasatova. Elastic image registration with rigid parts solved by TFETI.
Submitted to Proceedings of the 28th Spring Conference on Computer Graph-
ics.

– A. Vasatova. Elastic image registration with rigid parts solved by TFETI.
Submitted to Proceedings of MENDEL 2012 – 18th International Conference
on Soft Computing. Mendel Journal series.
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Abstract. Risk to safety of personnel in process industries is normally modelled 

in the application of Event Trees, where the risk is defined as a product of event 

frequency and its consequences. This method is steady state whilst the actual 

event is time dependent, comprising, for a gas release, as for example, the size 

of gas cloud being released, probabilities of ignition, fire or explosion, fatality, 

escalation to new releases and fire and/or explosion, and the probability of fa-

tality, all varying with time. This paper presents a method whereby the time-

dependent events and the time-dependent probability of fatality are modelled by 

means direct Monte Carlo simulation method. Using this method the modeled 

scenarios change with relevant probabilities at defined times to configurations 

with appropriate probabilities of fatalities. The paper uses a realistic example 

from the offshore industry. 

Keywords: Offshore Industry, Time-Dependent Risk Modeling, Hydrocarbon-

Related Fire Risk 

1 Introduction and problem definition 

Process industry, such as an offshore production installation, exposes personnel to risk 

of injury or fatality. Probability of fatality in real practical situation depends on many 

random events that may occur during a potential accident, which are difficult to quan-

tify at a specific time instant or in the course of a time interval. This results in over- or 

under-estimation of risk. 

Figure 1 shows an example of typical offshore production installation consisting of a 

wellhead platform (WHP), production and riser platform (PRP), and accommodation 

platform (AP), all connected by bridges. The installation is sub-divided into 10 Zones 

according to the nature of the plant or activities. Hydrocarbons being produced come 

up from a reservoir onto WHP in the form of multi-phase fluids, which are piped 

across the bridge to the PRP, where they are separated into oil, gas, and water and 

sand. Produced oil and gas are piped through risers and pipelines to a terminal located 

on-shore. Living quarters are provided on the AP, which is connected to PRP by a 

bridge. The installation is provided with a standby vessel, which would be located 

100m away from the installation. 

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2012, pp. 447–452.
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The main risk on the installation is from potential leaks of the produced hydrocarbons 

on WHP or PRP. The primary escape and evacuation route from the installation is to 

the AP, where installation personnel evacuate by free-fall lifeboats. The three lifeboats 

shown in the Figure 1 are of the minimum capacity of the capacity of the installation. 

The secondary escape and evacuation route is to the WHP, which is equipped with 

one free-fall lifeboat. The WHP lifeboat capacity would be based on number of per-

sonnel on WHP plus PRP at any one time. Tertiary evacuation capacity is provided on 

WHP and PRP by life rafts. 

In case of evacuation the evacuees are transferred by the lifeboats and life-rafts to the 

standby vessel. 

This paper focuses on the hydrocarbon-related risk, whereas the highest risk is in the 

wellheads and manifolds area on the WHP (Zone 3) and then in the separation and 

compression area on the PRP (Zone 8). 

Leak frequencies in Zone 8 based on statistical observations may be estimated as for 

example: 

 Small leaks 609 per 10000 years, 

 Medium leaks 234 per 10000 years, and 

 Large leaks 216 per 10000 years. 

 

A leak in Zone 8 would initiate the following actions: 

1. activation of fire & gas system, which in turn would simultaneously activate Alarm, 

2. emergency shutdown of process and electrical systems, 

3. blowdown of hydrocarbon plant inventories, 

4. start of emergency power generation, 

5. start of fire pumps, and personnel would make their workplace safe, start to escape. 

These actions normally happen within the first 1 minute on the leak detection. The 

probability of ignition of the leaking hydrocarbon would be minimized by the shut-

down and blowdown, but the leaking hydrocarbon may still ignite, immediately, or 

with some delay. Immediate ignition of leaking pressurised gas would result in jet fire, 

whilst a relatively large gas cloud may accumulate and explode following a delayed 

ignition. Explosions or prolonged jet fires may damage the plant and structures of the 

installation. Calculations and trials show that personnel should be able to escape to the 

lifeboats and evacuate from the installation to the sea within 30 minutes after the start 

of the leak.  

1.1 Problem formulation and application example 

It is important to know the possible development/escalation of incidents on the insta-

lation, and the implication on escaping personnel in first phases of the accident, as 

personnel may be trapped or injured by collapsing plant or structures with resultant 

fatalities. Table 1 summarizes such events with associated probabilities for a person 

working and escaping from separation and compression Zone 8 on Level 2 of the 

PRP, related to small, medium and large leaks respectively. Pis, Pim and Pil, Pfs, Pfm 

and Pfl, and Pes, Pem and Pel, denote the respective probabilities of ignition, hydro-

carbon-related fatality and escalation to bridge for small, medium and large releases. 
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Pf denotes the probability of fatality related to the escape to sea by jumping into the 

sea. In Table 1, as for example, an immediate ignition of a medium release with Pim = 

0.03 may result in an immediate fatality of Pfm = 0.1. As an alternative, the person 

may escape unhurt from the leak area behind the nearest fire/blast wall and continue to 

the PRP-AP bridge, but the bridge may lose support due to the fire damage of PRP. 

As a result, the escaping person may be trapped by the PRP on fire and the damaged 

bridge and he/she may need to escape by jumping into the sea the secondary route to 

WHP. In this case, Pim = 0.03, Pem = 0.1 and Pf = 0.7. 

Personnel escaping on the basis of scenarios described in Table 1 may be exposed to 

an insufficient condition for evacuation (ICFE), which results in fatality, probability of 

which is to be computed. The objective of this paper is quantification of probability of 

fatality of a person working and escaping from separation and compression Zone 8. 

We are particularly interested in behavior of the function during initial part of the ac-

cident. The initial event of the accident is a hydrocarbon leak and we are considering 

three sizes of the leak: small, medium and large. As Table 1 illustrates, the leak is de-

tected during the 1st minute, personnel start to escape, but the time of ignition varies 

and so also varies the time of fatality with its associated probability. 

 
Table 1. Person and Installation actions at various times 

 0 to 1min 1min to 2mins 2 to 5mins 5 to 8mins 

Plant Leak in Zone 8: 

-Leak detection. 

-Alarm activated 

 -Installation 

shutdown 

-Depressurisation 

starts 

-Ignition: Pis=0.004; 

Pim=0.03; Pil=0.1. 

-Fire starts. 

-Fire continues 

impinging on 

flanges and 

structure. 

-Installation 

being 

depressurised. 

 

-Flanges lose 

their tightness 

resulting in 

escalation to 

additional fire(s). 

- damage of the 

PRP-AP bridge. 

Pes=0.05, 

Pem=0.1, 

Pel=0.5. 

 

Per-

son 

-Person working in 

Zone 8. 

-Considering the 

situation, deciding 

which way to escape. 

-Fatality, Pfs=0.05; 

Pfm=0.1; Pfl=0.3. 

-Escaping 

person located 

behind the 

nearest 

fire/blast wall. 

-Fatality: 

Pfs=0.01; 

Pfm=0.02; 

Pfl=0.06. 

-Escaping via 

stairs to the PRP-

AP bridge. 

-Person trapped -

Person escapes to 

the sea. 

-Fatality, Pf=0.7. 

Escaping person 

on the PRP-AP 

bridge. 

-Person trapped. 

-Person escapes 

to the sea. 

-Fatality, 

Pf=0.7. 

Plant -Leak in Area 8. 

-Leak detection. 

-Alarm activated. 

-Installation 

shutdown. 

-Depressurisation 

starts. 

-Ignition, 

Pis=0.006; 

Pim=0.04, 

Pil=0.2. 

-Fire impinging 

on flanges and 

structures. 

-Flanges lose 

their tightness 

resulting in 

escalation to 

additional fire(s). 

-Loss of 

strength of PRP 

topside 

resulting in 

damage of the 

PRP-AP bridge. 

Pes=0.05, 

Pem=0.1, 

Pel=0.5. 
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Per-

son 

-Person working in 

Zone 8. 

-Making working area 

safe. 

-Considering the 

situation, deciding 

which way to escape 

and starting to escape. 

-Escaping 

person located 

behind the 

nearest 

fire/blast wall. 

-Fatality, 

Pfs=0.01; 

Pfm=0.02; 

Pfl=0.06. 

-Person escaping 

via stairs to the 

PRP-AP bridge. 

-Fatality, 

Pfs=0.005; 

Pfm=0.01; 

Pfl=0.03. 

 

-Escaping 

person on the 

PRP-AP bridge. 

-Person trapped  

escapes to the 

sea. 

-Fatality, 

Pf=0.7. 

Plant -Leak in Zone 8. 

-Leak 

detection.Alarm 

activated. Installation 

shutdown. 

Depressurisation 

starts. 

-Un-ignited leak 

continues. 

-Installation 

being 

depressurised. 

-Ignition, 

Pis=0.007; 

Pim=0.05, 

Pil=0.2. 

-Fire impinging 

on flanges. 

-Flanges lose 

their tightness 

resulting in 

escalation to 

additional 

fire(s). 

Per-

son 

-Person working in 

Zone 8. 

-Considering the 

situation, deciding 

which way to escape 

and starting to escape. 

-Escaping 

person located 

behind the 

nearest 

fire/blast wall. 

-Person escaping 

to the PRP-AP 

bridge.-Fatality, 

Pfs=0.003; 

Pfm=0.005; 

Pfl=0.02. 

-Escaping 

person on the 

PRP-AP bridge. 

2 Direct Monte Carlo method 

The Monte Carlo simulation method has formally existed since early 1940’s, but only 

with increasing computer technology and power, became widely used. The MC meth-

od enables modelling of complex processes without the need of making unrealistic 

simplifying assumptions, as is inevitably done when using analytical methods. With 

the increasing availability of fast computers, MC methods become more and more 

powerful and feasible. 

The basis of MC simulation method is described in many references, as for example in 

Marseguera and Zio [2]. Each “trial” of the MC simulation (a “trial” is one simulation 

of a system history during a mission time) consists of generating a random walk which 

guides the system from one configuration to another, at different times. During a trial, 

starting from a given system configuration, we need to determine when the next transi-

tion occurs and which is the new configuration reached by the system as a conse-

quence of the transition. This can be done by two ways which give rise to so-called 

‘‘indirect’’ and ‘‘direct’’ MC method. 

The indirect MC simulation method consists of sampling first the time of a system 

transition from the corresponding system conditional probability density fS(t|k0) of 

the system performing one of its possible transitions out of a state k0 at time t. Then, 

the transition to the new configuration k’ actually occurring is sampled from the con-

ditional probability qS(k’|k0, t) that the system enters the new state k’ given that a 

transition has occurred at time t starting from the system in the state k0. The procedure 

then repeats from k0 at time t to the next transition. 
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The direct MC simulation method differs from the previous one in that the system 

transitions are not sampled by considering the distributions for the whole system but 

rather by sampling directly the times of all possible transitions of all individual com-

ponents of the system and then arranging the transitions along a timeline, in accord-

ance with their times of occurrence. 

The probability of each event in our example is given by Table 1. Events occur in 

specific time intervals in what can be identified as transition times of components in 

context with the description above. We can assume that probability density functions 

of events within specified intervals are piece-wise rectangular. So we construct these 

functions and use them to generate occurrence time of each event. One Monte Carlo 

trial consists of the ignition time which is generated first. Resulting from the simulated 

ignition time, appropriate scenario (set of events) is selected and occurrence times of 

next events are generated. This is repeated until the mission time is over. All MC trials 

are finally evaluated to obtain time dependent probability of ICFE (Insufficient Condi-

tion For Evacuation).  
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3 Results 

Let us assume suppose that the fire & gas detection system is properly activated 

whenever a leak in Zone 8 occurs. Using the data from Table 1, the time dependent 

probability of occurrence of ICFE within (0, t) can be computed and evaluated, for 

small, medium and large leaks. 

Figure 2 compares probabilities of ICFE based on type of leak. Probability axis is in 

logarithmic scale, for better resolution and understanding.  
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Fig 2. Probability of ICFE for Small, Medium, Large Leak, Computed by MC Simulation 

Method 

A large leak is very dangerous, because its associated probability of fatality increases 

approximately evenly within each minute and very rapidly too (at about 0.1 per one 

minute).  

4 Conclusion 

Data in Table 1 have been used to compute a time dependent probability of ICFE for 

individual leaks in Zone 8. Based on the dynamic evolution of the probability of 

ICFE, it can be concluded that most dangerous is the large leak. Probability of fatality 

increases very rapidly within first 5 minutes. 

If we wish to represent the probability for ICFE per annum, we have to multiply these 

probabilities by leak frequencies in Zone 8 based on statistical observations, see above 

the paragraph 1.1. 
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Abstract. This article discusses other measurements, which were focused on re-
search of basic properties of conducting polymer – Polyaniline (PANI). Meas-
urements were focused on measuring of changes of electrical resistance in de-
pending on time. 

1   Introduction 

This article follows the article [1], where was made a short list of what are conduct-
ing polymers, their properties and where was evaluated the first set of basic measure-
ments of individual potentially interesting optical, electrical or magnetic properties of 
this conducting polymer. 

Polyaniline belongs to the group of conductive polymers [2] [3]. Electrical conduc-
tivity is its main feature. PANI can occur in two basic forms. The first form is polyani-
line salt, which is conductive and has a green color. The second form is polyaniline 
base, which is non-conductive and has a blue color. Change between these two forms 
is done by changes of the pH of the environment. 

As noted, the major feature of this polymer is conductivity. Therefore, additional 
measurements of the behavior of PANI were focused on measurement of electrical 
resistance R [Ω]. Measurements of alone electrical resistance would not be so interest-
ing, therefore was realized measurement of the electrical resistance of PANI layer in 
depending to time. The results of these measurements and their evaluation will be 
described in this article. 

2   Measurements of change of electrical resistance in depending on 
time 

This measurement was performed in order to find the behavior of electrical re-
sistance of PANI layer during long-term effects of electric current. Schema of meas-
urement of changes electrical resistance in depending on time is shown in Figure 1. 

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2012, pp. 453–457.
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Fig. 1. Schema of measurement of changes of electrical resistance in depending on time 

For measurement was used DC voltage power supply with voltage Ucc = 10V. The 
resistor R1 = 1,48MΩ and resistor of PANI layer (RPANI), which was applied to a la-
boratory micro-glass, were connected to this power supply. For connection of micro-
glass with a PANI layer was used a special holder, which was manufactured at the 
Department of Telecommunications at VŠB - TU Ostrava. Resistor R1 was connected 
parallel with PC USB measuring card from National Instruments. Measuring of a 
change voltage on the resistance R1 in dependence on time was executed with program 
LabVIEW Signal Express 2011. The voltage and time from the measurements were 
automatically saved to a file for later processing. 

For the calculation of electrical resistance PANI layer RPANI was derived formula: 
RPANI = (Ucc–U1)/(U1/R1). 

3   Waveforms of electrical resistance in dependence on time 

Measurements were performed on several selected samples, which were created in 
provisional conditions at the Department of Telecommunications at VŠB - TU Ostra-
va and also with controlled procedure by chemists from the Center of nanotechnology 
at VŠB - TU Ostrava. 

Measurements were performed by description in chapter 2. Electrical resistances of 
PANI layer were calculated from the measured values by the derived formula RPANI = 
(Ucc–U1)/(U1/R1). In Figure 2 are plotted waveforms of change of electrical resistance 
of PANI layer in dependence on time when they are exposed to electric current. 
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Fig. 2. Changes of electrical resistance of PANI layer in dependence on time when they are 
exposed to electric current. 

From the measured waveforms we can see that each sample has a different charac-
ter of the electrical resistance during long-term effects of electric current. Small simi-
larity is seen in samples of PANI-17 and PANI-18 and in samples of PANI-2-20/4-30 
PANI-2-20/4-40. This similarity can be explained by the fact that the samples PANI-
17 and PANI-18 were created in provisional conditions at the Department of Tele-
communications at VŠB - TU Ostrava and samples PANI-2-20/4-30 and PANI-2-
20/4-40 were created by controlled procedure by chemists from the Center of nano-
technology at VŠB - TU Ostrava. 

Differences in waveforms of individual samples are probably caused by slightly 
different methods of production of individual samples. 

4   Repeated measurements of one PANI sample 

The difference of individual waveforms of PANI samples (Figure 2) is probably 
caused by different methods of production. For this reason, it was carried out repeated 
measurements of the selected sample of PANI. Figure 3 shows waveforms of sample 
of PANI-17, which were measured at time intervals of 1 month. 
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Fig. 3. Waveforms of changes of electrical resistance in dependence on time. Measurements 
were performed on one sample of PANI at time intervals of 1 month. 

It is seen that the measured waveforms are very similar. The major difference is in 
different sizes of electrical resistance RPANI [Ω]. We can notice at the first waveform 
that the electrical resistance is lower than at second measurement, which was meas-
ured one month later. This difference is caused by the gradual conversion of conduct-
ing form (polyaniline salt) of PANI layer on the non-conducting form (polyaniline 
base). This change results in increase of electrical resistance. This transformation is 
spontaneous when the layer of PANI is exposed to the outside environment. 

5   Conclusion 

This article was focused on measuring changes of electrical resistance of PANI lay-
er during long-term effects of electric current. 

Measurement has shown that the electrical resistance of PANI layer is not constant 
and is changeable, when exposed to activity of electrical current. 

Furthermore, it is seen from the measured waveforms that for individual samples, 
which are made by different procedures, are different waveforms. From this we can 
deduce that the manufacturing process has an effect on the waveform of electric re-
sistance. 

By repeated measuring of the same sample of PANI was found that the waveforms 
are very similar. The difference was mainly in an increase of electrical resistance. This 
increase is caused by the gradual conversion of conducting form (polyaniline salt) of 
PANI layer on the non-conducting form (polyaniline base). This conversion is caused 
by effect of the outside environment on the PANI layer. 
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Abstract. The article deals with the basic properties of algorithms for
detecting edges in the image. This article aims to compare their proper-
ties when algorithms were applied to images with degraded properties,
such as images with more details or overexposed images. For comparison,
it has been selected five types of edge detectors. The tests were made on
three images on those were applied edge detectors. For visualization and
comparison was used software MATLAB.

1 Introduction

In image processing are frequently used algorithms for the edge detection in the
image (edge detectors). Their aim is to filter out only the image points which
are important for further processing. It is an image preprocessing, which it does
not change the information in the image.

The edge detection in image can be used in many specialization, such as
medicine, security, reconstruction of 3D scenes and more. Based on detected
edges it is possible to search for particular shapes or automatically recognizing
content, such as automatic detection of explosives.

2 Edges and their detection

The edge of the object need not coincide with the boundary between objects in
the scene, the edges can arise and disappear depending on your point of view.
The edges in the image are most often defined as a place where there is a step
change in brightness function. According to the brightness function its shape
can be divided into several sections: jump, roof, lines and noisy edge. The first
three are highly idealized and in real world conditions do not occur. The most
common course of the brightness function is noisy.

If the edge is defined as a large change in brightness function, at the place
of edge is large value of derivative of brightness function. The maximum value
of the derivative in the direction perpendicular to the edge. This is actually a
partial derivative of the function of two variables and change its function allows
the gradient ∇, which determines the direction of greatest growth of brightness
function and slope of this growth:

‖∇f(x, y)‖ =

√(
∂f

∂x

)2

+

(
∂f

∂y

)2

, ψ = arctan

(
∂f

∂x
/
∂f

∂y

)
(1)
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Because image processing is working with discrete data values, it is necessary
to select the appropriate method of discrete approximation of partial derivatives.
This problem can be two basic approaches:

– the reconstruction of continuous functions and calculate its derivative
– approximation of derivative with finite differences

The first option is not used in practice for its demands and computational
complexity. The second option is used in the most cases. The principle is approxi-
mation of derivative by convolution with a suitable core. Selection of convolution
cores can influence the properties of facet detector. The simplest approximations
are:

– Unsymmetrical (derivative at the point i− 1
2 ):

f ′ ≈ f(i)− f(i− 1) (2)

– Symmetrical (neglecting the effect of pixel i):

f ′ ≈ f(i+ 1)− f(i− 1) (3)

If we express this approximation by convolution, we obtain the simplest con-
volution cores:

f ′ ≈ [−1,+1] ∗ f, f ′ ≈ [−1, 0,+1] ∗ f (4)

[−1,+1] , [−1, 0,+1] (5)

3 Edge detectors

There are three types of edging detectors based on:

– search of maxim of first derivative (Roberts, Sobel, Prewittov)
– search of zero-cross of second derivative (Laplacian of Gaussian, Marr-Hildreth)
– a local approximation of image function with parametric model, such as

polynomial of two variables (Haralick)

3.1 Roberts operator

Roberts convolution mask size is only 2x2. The most commonly used for grayscale
images, the calculation is very fast, but it is also very prone to mark random
noise in the image as the edge. The size gradient is calculated as:

|g(x, y)− g(x+ 1, y + 1)|+ |g(x, y + 1)− g(x+ 1, y)| (6)

Convolution cores are:

h1 =

[
1 0
0 −1

]
, h2 =

[
0 1
−1 0

]
(7)
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3.2 Sobel operator

Sobel operator is often used to detect horizontal and vertical edges. Convolution
cores h1, h3 are useful for this application.

h1 =




1 2 1
0 0 0
−1 −2 −1


 , h2 =




0 1 2
−1 0 1
−2 −1 0


 , h3 =



−1 0 1
−2 0 2
−1 0 1


 , · · · (8)

3.3 Prewitt operator

The size of matrix of Prewitt operator is 3x3, for edge detection in different
directions:

h1 =




1 1 1
0 0 0
−1 −1 −1


 , h2 =




0 1 1
−1 0 1
−1 −1 0


 , h3 =



−1 0 1
−1 0 1
−1 0 1


 , · · · (9)

3.4 Laplace operator

Maximum of the first partial derivatives of discrete brightness functions corre-
spond to the zero crossing second partial derivatives. Laplacian is preferably
used for this.

∇2f(x, y) =
∂2f(x, y)

∂x2
+
∂2f(x, y)

∂y2
(10)

Omni-directional linear Laplace operator (Laplacian) is useful if we want to
detect edges in an image, but we do not care about the direction of edges. This
operator gives the same response for all directions, so no information about the
direction of edges. It can be used to focus the image. The disadvantages are its
high sensitivity to noise and double response to a thin line. Examples of possible
convolution cores (8-neighborhood, highlighting the center):




1 1 1
1 −8 1
1 1 1


 ,




2 −1 2
−1 −4 −1
2 −1 2


 ,



−1 2 −1
2 −4 2
−1 2 −1


 (11)

Since the Laplace operator is very sensitive to noise, first step is exterminate
the image from the noise and then try to detect edges. So we accept the image
blurring with the Gaussian and use the second derivative estimate directional
Laplacian. This procedure is known as LoG operator (Laplacian of Gaussian).

Values of derivative of Gaussian can precalculated because is not dependent
on the input image. LoG operator can be approximated by the difference of two
images smoothed using a Gaussian with differen σ. This operator is called a DoG
(Difference of Gaussians).

The disadvantage of this operators is blurring sharp shapes (corners of ob-
jects) and edges tend to concentrate in an enclosed shapes. Another problem is
once again setting the appropriate values of σ.
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3.5 Canny edge detector

Canny edge detector is an algorithm which includes several steps to achieve the
best result in the detection of edges in the image. The basic requirements include
reliable detection (so that it found most of the existing edges), the exact location
of the edges (so that the edge position is identified as accurately as possible) and
clarity (not to detect nonexistent edges).

During edge detection Canny edge detector usually proceeds as follows: first
step is to eliminate noise in the image (usually a Gaussian filter, but we can also
use another filter), then finds the approximate directions of gradient for each
pixel in the direction of the derivative of gradient with a suitable convolution
masks. In the next step, we find local maximum of these derivatives and edges
are obtained by thresholding with hysteresis. In the last step (mostly not used)
are merged edges, which we have gained in various large extermination.

4 The simulation results of edge detectors

To test the five selected edging detectors were selected three types of image.
The first is an nontrivial image with standard properties. This image serves as
a control. The second image is a group photo with lots of small details. The last
chosen is overexposed photograph of the corner of room with a lot of noise. Edge
detection results of individual detectors can be seen in figures 1, 2, 3.

Fig. 1: The control image

For control image is achieved the best results of simulations with Canny
detector. The operator’s detectors are worst, especially Roberts and Prewitt
operator. This is due to the simplicity of these detectors, which occurs only for
convolution. Edge detection is significantly improved using a Gaussian filter.



462 Miroslav Bureš and Jaroslav Zdrálek

Fig. 2: Image with a large number of small details

Applying the same algorithms on the image with a lot of details is a better
result for simple detectors. The best seems to be a Prewitt and Sobel operator.
Use of Laplacian of Gaussian and Canny detector is edge detection worse due to
noise. The resulting edges are short and coalesce.

Edge detection in overexposed image is the same as in the previous case. The
last two methods are due to the large amount of noise in an overexposed image
unusable. For their use is necessary to apply a larger filtration.

Fig. 3: Overexposed image with noise

5 Conclusion

The article described five most common edging detectors and their basic proper-
ties. The simulation results confirmed that for quick search of specific shapes can
be simply used operator detectors. In future work we would like to continue and
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tried to create a set of test images for the purpose of detection and automatic
recognition of suspicious objects such as explosives.
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Abstract. This document describes script that was created in Matlab, designed 

for visualization and processing of data measured at Mach-Zehnder interferom-

eter output captured using National Instruments measuring card and LabView. 

It summarizes the various development stages of this script and its planned ex-

pansion. 

Keywords: Matlab, script, visualization of data. 

1 Introduction 

The primary impulse to create this script was requirements for data processing of 

Mach-Zehnder interferometer (MZI) output signal and its visualization. Aim of this 

application is to facilitate the interpretation of the MZI output signal. As a develop-

ment environment for creating this script was chosen Matlab and its 2010 version 

(later 2011). Matlab environment was selected because it provides a broad base of 

functions for working with any data that considerably facilities the work of develop-

ing many different scripts. Above all, Matlab is very powerful tool to perform various 

mathematical operations. 

2 Measuring of Mach-Zehnder interferometer output signal 

On Figure 1 is shown block diagram of measuring process, which captures the MZI 

output signal. The electro-optical conversion provides Thorlabs detector. The output 

from the detector is through asymmetric coaxial cable with impedance of 50 Ω. This 

analog signal u(t) is applied to first order high-pass filter with selectable cutoff fre-

quency 17 or 34 Hz. In this block is also removed DC component from signal. Next 

follows the amplifying block with optional amplification from 0 to 30 dB with 10 dB 

step and symmetrical output. This symmetrical output is than fed to analog input of 

measuring card with input voltage range of 0-10 V. Measuring card performs AD 

conversion of analog signal u(t) to digital output stream s[n] with sampling speed of 

250 kS/s and output data word length of 16 bits. Data stream s[n] represents the volt-

age at the detector and is further processing in LabView. On the captured signal s[n] 
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VŠB – Technical University of Ostrava, FEECS, 2012, ISBN 978-80-248-2769-8.



Software for Visualization of Measured Data . . . 465

is applied 5
th
 order high-pass IIR filter with cutoff frequency of 10 Hz. Output from 

this filter is then stored in *.txt file. This file is one of data inputs to the script. Behind 

the IIR filter is on the signal applied Fourier transformation (FFT block) with Han-

ning window function to convert s[n] from time to frequency domain. From calculat-

ed frequency-amplitude spectrum of the original signal are selected only spectral 

components from range 0 to 1000 Hz, which are also saved as *.txt file. This file will 

be further used as a next input data file for previously mentioned script to display 

calculated spectrum and its time dependence. 

 

 

Fig. 1. Block diagram of the signal capturing method 

3 Development stages of the script 

3.1 The first version of the script 

The first version of application was simple script for plotting graphs waveforms of 

measured MZI output signal at detector. Script loads data previously captured using 

LabView. This data had a plain text form. This data were converted from text form to 

integer or double data type then can be easily plotted in graphs and performed other 

mathematical operations with it. Script plots a graph of voltage over time with correct 

descriptions of all axes. As input vector for x axes were used data derived from the 

number of data captured in *.txt file and sampling rate of measuring card. Plotted 

waveform of voltage over time was automatically saved in PNG format (Fig. 2). Cre-

ated script was not intended to use only for visualization of MZI output data. If we 

assume that the same structure of data files is captured with measuring card and saved 

with similar configuration of LabView software, the script can also display data 

which are not measured on MZI, but are measured in another experiment. [2] 

Hanning

HP 17/34Hz IIR HP 10HzA=0-30dB

FFTA
D
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Fig. 2. Graph of voltage waveform over time 

3.2 The second version of the script 

Second version of the developed application extends the previous version with fea-

ture, which could load data that represents the Fourier transformation of the voltage 

on optical detector. The captured data includes captured spectra varying in time as 

one column vector. This vector must be transformed into matrix whose columns con-

tain data of each captured spectra and rows contains data of varying each frequency 

component in time. This matrix is then visualized as 2D or 3D graph (Fig. 3). These 

graphs can be also exported to PNG format. Axes labels must be also extracted from 

raw data so they correspond to reality. 

For more detailed analysis of measured data was implemented extension, which al-

lows display Fourier transformation in one time. This time was specified in popup 

window and after that was plotted. Because calculated spectrums are not continuous 

in time it is necessary to choose values of time in specified steps. The final plot is 

shown on Figure 4. 

Another modification was the implementation of dialog boxes to find exact path to 

files, which contains input voltage and spectral data. 

The next feature of the script was CSV data output. This feature could export actually 

loaded data to CSV file, which could be executed in MS Excel. Waveform spectra 

data of each measurement were stored in common directory. The script automatically 

reads data from each measurement. Time delay between measurement start and event, 

which spectrum will be analyzed was eliminated by choosing of appropriate value. 

Selected spectrum was written to column in the CSV file. In analyzing sub-folders, 

which contains spectra data of further measurements, selected spectra were written to 

next columns in the CSV file. By this way could be compared repeated measure-

ments. [1], [2], [3], [4], [5] 



Software for Visualization of Measured Data . . . 467

 

Fig. 3.  3D graph of spectrum varying in time 

 

Fig. 4. Graph showing spectrum in selected time 

3.3 Third version of the script 

To simplify work with script, it is currently implemented a graphical user interface 

(GUI), which contains all previously mentioned features. The aim of this GUI is pri-

marily permit work with this application to users who do not know the structure of 

used script or never seen the Matlab environment. The current application state is 

shown on Figure 5.  

The new properties increased the size of script and decreased clarity and intelligibil-

ity. Therefore the script was divided into several external functions that are called 

when the script need them. This has improved readability of the script and its availa-

bility on individual provisions. [1], [2] 
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Fig. 5. GUI of the script 

4 Planned expansions 

After implementing all features of the previous versions to the current version with 

GUI, the application still will be further developed. First of all will be add a possibil-

ity of setting parameters of input files such as sampling frequency of recorded volt-

age. Further will be implemented loading of the file, which contains set of times of 

analyzed events, or application could be set to find proper time automatically. So that 

users will be no longer need to manually insert these event times. 

Matlab also contains the functions, which allows performing of Fourier transfor-

mation on data stored in memory. This feature will be also added to application. After 

that the user will have to load only one file containing the voltage over time. [1], [2] 

5 Summary 

The designed application satisfies the current requirements for visualization of meas-

ured data. Further planned modifications of this application may include performance 

improvement or implementing other features that facilitate work with measured data. 
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Abstract. The fiber-optic sensors are more and more replaced by the standard 

sensors. In the field of measuring mechanical stress and temperature are at the 

forefront of the fiber-optic sensors based on FBGs. These sensors reported ex-

cellent properties. They are resistant to external conditions and achieve very 

precision measurements. The FBG sensors like sensors of mechanical stress and 

temperature can be used as a single or multipoint (quasi-distributed) sensors. 

Keywords: Braggs grating, edge filter, fiber-optic sensor, wavelength. 

1   Introduction 

The optical fibers with uniform Braggs gratings are special optical fibers in 

which cores is a periodic change in refraction index designed. On the interfaces 

of these refractive index changes are reflecting specific wavelengths. The re-

flected wavelength depends on the period of changes in the refractive index and 

on the effective refractive index of the core. 

          

 

2   Braggs Grating 

The Braggs gratings are characterized by a very narrow selective reflection with 

the peak on wavelength λB high reflectivity approaching to 100% and width of 

the reflected spectrum between 0,1 to 2 nm. The spectrum of a uniform FBG is 

shown in the figure 1. 

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2012, pp. 470–475.
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Fig. 1. The spectrum of a uniform FBG. 

 The light from LEDs guided to the FBG will be partially reflected and par-

tially released. The wavelengths corresponding to the central wavelength of the 

Braggs grating will be reflected, others will be released as show in figure 2. 

These FBGs are used as temperature sensors and mechanical stress sensors. 

Due to the mechanical stress or temperature influence the period of the refrac-

tive index is changed which moves the FBGs reflected spectrum. The change of 

mechanical stress or temperature leads to the change in the reflected wave-

length. The dependence of wavelength shift on the temperature change is 

around           and on the mechanical stress change is around          

[1]. 

Input spectrum

Reflected spectrum

Transmitted spectrum

 

Fig. 2. The principle of FBGs: light from a broadband source enters the grating. 

The wavelengths corresponding to the central wavelength of FBGs are re-

flected, others are released. 

 The disadvantage is that the central wavelength shift is dependent on tem-

perature and mechanical stress simultaneously. By measuring with one FBG it 

is impossible to distinguish between the size of stress influence and influence of 

temperature. This problem can be solved in three ways. The ideal solution is the 

use of FBG, which is sensitive only to temperature or only to stress. It is also 

possible to use the references grating, which is located so as to be influenced by 

the same temperature as the main measuring grating, but not to be loaded with 

mechanical stress. By subtracting the measured value from the reference grating 

from the value on the measuring grating will provide the value of mechanical 

stress influence [2]. The last solution is the use of two different FBGs that have 

different sensitivities to temperature and mechanical stress. [3], [4]. This two 

gratings sensor can be described by the following equation: 

 
   
   

   
      

      
  

  
  

  (

2
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) 

Where    is stress coefficient and    is temperature coefficient,    is mechani-

cal stress change,    is temperature change and    ,     are caused changes of 

the wavelengths on gratings 1 and 2 [5]. If the determinant of the matrix of the 

coefficients is not zero, we can express the measured values of mechanical 

stress and temperature as follows: 

 
  
  

  
 

             
 
       

       
  

   
   

  
(

3

) 

 The advantage of sensors based on Bragg’s gratings is that the measured 

quantity is encoded into the reflected wavelength and not into the reflected in-

tensity, which is by the distribution thought the fiber absorbing. To detect the 

wavelength shift can be used spectrometer. But the spectrometer is very expen-

sive, and therefore are new ways how to detect the wavelength changes looking. 

The simplest technique is to transfer the wavelength changes into intensity. 

Converting of the wavelength changes to the intensity change can be achieved 

by using forward edge filter, which has a linear relation between the change in 

wavelength and intensity of out light (Fig. 3) [6]. The distribution of the re-

flected light into two branches, and placing the edge filter into one branch can 

eliminate the power fluctuations of the source. 

LED

FBG

Edge

Divider

λ

POUT

 

Fig. 3. Transfer of the wavelength shift to the amplitude by using edge filter. 

 Another option is the use of two FBGs with the same properties, where one is 

sensing and the second is receiving (Fig. 4) [7], [8]. The temperature or me-

chanical stress changes lead to detuning of the sensing grating. Using of piezo-

element leads to the retuning of the sensing grating until the maximum reflected 

power from receiving grating and photodiode is detected. At the moment of 

maxim detected power, the central wavelength of receiving grating correspond 

to the central wavelength of sensing grating. Assuming that the relation be-

tween control voltage and wavelength of receiving grating is known, the wave-

length of the sensing grating can be determined.. 

 The simplest technique is the used of two identical gratings placed in a row, 

which spectra overlap. In the case that the gratings will not be influenced by 

temperature or even mechanical stress will be on the photodiode certain power 

of reflected light detected. 
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Fig. 4. Converting of the wavelength shift to the amplitude by using two identi-

cal FBGs. 

 If the gratings will have mutually overlapping spectra, than by shifting one 

spectrum to lover or higher wavelengths due to the temperature or stress 

changes will occur the changes of the overlapping surfaces of the both spectra. 

As a result, the reflected power from both gratings will change. The connection 

scheme is shown in figure 5. 

LED

P

FBG A FBG B

 

Fig.5. Converting of the wavelength shift to the amplitude by using two FBGs 

with mutually overlapping spectra. 

 The simulation of dependence of reflected power on central wavelength 

change of the grating A in range from 1550 to 1550.7 nm was performed. As a 

source was used a broadband LED at 1550 nm and output power of 1 mW. The 

result is shown in figure 6. 

 

Fig. 6. The simulation of the power dependence on central wavelength of FBG 

A change. 
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2   Experiment 

In the experiment was the investigation technique of wavelength shift by using 

two Braggs gratings with mutually overlapping spectra verified. Two FBGs 

were used in experiment. FBG A had central wavelength at 1553.59 nm, spec-

tral width at half maximum power at 3.117 nm, and reflectivity of 85.9%. FBG 

B had central wavelength at 1554.21 nm, spectral width at 2.597 nm and reflec-

tivity of 80.9%. Measured results are shown in figure 7. 

 Four measurements were performed. In figure 7 are shown four courses that 

follow the shape of the curve in the simulation. The problem is that the individ-

ual courses do not overlap each other and are shifted. This inaccuracy was 

caused by very high sensitivity of LEDs on the ambient temperature. And be-

cause no thermostat was used to stabilize the temperature of the LEDs in the 

environment, there were fluctuations in LEDs output. 

 

Fig. 7. The dependence of power on temperature change applicated on FBG A. 

 In the accompanying measurement was measured the dependence of the 

LEDs output power on the ambient temperature, shown in figure 8. The tem-

perature change of 1 °C leads to a change of LEDs output power about 3.37 

μW, which corresponds to of 4.7 % original value. The measured values in fig-

ure 7 are shifted by about 0.1 μW, which corresponds to a change of 0.4 %. The 

change in reflected power about 0.4 % corresponds to a temperature change 

about 0.085 °C. This shows that the LED in this sensor scheme is very sensitive 

to ambient temperature.  

 

Fig. 8. Dependence of LED output power on ambient temperature. 

3   Conclusion 

In this paper has been verified the functionality of investigate technique based 

on two FBGs with mutually overlapping spectra. It was shown that by using 
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two FBGs can convert the wavelength shift to amplitude change, which is very 

appropriate for practical applications, particularly in terms of simple design and 

low cost financial solutions. 

 By measurements was the stabilization of the ambient temperature imperfect. 

This issue significantly affected the LEDs output power, which was reflected in 

the results as not overlapping courses as shown in figure 7. This issue can be 

eliminated by improving the LEDs power stabilization. 
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Abstract. The paper deals with transmission video calls in mobile networks. It 

describes transmission speed in different mobile networks in connection with 

video calls. We have developed method for comparing transmitted video con-

tent based on the size of the video calls. The paper describes differences in vid-

eo content affected by the transmission speed or by packet loss.  There are fac-

tors described in this paper, which influence the transmission characteristics. 

The video calls are tested as a data transmission not as a video call service 

available only in UMTS mobile networks. 

Keywords: Real time video transmission, mobile networks, data transmission, 

H.263, Asterisk. 

1   Introduction 

Video calls are not nowadays widely spread service in spite of a mobile operators’ 

effort to expand video calls among more users. We can consider both video and voice 

transmissions together as next revolution in telecommunication services. Although the 

most of users think that mobile networks are not able to operate video calls, the true is 

that the mobile networks offer a sufficient transmission capacity for real-time video 

calls. 

To define the sufficient transmission parameters of mobile networks used to real-

time video transmission, we need to know both properties of mobile networks and 

transmitted video content. There are transmission line capacity limits with 2.5 genera-

tion networks. Third generation networks offer sufficient bandwidth for transmitting 

video calls with higher data stream. 

This publication focuses on determining sufficient transmission capacity for specif-

ic video content and for defining test of line. The service [1] for video calls transmis-

sion used in 3G mobile networks was not chosen. All tests were created by data 

transmissions and Asterisk [3] represented a multimedia gateway. 

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2012, pp. 482–487.
VŠB – Technical University of Ostrava, FEECS, 2012, ISBN 978-80-248-2769-8.
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2   Testing configuration 

Mobile networks 

There are very variable conditions in mobile networks. They are affected by weather, 

aggregation, the number of connected users, etc… Therefore we were obliged to make 

a measurement separately and to average results.  At first, we measured the properties 

of CSD, HSCSD, GPRS, EDGE and 3G [2] mobile networks. Later, according to the 

real properties, we chose video codecs used later in video calls tests. We have found 

out that CSD, HSCSD and GPRS [2] networks are not useable for video transmission. 

The minimum requirements for video transmission are data connection via EDGE 

technology. 

Measuring system 

To ensure objectivity of measurement, there were 2 Asterisks [4] chosen as the end-

points for video transmission – Figure 1. We had to add a special module and libraries 

to learn Asterisk recording and playing saved video call records.  

One Asterisk sent a video call to another Asterisk, which answered a call and rec-

orded it. The same attitude can be used in future for testing more than one video calls 

together. 

 

 
Fig. 1. System architecture. 

3   Modification of Asterisk 

Asterisk supports video calls transmissions; it becomes a gateway among individual 

clients talking together. Asterisk supports H.263, H.263p and H.264 [5] codecs. Aster-

isk doesn’t work with video streams. It only verifies whether the codec is allowed to 

be used in the client account.   

There are two ways of measuring a video call transmission. Can be used either 

comparing source and destination video file or source and destination data stream. We 

chose the first option, comparing source and destination video file. We have installed 

app_mp4.c module into Asterisk. Module adds 2 functions to                              

extensions.conf, mp4play and mp4save.  
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There is a scheme of video call recording in Figure 1. The call between Asterisk 1 

and Asterisk 2 is established by CLI interface of Asterisk 1. The Asterisk 2 had to be 

registered on Asterisk 1 as a user and special dialplan rules were created to establish 

the call. 

There was a network emulator Simena [6] located between Asterisk servers. Video 

was saved in 176x144 resolutions in H.263 codec. Data stream of video was 304 kbps.  

4   Testing results 

After the test, the size of the streamed video file in Asterisk 1 was compared with the 

size of recorded video file in Asterisk 2. We assumed that the size of the file would 

not be changed during faultless transmission. However, the size decreased with grow-

ing packet loss during the transmission. In this test, latency should not influence over 

size of the recorded file.  

 
Table 1. Dependence of the size of the video file on latency and mobile network – original 

video file size is 991129 B 

 

H263 128kbps 218kbps 1990kbps 

Latency (ms) Size [B] Size [B] Size [B] 

0 478198 748112 991129 

50 529798 837544 991129 

150 463514 743340 991129 

250 516075 711935 991129 

350 407041 688161 991129 

500 530520 962987 991129 

 

Table 2. Dependence of the size of the video file on packet loss and on mobile network - origi-

nal video file size is 991129 B 

 

H263 128kbps 218kbps 1990kbps 

Packet Loss (%) Size [B] Size [B] Size [B] 

5 574935 793403 944177 

15 460507 672654 791849 

25 572034 757362 746104 

35 468005 656917 661522 

45 439112 560021 548463 

55 370665 379394 353694 
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In the first case, bandwidth 128 kbps was set. It represents EDGE technology. The 

measurement shows that EDGE technology is not able to serve adequate bandwidth 

for video transmission.  

In the second case, we set up bandwidth 218 kbps. Bandwidth is corresponding 

with bandwidth of UMTS TDD network. This network could not serve adequate con-

ditions for faultless video transmission either. During latency measurement, the size of 

file was nearly constant. The size of destination video file was more negatively influ-

enced by packet loss.  

In the last case, we set up bandwidth 1990 kbps. Bandwidth is corresponding with 

bandwidth of 3G networks in UMTS FDD configuration. We have decided there is no 

influence of latency to transmitted video file. But in the real video call, the level of 

latency higher than 400ms means that users are not able to communicate well. The 

size of destination video file is negatively influenced by packet loss. 

  

Video call quality tests 

The individual video files are compared with software Video Quality Measurement 

Tool (MSU) [7]. This software offers techniques for comparing two or more video 

files according to codecs and lost frames field. MSU VQMT consists of many plugins. 

We have chosen plugin SSIM - Structural Similarity [8]. 

SSIM video tests 

SSIM value defines similarity between the original video picture and transmitted vid-

eo picture. Table 3 and table 4 describe average SSIM value for specific transmission 

characteristics. If the SSIM value equals 1.0000 it means that transmitted video has 

100% similarity compared with original video frame. 

 
Table 3. SSIM values for video calls affected by latency 

 

H263 218 kbps 218 kbps 1990 kbps 1990 kbps 

Latency Frames Avg. SSIM Frames Avg. SSIM 

0 255 0.99954 391 0.99985 

50 305 0.89954 391 0.99985 

150 253 0.99947 391 0.99985 

250 241 0.94062 391 0.99985 

350 226 0.99911 391 0.99985 

500 374 0.98782 391 0.99985 

 

Table 3 shows SSIM values for transmission affected by latency. Latency does not 

affect changes in video content. Insufficient bandwidth cause changes at the end of the 

video call.  
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Table 4. SSIM values for video calls affected with packet loss 

 

H263 218 kbps 218 kbps 1990 kbps 1990 kbps 

Packet Loss(%) Frames Avg. SSIM Frames Avg. SSIM 

0 255 0.99954 391 0.99985 

5 297 0.75648 366 0.35738 

15 266 0.33385 319 0.32075 

25 297 0.27950 298 0.28947 

35 260 0.28148 263 0.25502 

45 225 0.24798 230 0.24841 

55 158 0.27858 122 0.28791 

 

Table 4 shows SSIM values for transmission line, which loses packets. There are 

not significant differences in SSIM between line with bandwidth 218 kbps and line 

with 1990 kbps.  

  

We have defined these categories according to occurred errors 

 

 Video call file has the same size compared with original video file. Band-

width covers transmission demands of the video calls. Transmission delay 

caused by latency is not found. 

 Video call has the smaller size compared with original video file and there 

are SSIM values nearby value 1. Bandwidth does not cover demands of 

the video calls.  

 Video call has the smaller size compared to original video file and there are 

SSIM values close to zero. All broadcasted packet do not achieve destina-

tion and the packets are lost during transmission.  

5   Conclusion 

Our results can be used in many cases. It can be extended to measure not only latency 

and packet loss, but also in other networks beside mobile networks. It is basic scenario 

which can be used to prove that the measured line can serve real-time video transmis-

sion. 

It is obvious from the measured data, that we can’t identify latency in transmission 

line. However, we are able to decide packet loss in line. We can calculate the percent-

age of lost packet from the saved data. 

For purpose of modeling real transmission line, we can compare measured data and 

data from real traffic. There can be a script prepared, which will establish test call in 

definite time, system or line status.  
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Measured data can be used in later analysis. We can calculate packet loss of a line 

or actual bandwidth during the measurement. We can analyze that by controlling 

saved video file content. 

Our method informs which properties influent transmission of video calls. Nowa-

days, the method will be extended for: 

    

 automatic analysis of video content, 

 searching defects in image, 

 testing other transmitting networks,  

 searching of mathematical dependencies of packet loss on size of video file, 

 testing of H.264 high resolution video in mobile networks HSPA and 

HSPA+. . 
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Abstract. Continuous casting is a modern and advanced technology of steel 
production, which product is a blank as an intermediate product for further pro-
cessing.  One of the most important parts of this whole process is crystallizer. 
At present most methods, describing how to analyze the temperature profile of 
crystallizer in operation, were published and experimentally verified. These 
methods include the use of thermocouples or Bragg’s grids. New sophisticated 
method of analysis of crystallizer temperature profile is the use of optical fiber 
DTS based on stimulated Raman dispersion. This paper contains the first exper-
imental measurement and method’s verification, which are necessary for the 
deployment this method into industrial practice. 

1   Introduction 

The optical fiber DTS (Distribution Temperature Systems) are unique distributed 
temperature systems using optical fiber as a sensor. Due to advantageous features of 
optical fiber these sensory systems begin to be utilizing in industry [1]. In some cases 
optical fiber DTS is indispensable helper today: 

 monitoring of outflow from oil pipeline, 
 monitoring of outflow from product pipeline, 
 monitoring of water percolatin from hydraulic structure, 
 temperature profile measurement of borehole in rock pillar (heat pumps). 

The optical fiber DTS uses nonlinear effects in optical fiber, Raman or Brillouin 
nonlinear effect respectively. Optical-Fiber DTS using Brillouin stimulated scattering 
is able to measure temperature and tension along optical fiber in distance of 50 km, 
nevertheless due to higher purchase cost the industry rather uses systems based on 
Raman nonlinear effect. 

Technologically, the optical fiber DTS is based on optical reflectometer principle. 
In the optical fiber a light pulse is transmitted with wavelength of 975 nm, 1064 nm 
or 1550 nm (in dependence on construction of DTS) and with width of 10 ns. 
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2   Optical-fiber DTS Based on Raman Stimulated Scattering 

The main function of crystallizer is to ensure stiffening of the surface shell of such a 
thickness and strength, to keep the content of a liquid core at the entrance of the 
stream to the secondary cooling zone. The key elements are shape, shell thickness, the 
same temperature of the shell by the shift and this all without the internal and surface 
defects with minimal porosity and a small number of non-metallic foreign inclusions 
[2]. 

Cooling of the blanked in crystallizer is a combination of heat transfer by convec-
tion, conduction and radiation. In the crystallizer is the largest amount of head per 
unit time from the blank taken away and that is 10 to 30 % of all heat. In most cases 
is the crystallizer cooled by water flowing in the milled grooves or drilled channels of 
the plates, or the crystallizer is constructed like tubular, and it’s on whole outer sur-
face washed with water. 

2.1   The Coefficients of Heat Transfer in the Crystallizer  

Heat flow Qm exhausted from the blank is given by (1) implying than this flow is 
taken away by cooling water, passing through to crystallizer [3], 

 inoutwwm TTFcQ   , (1) 

where F is the flow (kg.s-1), cw is the specific heat capacity of cooling water (J.kg-

1.K-1), ρw is the density of cooling water (kg.m-3), Tout is temperature at the output of 
the crystallizer (K), and Tin is temperature at the input of the crystallizer (K). 

The average heat transfer coefficient on the border blank – crystallizer can be de-
termined from the equation 

 outsolidus

m
m TTA

Q
htc


 , 

(2) 

where htcm is the heat transfer coefficient of the crystallizer (W.m-2K-1), Qm is the 
heat flow of the crystallizer, A is the area of the work surface of the crystallizer (m2), 
Tsolidus is the temperature of the solid phase (K) and Tout is the temperature at the out-
put of the crystallizer (K). 

From the experimental measurement, in which was 44 thermocouples in two lines 
into the crystallizer installed, it is possible to observe that the temperature at the spot 
Tm is about values 100 °C and not exceed 200 °C [2]. 

3   Optical Meanders in Point 

If it is necessary to ensure accurate localization in the measurement process, it is 
appropriate to apply optical meanders in the point mode. Point mode means that some 
point is created sensory ring of optical fiber. In practice, it is often required the senso-
ry ring to have the smallest sizes (inner diameter and length of the optical fiber in the 
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ring). It is obvious that the dimensions of the sensory ring will vary with different 
parameters of optical fibers [4]. 

Experimental measurement revealed that for multimode optical fiber with primary 
protection (outer diameter 250 µm) is critical inner diameter of the sensory ring 3 cm, 
as shown in Fig. 1, [5]. 
 

 

Fig. 1. Effect of the inner diameter of the sensory ring on the measured tempera-
ture of the water bath (measured together, optical fiber with primary protection, outer 
diameter 250 µm), [5] 

 
According to another experimental measurement the length of multimode optical 

fiber in the sensory ring has a critical value of 3 m [5]. 

3.1   Experimental verification of the implementation of sensory rings on the 
crystallizer model  

For experimental verification, were the sensory rings placed on the model of the crys-
tallizer by special epoxy adhesive designed for high temperatures (Loctite 9492, op-
erating temperature from -55 °C to 180 °C). The location of sensory rings on the 
crystallizer was chosen so that on each side of the crystallizer at one level were 
placed sensory rings (Fig. 2). 

At the bottom part of the crystallizer model was placed a kettle with water that was 
heated by hot plate. In order to ensure a measurable increase of temperature on the 
surface of the crystallizer model was the upper part of the model covered with a metal 
plate. The experimental measurement of the temperature profile through the sensory 
rings with primary protection was such that the model of crystallizer stood near a 
window that was opened. Side turn to the window should be cooler during the whole 
experimental measurement. On the contrary, the reverse side from the window should 
be warmer. Side turn to the window is labeled as side A, reverse side from the win-
dow as C, the other two sides B and D within the meaning counterclockwise. On the 
side A fiber began and each new level here. Level always ended on the side D, as 
well as the fiber. At the beginning of the experimental measurement in the room was 
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measured at 25.7 °C, at the window closed. Just after the beginning of the experi-
mental measurement window was open. 
 

 

Fig. 2. Experimental verification of the implementation of the sensory rings on the 
crystallizer model 

 
Hot plate was turned on after measuring the first iteration, after three minutes of 

the start of measurement. Measurement lasted for 42 minutes, i.e. 14 iterations. The 
measurement results are shown in Fig. 3. The temperature was increased on crystal-
lizer over time. The fiber had its beginning in the upper level of crystallizer, so the 
temperature of the upper level of crystallizer is visible on the left side of Fig. 3, tem-
perature of the lower levels of crystallizer on the left. 
 

 

Fig. 3. The measurement results of the experimental verification (measurement 
lasted for 42 minutes, i.e. 14 iterations) 

 
Through sensory rings can also accurately identify the place of the temperature 

anomalies. The model shows always two sides of the crystallizer. They are divided 
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into squares each square represents the place of measurement of sensory ring. Exam-
ples of results of experimental measurements transformed into the temperature model 
of crystallizer are shown in Fig. 4 and Fig. 5. Transformed measured results show the 
temperature profile of crystallizer model.  
 

 

Fig. 4. Transformed measured results show the temperature profile of crystallizer 
model – 30. minute 

 
 

 

Fig. 5. Transformed measured results show the temperature profile of crystallizer 
model – 42. minute 
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5   Conclusion 

Experimental measurements were supposed to verify the applicability of optical 
meanders in the spot mode (sensory rings) to measure the temperature profile of the 
crystallizer. For implementation in real conditions are under consideration milled 
slots into the outer shell of the crystallizer. After embedding of milled slots by the 
help of high temperature adhesive a continuous surface will arise for better heat dissi-
pation by flowing water. Through sensory rings can also accurately identify the place 
of the temperature anomalies. 
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Abstract. Practically, flux density on Helmholtz coils is measured by the help 
of Halls probe and teslametre that is calibre voltmeter right in values of 
magnetic inductance B. We have available basic programming languages for 
various levels of implementing advanced methods of simulation. With computer 
simulation we can simulate this phenomena easilly and understand this effect. 
We have an available programming language from Comsol AB company for 
various levels of implementing advanced methods of simulation. 

Keywords: magnetic field, flux density, current, Helmholtz coils, magnetic inductive lines. 

1  Introduction 

A Helmholtz coil is a parallel pair of identical circular coils which place one radius 
apart and wind so that the current flows through both coils in the same direction. This 
winding results in a uniform magnetic field between the coils with the primary 
component parallel to the axis of the two coils. The uniform field is the result of the 
sum of the two field components which parallel to the axis of the coils and the 
difference between the components is perpendicular to the same axis. 

As recognition magnetic inductance B has to measure three components Bx, By, Bz. 
With regard to axial geometry coils and recognition magnetic inductance in axial 
level, only axial and radial directions are enough.    

� = 	�� = � ���	 
To create magnetic field on Helmholtz coils, it is necessary to bring up periodic pulse 
current (voltage) which creates pulsating magnetic field. 
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By using Biotov-Savartov law, it is possible to demonstrate that the flowing, which is 
caused by two circular conductors that have radius a, certain distance b and same axis 
x with the same current, will be the homogeneous field between the coils. If we want 
to get a strong magnetic field, we have to place conductors which use two coils. 
Therefore, flux density in proximity centre between coils, where distance coils grade 
their radius, is calculated: 

 

� = 		45�
� ��� �� 

 

It follows the deduction of relation for the size of the magnetic inductance at point A 
on axis x (Fig 1.): 

 

�� =	������2 ���� + 	� −	�2�
���

� + ��� + 	� +	�2�
���

�� 

 

Where: 

µ0 – permeability of vacuum (1,257 x 10-6 T.m.A-1) 
a  - radius coils 
I – current in scroll of coils 
x – x-axis point A  
N – count of scroll 
b – distance coils 
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Fig 1. – Size magnetic induction in point A 

2 Non-consonant direction currents in coils 

Magnetic field with non-consonant direction currents is imaged in Fig 2. Here the 
electric current runs through the upper and lower scrolls contrariwise. These non-
consonant direction currents have an intensity magnetic field on the axis coils that has 
consonant gradient. Dipole moments of both scrolls have an opposite orientation. 
Magnetic field scroll is added and in the middle of scrolls the target field is zero. In 
spite of scroll stationary, the operation on them repulses force, which creates presure 
field between scrolls. 

 

Fig 2. – Helmholtz coils with different direction currens – magnetic field visible by 
the help of surface darts. 
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Gauge is introduced at nanotesla (nT), where blue shows the smallest value and red 
shows the highest value. Fig 3. shows the declining of magnetic inductance at non-
consonant direction currents is about 0,49 nT compared to coils with consonant 
direction (see Fig 5.). The next declining magnetic inductance below 0,02 nT occurs 
in the middle graph. Due to opposite orientation currents in coils, magnetic field, 
which is away from coils – repulse, is created. This phenomenon can be seen with red 
darts routing out. 

 

Fig 3. – Measured flux density depending on zoom factor (cm) – different polarity 
currents. 

3 Consonant direction currents in coils 

Magnetic field of Helmholtz coils with consonant direction is visible in the next 
figure where their size and direction can be seen by the red darts. Upper and lower 
scrolls run through clectric current of even direction and same sizes. Current density 
is attached only in double-direction axial symmetry coils. Dipole moments of both 
scrolls have the same orientation. The fields of both scrolls pile up and create 
resulting field that is constant in the centre scrolls. Despite scrolls stationary, the force 
of gravity, which stretchs magnetic lines between scrolls, still works on them. 
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Fig 4. – Helmholtz coils with agreeing direction currents – magnetic field visible by 
the help of surface darts. 

The next visible diagram shows total magnetic induction in both coils. Therefore, it is 
the highest value which is almost two times more than the value in the figure from 
previous chapter. Fig 5 shows us one coil with zero decline in the centre axis. Because 
the real field from both coils is added, it cannot come to any declining inductance like 
in the previous case. Therefore, at the first sight it can look like the only one to 
behave one coil. The centre axis is approximatelly 2 cm and attains maximum flux 
density at 0,84 nT. 

 

Fig 5. – Measured flux density depending on zoom factor (cm) – same polarity 
currents. 
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4 Conclusion 

It can be possible to conclude that to attain an acceptable magnetic field in the round 
coils, it depends very much on the quantity of scrolls which are coils twisted as well 
as the options of acceptable consonant current. From measured values, the best 
(stability) process of magnetic inductance near Helmholtz coils will come when their 
distance from straight radium coils b=a. That also points out the attainment of 
simulation that Fig 5 shows. Therefore, it would be said that the magnetic field 
around centre coils is almost constant. The direction passing the currents has a big 
influence on the magnetic field around coils. The non-consonant direction current 
field in coils is repelled. This fact we can see in Fig 3, where small values are in 
center axis x (repulsive field). Same currents can be found in coils of total larger field. 
Coils are placed in the air environment and adjusted to such values which are typical 
for laboratory conditions. Moreover, with current density we have to adjust two 
conditions for each coil. The size of current is adjusted to 1 A/m2. 
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VŠB – Technical University of Ostrava, 17. listopadu 15, 708 33 Ostrava – Poruba

{jan.rozhon, karel.tomala, martin.mikulec}@vsb.cz

         

      

           

    
  

 

 

Abstract. Session Initiation Protocol (SIP) incorporates several authentication 

algorithms that can be viewed as a potential security risk. One of them is MD5 

digest access authentication which is commonly used and represents the most 

widespread method of authentication in SIP nowadays. Since the technology of 

parallel computing has undergone a huge leap since the SIP standardization, it 

can now pose a huge threat to this kind of authentication and SIP communica-

tion in general. This paper presents examples of the possible passwords and the 

time needed to break them to fill in the gap in the common knowledge about 

how long it takes to break an MD5 hash function. 

1   Introduction 

The security of modern communications lies on the series of algorithms, which can be 

split into two groups – hash functions and ciphers. While the former is mainly used for 

authentication and integrity checks the main purpose of the latter is to encrypt the 

communication so that only rightful recipient can access the content of the message. 

Both groups have long history and both are being improved all the time. However, due 

to the standardization and the slower implementation of newly proposed standards 

these algorithms are often used even when their weaknesses are discovered. The typi-

cal example is the MD5 Message-Digest algorithm. This hash function is widely used 

in various implementations of web services and applications, VoIP (Voice over IP) 

communication and others although it is well known that the procedures for “crack-

ing” this tool exist and are very efficient. The main reason for this is the fact that alt-

hough the original plain text input or the appropriate text string that would produce 

the same hash (collision) can be obtained by well-known procedures, the time to ob-

tain them is usually very long, or at least long enough not to cause any security risk.  

As we are going to describe in the following text, the technology evolved faster 

than the area of securing the digital communications. In this paper we are going to 

present several measurements illustrating the actual amount of time necessary to crack 

the MD5 hash function of password with typical length and characters that are com-

monly used. Moreover, we are going to present the time consideration regarding the 

“cracking” of digest access authentication, which is the most common method for user 

authentication in SIP. To steal user passwords we are going to use open-source tools 
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Hashcat and cudaSIPcracker, which can utilize the CUDA cores in the graphic cards 

and thusly make the brute force attacks very efficient. 

2   Behind the Scene 

In this section, we are going to describe the basics of MD5 and its implementation in 

digest access authentication as well as some basics of CUDA technology to provide 

the user with necessary background information for complete understanding of the 

topic. 

2.1   MD5 

The MD5 Message-Digest Algorithm is widely used cryptographic hash function 

producing the 16-byte long hash values from input of an arbitrary length. It was de-

signed in 1991 and is used in modern communications for data integrity checks and 

authentication mechanisms used to conceal the plaintext passwords and prevent its 

transmission over insecure networks. 

 

 

Fig. 1. Schematic operation of MD5 hash function according to [1]. 

Since its design several flaws of MD5 have been discovered allowing for creation 

of collisions (different inputs produce same output) or even breaking the cipher, which 

is why this hash function is not recommended for SSL certificates or digital signatures 

and should be replaced by other and more secure hash functions. 

Despite this recommendation, MD5 still can be seen in production environments 

even in situations where the possible attack can cause significant damage. The exam-

ple of this is the SIP communication, where the MD5 is used for authentication and if 

the attacker is able to capture network traffic, he can relatively easily steal the user 

account. The illustration of this attack and the security considerations will be present-

ed later. 
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The MD5 algorithm splits the input into 512 bit chunks on which the given mathe-

matical operations are performed. If the data cannot be divided, the input is zero pad-

ded and the 64-bit information about the original length is appended. Each chunk is 

then processed in 4 rounds as it is outlined on the Fig. 1 [1,2]. 

2.2   Digest Access Authentication 

The Digest Access Authentication Scheme is widely used to prevent the plaintext 

passwords to be transmitted over the insecure network. In SIP we can encounter a 

digest authentication based on the MD5 algorithm. Basically, we can state that the 

client transmits the MD5 hash calculated from its credentials and the message headers. 

In greater detail we can distinguish three stages of calculation: 

 H(A1) = MD5(username:realm:password), 

 H(A2) = MD5(method:sip_uri), 

 Response = MD5[H(A1):nonce:H(A2)]. 

All the parameters required for the response calculation are transmitted over net-

work insecurely. To be more precise, the required information can be obtained by 

examination of SIP headers in the authentication request. Method and sip_uri can be 

obtained from the request line of the SIP header. For example the following request 

line: 

REGISTER sip:localhost SIP/2.0 

results in method equal to ”REGISTER” and sip_uri equal to “sip:localhost”. All the 

other parameters for the response calculation can be found in authentication header, 

which may look as follows: 

Digest username="100", realm="asterisk",\ 

nonce="16f24eb8", uri="sip:localhost",\ 

response="729cf3487af16529195ea7867ee3d883",\ 

algorithm=MD5 

From this it is obvious that if the attacker manages to cap-ture the SIP message 

containing this content, he could try to gain knowledge about the original client pass-

word. 

2.3   CUDA 

CUDA is the abbreviation for the Nvidia’s  Compute Unified Device Architecture, 

which allows for running high level programs written for instance in C/C++ on a 

graphic card. The graphic cards are designed to contain so called stream processors 

(or CUDA units), the main purpose of which is a calculation of graphical information. 

However, since 2006 and the Nvidia chip G80 these processors can be used for gen-

eral calculations such as weather modeling, molecular dynamics modeling and so on. 

The main advantage of using graphic card (GPU) over processor (CPU) is the number 

of stream processors, which is very high even for mainstream GPUs and which allows 

for massive parallelization. Whereas the CPU can offer 4 to 8 cores capable of han-
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dling complex operations using the modern instruction sets such as SSE, the GPU 

offers simple cores in high quantities. The basic difference between CPU and GPU is 

depicted on the Fig. 2 [3,4,5]. 

 

 

Fig. 2. Comparison of simplified CPU and GPU architectures[3]. 

There are several tools that use the power of CUDA architecture or its AMD coun-

terpart STREAM to maximize their computational power. In our case, we are going to 

use Hashcat and CudaSIPcracker. 

3   Experiment 

To find out how quickly the attacker can steal the pass-word from the communication 

we have prepared a testing platform with massive computational power. The corner-

stone of this platform are two dual-core GPUs nVidia GTX590, which provide 1024 

stream processors (CUDA cores) working at 607 MHz. The theoretical computational 

power according to the manufacturer reaches 2.5 TFLOPS. 

The other important data about the measuring platform summarizes following list: 

 CPU Intel 3930K @ 3.2GHz (6 cores), 

 16 GB DDR3 RAM @ 1600 MHz, 

 OS Windows 7 SP1 x64. 

From the given we can state that the platform is the current high-end. On this plat-

form two MD5 cracking tools were installed. First, the Hashcat in its CUDA variant. 

Second, the CUDA SIP Cracker. 

3.1   cudaHashcat 

Hashcat is an open-source software tool for breaking the hash functions in vast variety 

of implementations ranging from MD5 and salted MD5 to such special implementa-

tions such as Joomla hash, or even DES.  

In our case we focused on using hashcat to break the MD5 hash values of password 

of reasonable length and character set. We used two assumptions: first, the password 

to be remembered can contain only numbers, lower and upper case letters, not special 

characters. Second, the password length was determined to 8 characters because of the 

compromise between password efficiency and the easiness to remember it. Of course 

longer or shorter passwords can be used; however the former need more time to be 

cracked, while the latter can be broken in matter of minutes, which is very insecure. 
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The special character can be used for passwords as well; however it is not likely be-

cause of the need to configure the telephones. In general, same approach can be used 

even for passwords with special characters. 

To generate passwords we used strong password generator to generate three pass-

words of a length 8 and from the given characters. This way we created three groups 

of passwords – from lowercase characters, from lower and uppercase characters and 

from the lower and uppercase letters and digits. These three groups of passwords were 

then exposed to attack using hashcat, which resulted in the data contained in the table 

1. 

Table 1. Plaitext passwords and the time needed to get them from their MD5 Hash value 

Plain Password Time to Crack [s] Theoret. Max. [s] 

nrlcwelm 13 

35 ryvbbwlo 7 

skxznpwv 31 

vCcZDrrU 4920 

8500 YbmfeCFp 7320 

QiqcRWsd 1935 

CDoXEGcr 3599 

34700 aTszJRL2 5280 

fAD9cBy9 5580 

 

It is clear that breaking the relatively secure password en-coded by the MD5 hash is 

the question of hours due to the usage of high performance GPU computing. The 

maximal computational power of the measuring platform was estimated to 6 300 M/s, 

which can give us the theoretical maximum for each group of password using the 

following equation. 

max /T N v , where 
l

charN N  (1) 

In (1) the N specifies the total number of possible passwords of the given length 

and character set and v is the computational speed of the platform. Nchar is the number 

of characters in the given character set an l is the password length. 

Although the character set between second and third group increased by 10 num-

bers to 62 total characters, the three given hashes from the third group had similar 

breaking times as the hashes from the group 2. 

To complete the picture it is necessary to say, that the first hash with only lower-

case characters as the character set took 9 138 seconds to be cracked using the CPU. 

From this it is obvious that for calculations such as hash computation the graphic 

cards are superior to CPUs. 

3.2   cudaSIPcracker 

The Hashcat provided us the means to calculate the plaintext password from the given 

hash values. It is one of the best tools for this, but it did not give us the needed pass-
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word from the SIP communication. For this purpose, the CUDA SIP Cracker comes to 

the scene. 

This tool can calculate the password from the strings contained in the SIP header as 

stated in the section 2. However it is not well optimized and in our environment it 

allowed only one GPU core to be utilized. Therefore the Hashcat was chosen as the 

main tool for this paper. Still the calculation of the last given hash took almost 7 days, 

which is of course a high value, however still easily reachable. 

4   Conclusion 

This paper did not try to come up with the breath-taking new technology; it was rather 

focused on bringing some enlightenment to VoIP community. In present days many 

people know about the computational capacity of the massively parallel applications 

using the CUDA, STREAM or OpenCL technology, but quite few know what the 

relation between this computational power and the time scale for cracking the pass-

words is. By this paper we wanted to show that even seemingly strong password can 

be broken in matter of hours using commonly available software, not mentioning the 

speed and efficiency of some proprietary solutions. The speeds reached in our experi-

ment could still be increased using AMD graphic cards, which seem to tend to a better 

performance in this type of calculations. With this in mind the standard digest access 

authentication in SIP should always be enhanced by other security precautions like 

SIPS, IPSec, or other when communicating over the insecure network. 
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Abstract. The paper deals with a development of an embedded SIP communi-

cation server within the scope of BESIP project (Bright Embedded Solution for 

IP Telephony).  The BESIP project was formally launched in mid-2011 and 

brings a modular architecture with additional functionality such as speech quali-

ty monitoring and security of IP telephony.  We come up with an idea of unified 

configuration of individual components based on NETCONF protocol. In order 

to be able to implement the idea into OpenWRT, we have developed the com-

plex support NETCONF configuration protocol and YANG as a language used 

to model configuration and data manipulated by the NETCONF.  Our modifica-

tions were accepted by OpenWRT community and have been included in 

OpenWRT/Trunk branch. The BESIP consists of four modules, their features 

are described in the paper as well as the entire concept. 

1   Introduction 

BESIP aims to become VoIP PBX system available for anybody, the users need not 

know complex software features and hidden internals of VoIP software. BESIP offers 

the prepared solution with integrated key components. The entire system is distributed 

as an image or individual packages could be installed from SVN and users do not care 

about dependencies, they just configure VoIP system. Every software solution in-

cludes own configuration and management. BESIP aims to be scalable solution with 

security and unified configuration in mind [1]. After research and project discussion, 

we made these decisions:  

 OpenWRT for good scalability and easy embedding 

 Kamailio for reliability and high availability 

 Asterisk as PBX factory 

 YUMA as NETCONF server 

 OpenWRT UCI as configuration backend 

 

Choosing OpenWRT as operating system has a problematic porting of applications 

into OpenWRT buildroot [2]. On the other hand, BESIP could run on a small device 

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2012, pp. 506–511.
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(32MB RAM, MIPS) or on x86 machine with 1024MB of RAM. Of course, not all 

modules are supported on all platforms. 

2   Platform of BESIP project 

Choosing the right software distribution was a crucial step. Because final device is 

considered as small embedded solution, we cannot modify Debian distribution, which 

is not suitable for embedding. There are other possibilities like FreeWrt, OpenWrt and 

DebWrt. After discussion and projects observations, OpenWrt was selected as a pri-

mary platform. OpenWrt is well-known for great support, ticket system, relatively 

well documentation and mail-list server.   

 

Fig. 1.  BESIP main page.   

We created basic administration page which directs the user to right configuration 

module. For OpenWrt basics, there is LuCI frontend and Asterisk-GUI for Asterisk 

[3]. Next to this, there is a link to our application for monitoring of the call quality 

and the administration page is depicted on Fig. 1. 

3   Architecture and technology 

The BESIP architecture is depicted in Fig. 2. It is created entirely from open-source 

parts or software developed by our team right for BESIP. There are four basic mod-

ules: Core, Security, Monitoring and PBX.  Core is divided into following parts: 

 

 OpenWRT as build platform; 

 NETCONF For administration of entire system, YUMA implementation 

was adopted; 

 Web GUI for easier configuration; 

 SUBVERSION as revision control system providing a support and better 

orientation for developers, it is not a part of the released BESIP image. 

The security module is based on SNORT, SNORTSam and iptables [7]. In addition to 

this, the Kamailio ratelimit and pike module is used for defending attacks. The moni-
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toring module exploits a tshark package and our java code which interprets its results 

and gives information about particular speech quality. The Zabbix agent is used to 

report basic states of the entire system and finally the PBX module is made from 

kamailio in conjunction with Asterisk. 

 
Fig. 2.  BESIP architecture. 

4   Configuration module 

The NETCONF protocol serves as a mechanism for exchanging a configuration data 

among an administrator and target devices. It relies on sending XML documents via 

RPC (Remote Procedure Call) paradigm [5]. While requests proceed, client is blocked 

until it receives a RPC reply from NETCONF server [4]. Whole communication is 

secured through SSH2 protocol (RPC calls over SSH tunnel). 

Internally run NETCONF in YUMA package. YANG module then defines a se-

mantic and syntax of management feature. It provides complex data structures for 

various requirements of developers. Main reason for using NETCONF is in its univer-

sal configuration approach. Many systems today are configurable through different 

protocols. NETCONF brings us universal configuration of the whole device with no 

need for developing new configuration mechanisms. 

5   PBX 

The PBX module is a key part of the BESIP project. It operates as SIP B2BUA or SIP 

Proxy, depending on configuration. Asterisk is used for call manipulation and PBX 

functions. Kamailio is used for the proxying SIP requests, the traffic normalization 

and for the security [11], [12]. There are always two factors when developing VoIP 

solution, the first one is a high availability and reliability, the second one is an issue 

of advanced functions. BESIP adapts both solutions for serving different user’s re-

quirements. The BESIP offers users an option to choose how system will work. From 

this reason, the BESIP includes both Kamailio and Asterisk. Today, only one of these 

engines can be configured, but in the future, both engines will work together and will 

be configured by common NETCONF server. Kamailio will route requests even if 

Asterisk will be out of order, only advanced PBX functions will be unavailable in 

such situation [13], [15]. 
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5.1   Asterisk GUI  

Asterisk-GUI is very flexible web solution of Asterisk management. Even if it is not 

NETCONF based, Asterisk-GUI was added to the first BESIP release. The reason 

was, that there was not completed interoperability between NETCONF and Asterisk. 

It is available in the next release and the implementation involved highly complex 

task. 

In the future version we would like to remove the Asterisk-GUI package from 

BESIP image and the configuration will be accessible only through a newly devel-

oped NETCONF based management. 

6   Security module 

Security module is an important part of BESIP and all the time, it was considered to 

make the developed system as secure as possible. Next to this, entire system has to be 

fault-tolerant, monitored and protected from attacks. BESIP solution uses a precon-

figured firewall rules and contains IPS (Intrusion Prevention System). This IPS sys-

tem is based on open-source intrusion detection system Snort in combination with 

SnortSam. If an attack is detected, a source IP address of the attacker is blocked via 

firewall rule. Whole system of blocking has built-in auto-recovering mechanism. 

After 10 minutes could blocked IP address communicate again, but only if attacker 

stop his malicious actions. Self-recovery serves well in case of false positive attacks. 

This is flexible, reliable and effective implementation with no need of human in-

teraction. Dropping attack based on IP directly in the Linux kernel is much more 

efficient than to check messages on the application level. 

Administrators can use Zabbix or NAGIOS agent inside BESIP to gather all infor-

mation directly into their monitoring system. The monitoring is especially important 

part of the security module and BESIP team was focused on the issue in early design 

[14]. 

 

Fig. 3.  Attack effectivity based on REGISTER flood. [12] 
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Partially, BESIP is resistant to some DoS attacks. It depends also on hardware 

used. If hardware is strong enough to detect some security incidents on application 

level, the source IP is immediately dropped. For a weak hardware it can be a serious 

problem. There should be other security mechanisms in the production network, secu-

rity on BESIP serves as a last line of defense. 

The features of our security module were verified in test-bed and result for 

REGISTER flood attack is depicted in Fig. 3. The CPU load was monitored during 

trivial SIP attacks. The attack starts at 10s and stops at 60s. Last 30 seconds show 

recovery of server after attack. Fig. 3. clearly prove the ability of the security module 

to mitigate the performed attack. 

7   Monitoring module 

The overall solution of the monitoring system consists of several different open-

source components and also of the part that was directly developed for this purpose to 

meet the defined requirements. 

The system itself consists of three logical components – web interface that serves 

the administrators (Web GUI), part of the script that controls the obtaining the infor-

mation necessary to calculate the E-model. Last component is part of the Quality 

Monitor, which contains the logic for calculation itself and performs processing of 

data obtained by scripts. 

Web interface is written entirely using a scripting language PHP, because of the 

need for starting or stopping the monitoring system through OpenWRT shell, since it 

depends on shell applications such as tshark. Scripts are launched through the web 

interface of monitoring tool enabling the monitoring itself. Practically, this means 

starting network traffic capture with tshark tool where RTP filter is activated. A usage 

of RTP filter makes the work with RTP streams much easier, because these streams 

contain some valuable statistical data (packet loss, jitter) and other data 

(source/destination IP, codec) needed to calculate the E-model. 

The collected data is stored in text form and then is started the calculation of quali-

ty. After processing, results are saved in SQLite3 database, and text files are erased 

from disk. 

The E-model is based on the “equipment impairment factor” method and was de-

veloped by the SG12 group under ITU-T, and it was published in ITU-T recommen-

dation G.107 as the E-model [16]. 

8   Conclusion 

The contribution of our work is entire BESIP concept and its implementation. As we 

have mentioned, BESIP consists of several components, which are distributed under 

GPL as an open-source solution.  A few of them have been fully adopted such as 

components in Security and PBX modules, some of them modified, concerning the 

CORE module and finally we have developed own tool for Speech quality assess-

ment. The contribution of our work is not only several hundred of hours spent on the 
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development, on the coding BESIP system. We bring a new idea of the unified con-

figuration management, with unified CLI syntax which enables to configure different 

systems, Asterisk and Kamailio in our case. We perceive that we need to solve a lot of 

issues. Individual packages are working, and after several pre-releases, the version 1.0 

was released in November 2011. BESIP is distributed as a functional image for x86 

platform but is possible to run it on VMware or KVM. Configuration is available 

through web-browser or SSH client. Today, there is a trunk version in SVN, which is 

actively developed and individual improvements are included in next subversions. 

After testing, version 2.0 will be released. New release 2.0 will be based entirely on 

NETCONF with one API to configure entire system. Next to this, CLI syntax will be 

connected to NETCONF. CLI will be independent of internal software so if some 

internal software is modified, there will be no change in configuration. Even more, 

CLI and NETCONF configuration will be independent on hardware and version. To 

export configuration from one box and to import it to the next one will be an easy 

task. Users will modify only one configuration file to manage entire box. After this 

step, all internals of configuration will be hidden as was mentioned in the introduc-

tion. 
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Abstract. This article deals with attributes of the USRP devices, solves prob-
lems caused by cheap construction and problems with program threading. 

1 Introduction 

In the market with high-frequency measurement devices, for some time there 
is device called USRP - Universal Software Radio Peripheral. It is universal 
software-programmable radio transceiver, controlled by a PC. The device       
is designed as separated direct-conversion transmitter and receiver.               
Bandwidth in both directions can be adjusted by changing the sampling           
frequency of transmitted data in the range of 200 kS/s to 50 MS/s. Sampling 
rates of A/D and D/A converters in the baseband, however, are significantly 
higher in the hundreds of MS/s. High sample rate of converters to the lower 
sampling rate for data transfer and back converts the FPGA processor.          
Few years ago students simulated real RF signals using software simulators 
such as Matlab or LabView [1], due to the extremely high cost of RF         
generators and analyzers, which could be used with LabView for real           
measurement. On the contrary the USRP device is significantly cheaper,        
but does not reach such parameters as RFSA, which is modular  system PXI 
measurement plug-in card from National Instruments.   

2 Parameters of USRP 

USRP devices are being sold by the original developer and manufacturer  
Ettus Research, and also more recently National Instruments began                
their production of USRP. Version from National Instruments is redesigned, 

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2012, pp. 512–517.
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as I’ve been told by their sales engineers. All PCBs from Ettus Research 
needs to be redesigned because of bugs (further in the article) and to comply      
with NI quality and precision standards. Version NI USRP-2922 [2] (same         
as USRP with SBX module from Ettus Research [3]) is not out yet because           
of redesigning. Ettus Research sells USRP as a case with motherboard [4]. 
User needs to buy RF modules separately. There are three main series               
of USRP motherboards differing in control interfaces. There is USB 2.0          
version, 1 Gb/s Ethernet version, and standalone version with DSP and ARM 
processor with Linux. On the contrary, National Instruments sells fixed closed 
configurations. For both manufacturers frequency range covers part                
of the range from 0 MHz to 5.9 GHz, depending on the version. Transmitter 
maximum output power varies from 50 mW to 200 mW. 

The most limiting parameter of USRP is a control interface [5]. The data      
can be transmitted through 1 Gb/s Ethernet interface in several formats.          
From 8-bit integers of immediate amplitude level, up to 2 * 16-bit floating-
point complex I/Q components. The interface is a limiting factor because              
of the data throughput. (The following information applies to the USRP        
N-210 with WBX module) USRP has a separate transmitter and receiver part,      
each has the theoretically up to 50 MS/s sample rate at 8-bit sample                    
or up to 25 MS/s sample rate at 16-bit sample. Both modes are based on 14-bit 
A/D and 16-bit D/A converters, and those data it is necessary to adjust               
for transmission through interface to and/or from PC. Both modes                          
are a compromise between higher resolution and greater bandwidth.               
A compromise could be solved by the compression of data stream                  
in the FPGA processor. From the above mentioned values the required          
bandwidth of the control interface for maximum sustained transmission 
bandwidth in real-time can be calculated:  

25	��/� ∙ 16�� ∙ 2�������	��������� = 800	��/�	

50	��/� ∙ 			8�� ∙ 2�������	��������� = 800	��/� 

Calculated theoretical maximum throughput is required in both directions. 
This throughput with the significant assistance of data transfer is necessary        
in both directions between PC and USRP. For the calculated throughput          
it would be appropriate to use interface with at least 2 Gb/s of throughput        
in both directions. The consequence of 1 Gb/s limit of Ethernet is the limit        
of maximum sampling rate in real-time, which varies from 8 to 17 MS/s        
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at 16-bit resolution in one direction only mode. The value cannot be             
accurately determined, as the drivers and the FPGA image are still unstable 
and in development. Limit of the maximum transferred bandwidth decreases 
with the performance of controlling computer. Mentioned real-time          
throughput of 17 MS/s, followed by simple processing was achieved on         
the water-cooled high-end computer, overclocked to 5 GHz. Much more  
complex data processing can be achieved with the same bandwidth,                 
but application must use other cores of CPU - multithreaded application.          
The actual data transfer runs on one processor core, as the most demanding 
process of the measurement program, and the processor must be powerful 
enough and have enough computing time to switch between threads.                 
At the time of interrupt for next data transfer, processor must respond          
immediately. If the processor is unable to respond or fails to transfer so wide 
bandwidth, further adjustment or division of program will not help.            
Therefore the sampling rate for continuous reception and simple processing 
on the new standard PC or laptop decreases to 12 - 4 MS/s. 

For immediate response of PC the application needs to be separated into 
threads. Threaded program with shift registers achieves considerably higher 
data throughput than serial-oriented program. Easiest way to separate            
application into multiple threads is to use shift registers in one loop. This way 
the application is time-linear, but all threads must be less time demanding 
than the data transferring thread. Time delay between input and output             
is recording time multiplied by number of shift registers, and it is constant. 

The best performing solution is to divide application into short loops                    
by First In First Out memory buffers. Serial-oriented program is divided into 
several independent loops which are interconnected by several buffers.         
More demanding programs must be composed of at least three loops.         
Each loop solves part of the measurement. The first loop, which performs data 
transfer, must not contain any further calculations. Despite the fact that         
application divided by FIFO buffers is best performing, and manages               
to analyze the largest bandwidth, its disadvantage is a variable delay          
between the input and output due to fluctuations in the buffer.                           
If there is a buffer overflow, it is necessary to discard some blocks from             
the buffer. In this case the measurement is not continuous. 
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When attempting to capture a wider bandwidth than the bandwidth           
transferable by control interface and processable by PC, it is necessary          
to insert time gaps between records for data transfer, otherwise hardware 
buffer of USRP overflows. In this case, although it is not a continuous          
transmission, even a standard computer can process the maximum               
bandwidth (50 MS/s) with a sufficiently long time gap for data transfer             
and processing. Due to limited size of hardware buffer, with the maximum 
bandwidth it is impossible to transfer more than cca 400 kS continuously.   
The actual value varies due to instability of the drivers and USRP firmware.  

There are many applications where it is possible to use the device. USRP   
device with a sufficiently powerful computer can replace almost any radio 
equipment not exceeding the maximum allowed bandwidth of USRP device. 
Eg.: GPS receiver or transmitter, mobile phone, mobile phone base station 
(project OpenBTS), remote controls, RF data links, radar, amateur radio 
transceiver, broadcast radio / television, capturing RF data transmission,   
aircraft position data, etc. Some applications, such as car remote control code 
capture to unlock the vehicle, may be illegal.  

3 Problems of cheaper construction  

USRP device was designed as a cheaper substitute of RF vector signal         
analyzers and generators. To reduce the cost of production, several rules          
for the production of high-frequency devices have been violated. USRP           
is shielded only by the outer cover of the device and the ground in the          
printed circuit boards, uses cheaper parts, and uses method of direct mixing. 
These weaknesses and several others are the cause of some problems.                
In the preset with separate transmitter and receiver, the signal from          
transmitter section enters a receiver section with attenuation of only             
few decibels. For full duplex operation it is necessary to use sufficiently    
distant frequency channels. Input sensitivity of receiver section is very low. 
Setting the receiver preamplifier to a different level than the maximum level  
is useless for the most of omnidirectional antennas. (NI devices are redesigned 
with significantly higher sensitivity.) Because of the direct mixing                
the oscillator frequency is reflected in receiver antenna and returned                     
to the mixer, after which the frequency is measured as a DC component                
in the baseband. For the most of digital modulations, this phenomenon          
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does not matter, but the frequency spectrum shows a significant DC              
component. In the frequency spectrum of the device itself without                
the antenna, there are several other peaks, probably caused by internal             
oscillators of the device. Internal interference peaks are found on all multiples 
of 100 MHz frequency and a few others. 

 

Fig. 1. Problems in the frequency spectrum 

Using LabVIEW, the FFT frequency spectrum was measured ten times with 
step of 200 kHz. Individual measurements are drawn in different colors.           
Antenna was used with a preamplifier. Peaks are marked in the picture: 

a) Interfering DC component produced by the direct mixing method.            
When using the antenna without preamplifier, the useful signals around            
the DC component decreases as much as 20 dB, but the amplitude of the DC 
component is almost unchanged. 

b) Multiples of the internal oscillators are also undesirable. 
c) Useful signals of the nearby radio stations. 

Even if the antenna with preamplifier is used, the unwanted DC components 
affect the frequency spectrum, and multiples of internal oscillators also have 
large amplitude. In NI devices those problems are partially reduced                 
by redesigning. Identified serious problems of Ettus Research USRP devices 
were eliminated as follows. 

Known multiples of the internal oscillator frequencies were removed             
programmatically. The entire widths of the peaks of a known internal             
oscillator’s frequency multiples in the spectrum were replaced by a constant 
level of the nearest spectral lines. The method is inaccurate, but worse            
results than false spectral lines with large amplitude should not be achieved.  
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DC components in the spectra were mathematically eliminated by averaging 
spectrum with shifting frequency axis of spectrum. Each frequency            
sub-spectrum of the total measured spectrum is measured several times                
and averaged. This way a wideband frequency spectrum of any width             
in the frequency range of USRP is created, with many unwanted DC               
components a) as in the Fig.1. By repeating the measurement several times 
with a steady shift of the center frequency of sub spectra by the fraction            
of the width of the sub spectrum, and then properly shifted averaging,         
DC components are spread between averaged spectra and then reduced           
by shifted averaging. This way the wideband frequency spectrum accuracy           
is improved.  

4 Conclusion 

USRP is a powerful, much cheaper device for measurement of current              
high-frequency radio systems, but also for designing and testing new systems. 
For practical familiarization of students with high frequency radio signals,          
the device with its price may be included among the commonly used             
measuring instruments in lessons. The lower price, however, correspond with 
slightly worse parameters. 
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Abstract. This article deals with a development of future fiberless data trans-
mitters. These transmitters would provide room lighting and information trans-
mitting at the same time. These transmitters will be based on using white power 
LED diodes. The radiation of these diodes has to be shaped for achievement of 
maximal possible efficiency. In this article there is described the shaping of 
power LED by parabolic reflector. The shaped radiation pattern was measured 
by power meter and it was simulated in software LightTools. The obtained re-
sults are compared each other. 

1   Introduction 

Free space optics (FSO) links represent progressive and fast developing field of tele-
communications. These FSO links are able to replace current wireless technologies 
which are reaching a peak of their possibilities. FSO links are useful for data transmis-
sion between places, where it is very difficult to build optical fiber connection, e.g. 
natural obstacles. The next field of application of these transmitters is in building 
interior, where they gradually replace WiFi technology. On the ceiling of room it will 
placed a transmitter which will provide data to all users indoor. The advantage is that 
the data can't penetrate into adjacent room. Further, the FSO links are usable for 
communication between cars in traffic, the cars will exchange important data. The one 
of directions of FSO communications is direction based on using a visible spectrum of 
optical radiation, Visible Light Communications (VLC). The development of this field 
is enabled by progress in production of white power LED diodes. White power LED 
diodes are divided into two types. The first type uses blue emitted chip (450 nm) 
whereon it is deposited a layer of yellow luminophore YAG (Yttrium, Aluminium, 
Garnet). The other type uses a triplet of chips RGB (red, green, blue) which make 
together a white light [1]. The first research results in this field summarize IEEE 
802.15.7 norm effective from December 2011 [2]. For maximal usage of power LED 
diode it is necessary to shape their radiation pattern whereto serves collimators. 

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2012, pp. 518–525.
VŠB – Technical University of Ostrava, FEECS, 2012, ISBN 978-80-248-2769-8.



The Radiation Pattern Shaping of Power LED Diode 519

1.1   Power LED Diode LUXEON Star 

The transmitter for indoor will include white power LED diode. It was chosen type 
Luxeon 5W Star marked LXHL-LW6C. This diode is typically supplied by voltage 
6,84V, thereof it comes up color temperature 5500K, optical power 120lm, viewing 
angle 120° [3]. This power LED diode was mounted on cooler due to great heating. 
The measured spectrum of white power LED diode is on Fig. 1. 
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Fig. 1. White power LED diode Luxeon 5W Star LXHL-LW6C and its spectral characteristic 

1.2   Reflector CLP20CR 

To the power LED diode it was set parabolic reflector purchased from seller Roithner 
LaserTechnik GmbH [4]. It is 6° reflector for Lambertian power LED diodes with 
aluminium reflective coating with protective clear-coat. The seller couldn't tell us 
other data about this reflector, therefore it had to be calculated.The aim was to obtain 
the equation of a parabola, which shapes the reflector. 

From real reflector it was measured three proportions, input diameter a1 = 6 mm, 
output diameter a2 = 20 mm and the height of reflector y1 = 15,1 mm. The draft in on 
Fig. 2. 
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Fig. 2. The draft of parabolic reflector 

It results from the geometry of parabola if the input aperture goes to focus, than the 
parameter of a parabola p equals to a half of input diameter a1. Due to knowledge of 
parameter of a parabola it was set the equation of a parabola which forms the parabol-
ic reflector. The general equation of a parabola is xpy ⋅= 22 , where p is parameter of 

a parabola. The final result is xy 62 = . 

2   Measurement 

2.1   Linear travels 

Measurement of optical power distribution was realized by two linear travels 
NRT150/M by Thorlabs company [5], which enable moving in horizontal and vertical 
direction. The maximal shift in one direction is 150mm. These travels were controlled 
by software supplied by manufacter. In this software it was set a step distance 1cm. 

2.2   Power meter 

For optical power measurement it was used power meter PM100 with photodetector 
S120B, both by Thorlabs Company. The wavelength range of sensor is 400-1100 nm. 
To the power meter it is set wavelength correction, which tell power meter, which 
wavelength of light is measured. This caused the first problem, because white power 
LED diode is wide-spectrum source and hence it isn't possible to choose dominant 
wavelength. It was done several measurements for different wavelengths. The greatest 
values of power were measured for wavelength correction 400 nm even if according 
Fig. 1 white power LED diode emits minimal power at wavelength 400 nm. This error 
is caused due to the fact that the power meter considers the all incident light as light 
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with wavelength 400 nm and according calibration curve it adjusts measured values. 
By shaping of radiation pattern the absolute values are not important, relative values 
are sufficient. The measured values were divided by maximal value and thereby we 
obtained radiation pattern. We calculated relative values of power measured at differ-
ent wavelengths and we obtained the same shapes of radiation pattern. 

2.3   Measuring application 

The power meter PM100 can be connected with computer via serial port RS232. This 
possibility was used for easier and more effective measurement. In Matlab it was writ-
ten an application, which enables save values of optical power in text file. In this ap-
plication the user chooses communication port COM, whereto is connected the power 
meter, sets wavelength correction and initializes the connection. If the user presses 
button Save Value the application save actual value into text file. Separated power 
values are saved inline. 

2.4   Realization of measurement 

The measurement run in semiautomatic mode. The linear travels were controlled by 
software supplied by manufacturer. If the appropriate button was pressed the linear 
travels moved 1 cm in required direction. At first, the linear travels moved to starting 
position. Then it was saved the first value by press button in measuring application. 
After that, the linear travel moved 1 cm in horizontal direction a then it was again 
pressed button for saved value. Thereby semiautomatic procedure it was measured a 
grid 10x10 cm with 121 points. Photodetector S120B has circular aperture with diam-
eter 9,5 mm. The distance between active area of photodetector and chip of power 
LED diode was 114 mm. 

2.5   Simulation of power LED diode with reflector in LightTools 

In software LightTools it was created a reflector with parameters, which was calculat-
ed in chapter 1.2. This reflector was set to power LED diode. The power LED diode 
was chosen from LED library, which is included in LightTools. The parameters of this 
diode are identical to parameters written in datasheet of real power LED diode LXHL-
LW6C [3]. The measuring plane was placed in distance 114 mm like in real measure-
ment. On Fig. 3 is the whole configuration of simulation with reflector, power LED 
diode and measuring plane. 
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Fig. 3. Simulation in LightTools 

3   Results 

Measuring application saved the power value inline. In Matlab it was created square 
matrix from this line. The square matrix comes up to measured grid. Matlab drew 3D 
figures. 

Simulation in software LightTools calculated optical power distribution. The data 
was exported into text file and loaded by Matlab so that measured and simulated re-
sults could be compared. 

3.1   Measured results 

The reflector CLP20CR was set to power LED diode LXHL-LW6C. The diode was 
supplied by voltage 6,84 V. The wavelength correction of power meter was set at 
wavelength 450 nm. By the help of measuring application measured values were 
saved. Finally, the saved values were load in Matlab which drew 3D figure of relative 
optical power distribution, Fig. 4. 
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Fig. 4. Relative optical power distribution 

By the help of command contourf it was created other type of figure displayed 
relative optical power distribution. 
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Fig. 5. Relative optical power distribution 



524 Jan Vitásek et al.

3.2   Simulated results 

Software LightTools offers several types of figures, which it can calculate. It was 
chosen 3D and 2D figure of optical power distribution. 

 

Fig. 6. Simulation of optical power distribution 

3.3   Comparison of results 

The simulated values of optical power distribution were exported into text file for 
loading in Matlab therefore the results are comparable. The next figure compares 
measured and calculated results. It is figures of relative optical power distribution in 
cross-section, Fig. 7. 
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4   Conclusion 

This article deals with shaping of radiation pattern of white power LED diode by help 
of parabolic reflector. To the measurement it was needed to create measurement ap-
plication written in Matlab so that the measurement of optical power distribution was 
considerably simplified. Next it was set the equation of a parabola according which 
was made a parabolic reflector. These data are necessary for reflector modelling in 
software LightTools. Thereby it could be created a simulation of real measurement. 
Thanks to data export from LightTools it was able to load these data in Matlab and 
compare real and measured data. From the last figure it is obviously that the difference 
between measurement and simulation is insignificant. The curves begin diverge in 
distance 2cm from the middle, when it is only 20% of optical power. 
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Abstract. This paper presents a method to obtain high-resolution thermal im-
age sequences using thermograms shifted pixels. The article describes the 
methodology for obtaining thermograms. The described apparatus has been 
used and has been built to obtain the position of thermograms. We presented 
the results obtained using the method used. 

1 Introduction 

In recent years we can observe an increasing interest in the problem of obtaining 
images with high resolution (High Resolution - HR) from images of lower resolution 
(Low Resolution - LR). Getting High Resolution imeges has technological and finan-
cial aspects. Of particular importance for obtaining HR images occurs in the infrared, 
where technological progress in obtaining the FPA matrix has already reached its 
capacity. Currently the market offers thermal imaging cameras have a maximum 
resolution of up to 1 megapixel. One of the companies offer camera with 1.3 mega-
pixel sensor. Such high resolution obtained with a matrix with a resolution of 320 × 
240 pixels installed on positioner. All lenses introduce geometric distortions in the 
form of radial distortion - more or less. These distortions are particularly visible in the 
wide-angle lens. They can also be seen on the standard lens. They are revealed 
through distortion, visible especially in the most remote from the axis of the optical 
sections (Fig. 1). For the correction was used the polynomial method, and the results 
are presened in [1]. 

 
Fig. 1.   Wide-angle lens distortion thermogram 320x240 pixels resolution 
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2 Reconstruction of the HR thermograms 

 
There are a few methods for receiving the HR image. The most popular techniques 

include the transformation in the frequency domain. These methods use the following 
transformations [2]: 
- Moving the Fourier transform, 
- Aliasing, the relationship between discrete and continuous Fourier transform, 
- Limitations of the original band image. 

Using the above transformations is possible to formulate equations that combine 
discrete Fourier transform coefficients of low-resolution images of the continuous 
Fourier transform of the unknown high resolution image, which can be written using 
the vector equation (1) 

Y=ΦX (1) 

where:  
Y - discrete Fourier transform column vector 
X - samples of the continuous Fourier transform 
Φ - the relationship between a set of LR images and HR images. 
 
HR image reconstruction requires the identification the Φ and solution of the 

problem (1). One method of solution is to use a recursive least squares method [3]. In 
the second group of methods images reconstruction for high-resolution it using the 
transformation in space. One method is iterative back projection [4]. The idea of this 
method are presented in Figure 2.  

This method requires to describing the mathematical model  transformation of HR 
image (in the transmitter FPA) marked function f(x,y) and set out in the field 
of S={(x,y) ∈ R2, 0 ≤ x ≤ KΔx, 0 ≤ y ≤ LΔy } to the LR image labeled of function 
g(m,n) in the field S ={(m,n) ∈ M×N, 1 ≤ m ≤ M, 1 ≤ n ≤ N }. Having  i-images we 
create a system i×M×N equation (2). 

 
 
 

 
It occurs in the blur operator h and non-linear function σk, which represents the 

processes of quantization and decimation of the image in pixels and includes moving 
sequence of images. During the process of acquisition image with natural noise and 
interference represented by the function η(x,y). The realization of the blur, as a 
consequence of sampling, is a source of additional information for the HR image 
reconstruction.  

The number of the establishment of equations resulting from the implementation of 
the transformation (2) of the transducer sequence of images uniformly shifted in the 
directions X and Y is less than the number of occurring variables. Resetting the miss-
ing data in Figure 2 as the value of f0,i  and  fi,0.  Solving this system of equations is an 
iterative method by determining the minimum feature set by equation (3), where gk  
are the original images obtained from the camera, and gk

(n) is another simulation out-
puts the image pickup operation in subsequent iterations the playback HR.  

)),()),(((),( yxyxfhnmg kkk ησ +=  (2) 
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Fig. 2.    The transformation of the real and the reconstructed HR images to LR images 
 
Missing data were supplemented by various methods [5]. It is assumed that outside 

the analyzed area of the function f is periodic, symmetric or zero. Creating a HR 
image from the LR sequence is shown in Figure 3.  

 
Fig. 3.    Construction of the observed high-resolution image 

 
To get a better picture of the observation matrix g averaging effect should be 

considered in each pixel, which for the transducers in the FPA can be described by 
equation (4). 
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A / D Converter of FPA matrix infrared camera corresponds to the 14 bit 

transmitter, thus in equation (4) is not modeled quantization, because the resolution of 
the camera (0.08 K) is much smaller than the smallest possible to obtain the 
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uncertainty of temperature measurement (2 K). Zakładając funkcję h realizowaną 
przez przetwornik, sprawdza się jakość rekonstrukcji porównując oryginalny obraz 
wysokiej rozdzielczości z obrazem zrekonstruowanym, przy użyciu wskaźnika błędu 
PSNR oceniającego efektywność rekonstrukcji obrazu. Assuming the function h 
implemented by the transmitter, verifies the quality of the reconstruction of the origi-
nal image by comparing the high resolution of the image reconstructed using the 
PSNR error rate performance evaluation of image reconstruction. The used methods 
are computationally complex and time needed to obtain satisfactory effects are 
relatively long [5]. 

 
f11 = 4a1 - f00 + f01 + f10 
f12 = 4b1 - f01 + f02 + f11 
f21 = 4c1 - f10 + f20 + f11 
f22 = 4d1 - f11 + f12 + f21 

(5) 

 
 
Proceeding similarly, continuing the calculations for successive columns and rows 

can be determined reconstructed all the missing values of the matrix f.  Requires a 
computational effort J2×M×N activities described one of the equations (5). If we 
assume zero value f0i and fi0 is the solution to obtain an iterative method. 

 

3. Apparatus and measurement system application 

Measuring equipment consisted of a thermal imaging camera VarioCAM Head 
with a resolution of matrix 320 × 240 pixels characterized by a sensitivity of 0.08 K. 
The uncertainty of the measurements is 2 K at a measurement range from -40° C to 
120° C. The camera can operate in temperatures between -15° C to 50° C and is 
equipped with three lenses: 
- Standard (focal length f = 25 mm, angle 32° × 25°), 
- Wide angle (focal length f = 12.5 mm, viewing angle 64° × 50°), 
- Telephoto (focal length f = 100 mm, viewing angle of 8° × 6°). 

 
P70530 stepper motor controllers and modules NI9512 allow to obtain resolution 

of 51 200 steps per revolution step motor with 1.8°.  
With such precision devices it was possible to rotate the camera with an angular 

resolution of 0.35 seconds, with an angular resolution of a single pixel camera of 6 
minutes of arc. Another precision device used in the draft was sliding platform 
NRT100 100mm long and a resolution of 2 microns. The platform allowed the shift 
of the camera lens focal length to the axis of rotation of the motor. Figure 4 shows a 
picture turntable NR360S placed on a NRT100 sliding platform. The combination of 
two turntables allows you to turn the camera on two axes. 
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Fig. 4.    Rotation stage NR360S on  linear stage NRT100 -  Thorlabs Company 
 
Turntables and a motor control system was used a linear feed real time system 

cRIO 9022 with software written in LabVIEW 2009. Figure 5 shows a portion of the 
application that shows the control panel one of the axes of stepper motor, which is 
determined the size of a single step. 

 

 
 
Fig. 5.    Dialog box for stepper motor control 

4. The results  

Figure 6a shows one of the four low-resolution thermal images made with the 
infrared camera lens 32° × 25°. Figure 6b shows the result of HR image 
reconstruction, while Figure 6c shows the HR thermogram obtained from the 
assembly 4 thermograms made camera with lens 8° × 6°  by the method described in 
[1]. In the proposed method, it is advisable to use the thermograms averaged for each 
position of the scanner, so that at least uncertainty of type A to minimize temperature. 

a)   b)   
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c)   
 

Fig. 6.    The results obtained a) one of the 4 thermogram LR b) reconstructed thermogram HR c) original thermogram HR 

5. Summary  

The proposed method of high-resolution image reconstruction from low-resolution 
images requires precise motor for J2 sequences of images uniformly shifted in X and 
Y with known angle corresponding to 1 / J pixel in each direction. The system is 
dedicated to transducers FPA infrared cameras, which can be inserted into a test 
scene object with known temperature, geometry and position relative to the camera. 
The obtained thermograms do not have as good resolution as with the turntable and a 
telephoto lens, but they are clearly better than the thermogram of the basic resolution 
of the camera. 
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ul. Prószkowska 76, 45-758 Opole, Poland
p.michalski@doktorant.po.opole.pl

Photo and thermal image as an additional information 
for the point cloud data 

Paweł Michalski 

Opole University of Technology, Faculty of Electrical Engineering, Automatic Control and 
Computer Science, Institute of Power Plants and Measurement Systems  

ul. Prószkowska 76, 45-758 Opole, Poland 
 

p.michalski@doktorant.po.opole.pl 

Abstract. The article presents the possibility of integration of different meas-
urement techniques to obtain information about the surface of the object. In the 
first section measurement equipment used during the measurement are pre-
sented. In the second chapter the measurement methodology is described. Next 
the sample results obtained during implementation are presented and the proc-
ess of preparing the data and their subsequent integration are shown. 

1 Introduction 

Integration of different measurement techniques generates a new quality. This 
article presents the integration of different data acquisition techniques such as laser 
scanning, photo documentation and thermography. These techniques are intended to 
reproduce the shape of the object with a maximum available precision. The shape of 
the object is one of the basic features used in the construction of the model used in 
numerical calculations [3]. Currently scanning technique allows precise reconstruc-
tion of surface geometry to the nearest tenth of a millimeter. So the exact reconstruc-
tion of the surface captures elements such as splice site or deformation caused by 
mechanical or thermal treatment of the object. The exact reproduction of the shape is 
usually not enough to build a digital model of the object. It is necessary to frequently 
integrate different measurement techniques, such as creating compact measuring 
systems that generate multi-level description of the test object. A good example is the 
registration data in the form of images, not only in the visible, but also in the infrared 
and ultraviolet, which often provide valuable information about boundary conditions 
of the object. While the integration of information about the changes occurring on the 
surface of the thermal facility with spatial data from laser scanning can serve as a 
spatial model diagnostics [1]. The information about the color at a given point can 
also serve as a simple filter to select specific points of the point cloud. 

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2012, pp. 532–537.
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2 Measurement devices 

For the geometry measurement Trimble FX laser scanner was used (Fig. 1). 
Measurements performed within the scanner are performed by the phase shift. The 
device has a large field of view, which is 360 ° x 270 ° (this parameter allows the 
operator to do the surround scan). 

 Maximum measurement range is 70 m scanner for single scanning and 140 m for 
the double scan. Scanner space coordinates apart also provides information on the 
energy reflected radiation, which depends among others from the reflectance of the 
surface. At time 1 seconds, the device performs an average of 216 000 measurements 
of distance. The surround scan, which takes about 5 minutes generates a very large 
amount of data for analysis. The scanner is very accurate, for example, for an object 
11 meters away, offers a distance measurement uncertainty of 0.6 mm for a single 
scan and 0.45 mm for the double scan. Ambient temperature operating range from the 
device (5-45) °C. The scanner is presented on figure 1. 

 

  
Figure 1. Trimble FX laser scanner Figure 2. VarioCam infrared camera 

 
Temperature measurement was made using Head VarioCam infrared camera with 

a resolution of 320 x 240 matrix of pixels.The IR camera is presented on figure 2. 
The standard lens can capture all the examined objects, usually from a large distance 
from the object which reduces the precision of the measurements. Resolution used to 
measure lens allows for a 16-fold increase in resolution, but at the expense of the 
small field of view (6 ° x 8 °). 

There is a need to produce thermal images of large objects with high resolution 
[2] brought forth the idea of using a thermal imaging camera with a telephoto lens 
placed on the turntable biaxial. The control system consists of two precision stepper 
motors NR360SP9 / M, which were controlled by a controller CompactRIO Real-
Time Controller with modules NI 9512 and 9022, and P70530. 

To carry out photographic documentation digital SLR Canon EOS 30D with a 
standard lens was used. The camera was also placed on the turntable. 
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3 Methodology 

Base element is to carry out a measurement, a few sessions with laser scan 
measurement from various locations to get the maximum amount of information 
about the geometry of the object. There is the possibility of varying the density of 
points in selected areas of the scanned scene. This feature allows you to precisely 
reproduce the essential elements of the facility and keep the less important elements 
such as the geometry of the room in which the test object. An important advantage of 
this function is that different densities can occur in a single scan which excludes the 
appearance of errors in matching several independent scans of each other. The proc-
ess of registering scans from different positions were performed using spheres that 
are indicative of the examined object. Registration is done on the basis of calculating 
the distance to the sphere and determining the position of the scanner. In each of the 
scans, the operator is obliged to indicate the scan, which will serve as a reference scan 
for all the others. For each measurement session performed a series of photographs 
from camera mounted on a precision biaxial turntable. This approach allows the op-
erator to create panoramic photos for each measurement session. Then the motor is 
mounted infrared camera and a measuring cycle is repeated. It is extremely important 
to both sessions performed with a digital camera and thermal imaging camera were 
made from the same point where previously was the laser scanner. This approach 
enables you to capture the same area on both the scan and raster graphics, raster 
graphics also are oriented to scan by identifying sections or characteristic points on 
both the scan and raster graphics [4]. The bitmap and the point clouds integration 
process has to be performed manually by the process operator. 

The broadcast chromatics points based on raster maps (image, thermograms) re-
quires a statement of the same control points in scan and the map and determine the 
optical parameters of the camera (focal length, viewing angles, resolution, et al Cor-
rection) [5]. On the basis of their orientation is fixed relative to the map object and 
the camera. In the software example RealWorks is satisfactory when used at least 10 
points will be binding. The conception of broadcasting bitmap pixels to the point 
cloud points is presented on Figure 3. 

 
For a full analysis of the behavior of the plant used: 
• 3D object models, 
• verification of the measuring techniques evolving topology of the technical    
  infrastructure, 
• data acquisition systems and monitoring the results of working in real time. 
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Figure 3. The idea of broadcasting chromatics points 

 
In Figure 4 can be seen a point cloud with the mapped thermography image. 

Figure 5 shows the thermogram mapped on a triangular mesh created on the basis of 
the point cloud seen in Figure 4. The 2D image mapping process is performed inde-
pendently for each of the stations even before they are registered in one scan of the 
output. A single station does not keep a complete picture of the 3D depth map and 
only known in the literature as an image of 2 ½ D. 

 

  
Figure 4. Sample point cloud with 

imposed thermogram 
Figure 5. Sample triangle mesh model 

with imposed thermogram 
 

Both the thermal and photographic documentation obtained during the meas-
urement can be used as filters for point cloud. Points to the added thermal information 
in most cases, you can quickly filter out the points which are in the background. This 
is because the temperature of such objects in the thermograms is not correct until you 
take the temperature correction. If the point is not aware of the thermal information it 
could be filter out from the background, this is a semiautomatic welding process, 
which is based on segmented point groups according to the given criterion. 

Using this method, performed a series of projects designed to demonstrate its 
strengths and weaknesses. One of the projects was the reconstruction of the lattice 
support structure pole Z52 series. Scanning was performed from 6 different positions 
to give a point cloud containing about 1 million points. Because of the large dimen-
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sions of the test object and a simple design, which allows for a precise indication of 
the characteristic points necessary for the mapping, it was decided to perform digital 
and infrared images at a distance, to partially compensate for lens distortion.  

 

 
Figure 6. Thermogram of the column (left), the pole model with imposed ther-

mogram (right) 
 

The thermograms on Figure 6 are created by merging Moreover, the resulting 
thermogram lattice structure shown on Figure. 6 can be used as a filter for the point 
clouds located on the pole in relation to those outside it. 

4 Summary 

The combination of laser scanning with the measurements of thermal imagers 
and digital images allow for quick determination of geometric distortion due to wear 
or deformation of materials and their association with changes such as temperature. 

Analysis of the resulting model allows to determine critical points where there 
may be deformation, deformation leading to failure. 3D model of the imposed tem-
perature distribution can be used as data and boundary conditions for numerical com-
putations such as finite element program ANSYS and also to compare the results of 
model calculations with the measurements obtained on the real object. 
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ul. Prószkowska 76, 45-758 Opole, Poland

piotr mynarek@o2.pl, m.kowol@po.opole.pl

1 

 

Thermal analysis of  induction motor  

Piotr Mynarek, Marcin Kowol 

Opole University of Technology, Faculty of Electrical Engineering, Automatic Control and 

Computer Science, Institute of Electromechanical Systems and Industrial Electronics  

ul. Prószkowska 76, 45-758 Opole, Poland 
piotr_mynarek@o2.pl, m.kowol@po.opole.pl 

Abstract. The work describes a method of thermal calculations for an induction 

motor. Thermal model of the analyzed motor was built based on the thermal 

network method and was implemented in PLECS package. Simulation results, 

were verified by measurements performed on the physical model of the motor.  

1 Introduction 

Thermal phenomena constitute an aspect of the utmost importance while designing 

electrical machines and determining their load capacity. These phenomena determine to 

the large extent reliability and life time of an electrical motor. Additionally, thermal 

calculations allow to determine the level of use of a machine and effectiveness of 

construction solutions. In spite of the enumerated aspects much less attention is devoted 

to thermal analysis than to electromagnetic phenomena. This asymmetry is particularly 

vivid in case of motors of small and medium power. Recently however, one may observe 

change in this trend which results in numerous publications [1, 2, 3]. It is caused mainly 

by growing demand concerning achieving as great power as possible from a given size of 

a machine. Additionally, each increase in efficiency of a motor is connected with a 

notable economic effect. Therefore, works connected with determining temperatures in 

particular elements of electrical machines in various phases of their work become 

appropriate. 

2 Thermal model of the motor 

The work adopted a three-phase motor Sh80-6B produced by Besel with power of 

0.55 kW as the object of research. Individual elements of the analyzed machine is 

assigned a value of thermal resistance [2]. As a source of heat in the motor adopted 

occurring power losses in the copper (1) and iron (2). 

      10

2RIPCu  (1) 

where: I – phase current, R0 – phase resistance at reference temperature ϑ0, α – 

temperature coefficient, Δϑ  – temperature change. 
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where: kkt – construction-technology factor (stator, rotor teeth kkt =1,5, stator, rotor 

core kkt =1,7), ΔpB,f – maximum specific total core loss at Bp i fp,  f – frequency, B – 

magnetic flux density in the core at f, mFe – mass of core. 

In order to determine the value of magnetic induction in various parts of the motor 

core developed numerical model in FLUX3D environment, based on FEM [3]. 

 

 
Fig. 1. Thermal model of the analysed motor in PLECS toolbox. 

3 Measurements 

In order to verify results of the simulation the measurements were performed on 

the real object. For this purpose a test bench was made (Fig. 2). Whereas data 

acquisition system was designed based on LabVIEW and National Instruments 

hardware – controller PXIe-8130 with card PXI-4353 and PXI-6133 [1]. Temperature 

measurements were performed using type K thermocouples, pyrometer and infrared 

camera. 

 
Fig. 2. Test bench 
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3 

 

4 Results of analysis 

Based on the lumped-parameter thermal model, a number of computer 

simulations for different motor operating conditions were performed. Fig.3 shows the 

temperature changes at selected measuring points which were obtained from computer 

simulations for the object of research at no-load operation. The calculation results 

were compared with measurements performed on the model of a real motor. Fig. 4 

shows the temperature changes at short-circuit condition at reduced supply voltage 

(U=130V).  The computer simulations adopted two values of the heat transfer 

coefficient: h=30 W/(m
2
K) for forced convection and h=15 W/(m

2
K) for natural 

convection. 
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Fig. 3. Measured and simulated temperatures at no-load operation (ϑ0=24,5ºC) 
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Fig. 4. Measured and simulated temperatures at short-circuit condition (ϑ0=24,5ºC) 

Fig. 3 can be seen that at no load the highest temperature occurs in end winding. 

While the short-circuit condition (Fig. 4) is the highest temperature in the rotor, which 

is due to increased losses in this element. As a measure of error between calculations 

and measurements (Tab. 1) were adopted δ error defined as follows (3): 
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where: n – number of samples, ϑm – temperature measurement, ϑm – temperature of the 

simulation 

Tab. 1. The value of δ error for the individual characteristics of heating at no-load 

operation and short-circuit condition 

 End winding Stator slot Rotor Frame 

No-load 2,83 2,15 3,47 1,61 

Short circuit 2,13 0,54 2,31 1,14 

5 Summary 

The results of thermal analysis of an induction motor of small power on the basis of 

a thermal model which were presented in the work show high compliance with results 

of measurements. Error δ between results of calculations and measurements does not 

exceed 3,5ºC both for no-load operation and state of short-circuit of the motor. This 

concurrence proves correctness of the designed thermal model of the motor. Errors 

which occur result from adopted simplifying assumptions and difficulty in determining 

characteristics of particular materials the motor is built of. Another cause of occurring 

divergences may be the fact, that microscopic slits which occur between two elements 

of the motor, e.g. between grooved insulation and stator core, were ignored in the 

model.  

The method of analysis used is characterized by low numerical cost. With the use 

of the constructed model one may fast and at the same time with sufficient precision 

determine temperature in particular elements of a motor. These quantities are 

extremely important as far as operation and load capacity of motors is concerned. 

References 

1. Barański M.: Laboratory stand to investigation of influence of temperature on the 

electromagnetic transient in a squirrel cage induction motor, Poznan University of 

Technology Academic Journal  Electrical Engineering, No. 72, 129-140, 2012. 

2. Kylander G., Thermal modelling of small cage induction motors, Ph.D. thesis, 

Göteborg, 1995. 

3. Lefik M.: Obliczenia cieplne silników indukcyjnych małej mocy metodami 

polowymi, Rozprawa doktorska, Łódź, 2011. 

 

 

 

 

Praca powstała dzięki współfinansowaniu ze środków Europejskiego Funduszu 

Społecznego 



The Possibility of the Implementation of the
Gaussian Puff Model in the Parallel Architecture

Tomasz Przyby la

Opole University of Technology,
Faculty of Electrical Engineering, Automatic Control and Computer Science,

Institute of Automatic Control and Computer Science,
ul. Sosnkowskiego 31, 45-272 Opole, Poland

tom.info.dok@gmail.pl

The possibility of  the implementation of the Gaussian 
puff model in the parallel architecture  

Tomasz Przybyła 

Opole University of Technology, Faculty of Electrical Engineering, Automatic 
Control and Computer Science, Institute of Automatic Control and Computer Sci-

ence,  
ul. Sosnkowskiego 31, 45-272 Opole, Poland 

tel. +48 600 618 783,  
tom.info.dok@gmail.pl 

Abstract. The number of computing processes related with the simulation of 
dispersion of pollutants for the global scale do not allow to obtain results in ac-
ceptable time, that is why the methods which can accelerate the air pollution 
modeling are searched. In this article the problem of air pollution dispersion  
modeling for huge scales has been introduced. Additionally, the conceptions of 
the implementation of the air dispersion model, related to the Gaussian puff 
models in parallel architecture and massively parallel architecture, are pre-
sented. 

1 Introduction 

Simulation of the complex and global processes, which appear in the reality, is 
very time consuming that is why there is the need of the use of modern, high-speed 
computing systems. Among such complicated problems there are for instance the 
process of transport and dispersion pollutants in the air [1, 4].  

The peculiarity of modeling dispersion of the pollution in atmosphere, especially 
in the case of those huge scenarios, require high-performance computing systems. 
The bigger and bigger requirements according to the precision and the time of getting 
the results of the simulation implicate the must of finding efficient methods for com-
puting which are adjusted to the contemporary hardware platforms of the parallel 
architecture or the massively parallel architecture. 

2 Gaussian dispersion model 

The simulation of the pollution dispersion processes can be performed by the 
use of many models which differ in the spatial scale, the time scale, the transport 
equation and the destination. Classification by the mathematical base and the frame of 
reference distinguishes two main types of models: Eulerian model and Langrangian 
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model [3]. In additions, the Gaussian models are available, which can be introduced 
both by the Eulerian and Langrangian model [1]. Among the Gaussian models there 
are two kinds of them: the plume models and segment plume/puff models. The proper 
choice of the model plays the crucial role both in the process of credible analysis of 
the current condition of the air and in the process of the forecast of the concentrations 
of pollutants. 

Gaussian plume model describes the transport and the dispersion of the pollu-
tion via the plume moving with the wind direction, while maintaining the stationary 
meteorological condition and continuous pollution emission [1]. Because of the re-
striction due to some simplified presumptions the plume models are used for individ-
ual emitters [5]. 

In the Gaussian puff model the amount of pollution emitted into the atmosphere 
is divided into puffs which move in the area of the modeling. The movement is de-
termined by the local meteorological conditions. The necessity of records each gener-
ated puff in the area of the simulation causes very high computational costs [1, 2]. 

3 CALPUFF 

CALPUFF (CALifornia air research board PUFF air dispersion model) is a mul-
tilayer, non-steady-state model which can be used in the air quality simulation model 
system. The CALFUFF system consists of three main elements: the meteorological  
preprocessor (CALMET), the computing module of dispersion and chemical conver-
sion (CALPUFF) and the tool for processing the results (CALPOST) [3].  

The model CALPUFF is based on the Gaussian puff model. The dispersion of 
the pollution inside the puff is described by equations 1, 2. 

 

 
(1) 

  

 
(2) 

 
where: C - the ground-level concentration, Q - the pollutant mass in the puff, σx, σy, 
σz - the standard deviation of the Gaussian distribution in the along-wind direction, 
cross-wind direction and vertical direction, da, dc - the distance from the puff center to 
the receptor in the along-wind direction and cross-wind direction, g - the vertical term 
of the Gaussian equation, H - the effective height above the ground of the puff center, 
h - the mixed-layer height. 

The computing in the CALPUFF model is made via diffusion ratios which are 
designated by one of the methods: measured values of turbulence σv, σw, internally 
calculated σv, σw  with the use of the standard deviation of vertical and horizontal 
component of the wind and with the Monin-Obukhov lenght, the dependence of Pas-
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quill Gifford’s (rural areas) and McElroy-Poller’a (urban areas) and computed using 
the MESOPUFF II equation [3]. 

The CALPUFF is a model which realizes calculations sequentially what in the 
case of huge scenarios of modeling makes the time of simulation takes much longer. 
To make the process faster some certain methods have been prepared but none of 
them changes any program code. One of the methods assumes parallelization of com-
puting according to the emission source [6]. In this particular method the computing 
is made for single emission source or the group of sources. To make the processors 
balanced it is very important to use multicriterial division of emission sources. At  
first, there is the division because of the type of the emission sources, next, depending 
on the available number of the processors, in the area one of the sources [6]. This 
method can be used only when the chemical transformation isn’t taken into considera-
tion. 

4 Parallelization 

To make such model as CALPUFF more parallel there is the need to know very 
deeply how the computing is made in particular modules. To identify the procedure 
which is characterized the highest computing cost the profiling has been performed. 
To analyse the program code of CALPUFF the tools of Lahey-Fujitsu Fortran 7.3 
(Windows 7) and Lahey-Fujitsu Fortran 8.1 (Ubunu 12.04) have been used. The 
modeling for the purpose of profiling was performed on a very small area (grid 4 x 4 
km), in which only 87 area sources were defined. What is more the limit of the max-
imum number of the puffs which appear in the grid has been increased to 300 thou-
sands. In the vertical relation the area of modeling has been divided into 11 layers and 
restricted to 4000 m. The computing has been made via the Intel Core i7-2630QM 2,0 
GHz processor.  

 
Fig. 1. Profiling results 
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The results show that the procedures responsible for the evidence of the puffs 
and computing the σ worth for particular receptors (pufrec, pfscrn, pfsamp) are char-
acterized by the biggest cost of computing. This makes a chance to make a division 
according to the receptors. Because of this that the computing of the concentration for 
each of the receptors are not related to each other they can be compute in the parallel 
way both in the parallel architecture and the massively parallel architecture.  

5 Summary 

The modeling of dispersion of the air pollution, which occurs in various area and 
time scales, is extremely important in the managing system of the air quality. One of 
the universal models, which can be used to air pollution modeling, is the CALPUFF. 
In this work the conception of fastening the computing via the use of multiprocessors 
architecture has been shown.  

In the further scientific work the concepts discussed in this article will be realized. 
What is more the verification of possible benefits due to the use of the heterogeneous 
computing systems in the modeling processes of the space-time dynamics. 
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Abstract. This paper presents simulation of Pioneer 2DX mobile robot motion 
including regulator for: pulse width modulation (PWM), without PWM control 
and with a constant corrector factor. The simulation was carried out taking into 
account the actual parameters of the DC motor. 

1 Introduction 

Supply system for mobile robots is usually achieved by using H-bridge with 
PWM. Constant voltage is mapped on the basis of the pulse duty factor, which is 
defined as an integer. The issue is still present, considered in the article, is to 
determine the method of calculating the duty cycle factor  in such a way as to commit 
the slightest error. 

The article presents the impact of rounding error resulting from the pulse duty 
factor of unipolar PWM while moving the mobile robot along a trajectory. Were 
analyzed cases: without PWM controller, with the controller and for a constant value 
equal to 0.4. 

2 Mobile robot model 

The simulation was conducted for the three-wheeled mobile robot Pioneer 2DX 
with the following equations [1]: 
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where: m1 – mass of  the drive wheel,  m4 – mass of the robot, f1,f2 – varying 
coefficients friction wheel of the ground,  N1, N2 – wheel pressure to the ground, Iz1, 
Iz5, Iy1 – moments of inertia, M1, M2 – driving torque, h1 – height of axis to the drive 
wheel, βα ,  – angular acceleration, βα ,  – angular velocities, α – angle of the drive 
wheel,  β – angle of a robot construction.  
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The simulation  was carried out for the actual DC motor with the following 
parameters: Un=24.0V, In=2.7A, ψ=0.06 Nm/A, Rt=1.2 Ω, Lt=0.0029 H, where: Un – 
related voltage, In – related current, ψ – exciting flux, Rt – armature resistance, Lt – 
armature inductance.  

Furthermore, it was assumed that transmission efficiency is 80% and the varying 
coefficients  friction wheel of the ground f1 and f2,  were selected from the normal 
distribution N(0.01,0.0058). The simulation does not include the impact of the passive 
wheel to the robot motion trajectory. 

Pulse duty cycle factor of the unipolar PWM was described as: 

,/ maxVVk d=               (3) 

where: Vd – desired voltage,  Vmax – source voltage, k – pulse duty cycle factor, which 
is defined as an integer. 

3 Simulation results 

PWM modulation was modeled based on [2] [3] and the simulation was carried 
out with simplified switching between the semiconductor elements.  

Below was presented a fragment of the output voltage waveform:  

 
 

Fig. 1. Output voltage (fragment). 
 
In the present case, reference trajectory was the accelerating during 1s in a 

straight line. It is a very important part of motion for the proper mobile robot control, 
because too large errors made at this stage, can cause even greater errors in the next 
phases of robot motion. 
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In Table 1 was shown the root mean square errors and maximal errors calculated 
as [4]: 

Table 1. Simulation results. 
Root mean square error Maximal error Kind of simulation 

]/[ sradα  ][radα  ]/[ sradα  ][radα  
Without controller 4.83•10-2 8.96•10-2 5.69•10-2 2.00•10-1 

With controller 7.90•10-3 1.38•10-2 9.81•10-3 3.58•10-2 
With constant 

corrector factor 
4.04•10-2 8.21•10-2 5.20•10-2 1.86•10-1 

 

Fig. 2 shows the difference between the average desired voltage and average 
output voltage calculated as: 

,outd VVV −=Δ              (4) 

where: Vd – desired voltage, Vout – output voltage. 

 
 

Fig. 2. Integration of the difference between desired and output voltage. 
 
The difference between the modulations are quite significant and skipped the 

rounding effect in pulse duty factor, causes greater errors on the trajectory, which was 
confirmed by simulation results presented in Fig. 2 and Table 1. 

 A constant value corrector significantly improves the result of mapping the 
desired voltage only at the beginning of the movement.  

Using the controller in PWM causes the error voltage mapping tends to zero,  in 
other kind of modulation analyzing in this paper  it is quite impossible. 
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4 Summary 

 
Using the controller with an integrating part significantly improves mapping 

given by the PWM voltage, which also translates directly into smaller errors during 
tracking move on the trajectory. It should be noted that this kind of control  in the 
initial phase produced a significant traffic controller errors, and therefore can be at 
the beginning of movement round the duty cycle with a constant value, then switch 
the control kind on the controller included in the PWM. 
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Abstract. This article presents one of many currently investigated ways to 
minimize the description of objects intended to do the greatest possible 
reduction of computational complexity and the adaptation of the calculation 
procedure for the implementation in the flying machines as part of the  
identification track and classification of ground facilities. 

1 Introduction 

Identification of objects and textures is very wide issue, mainly because 
of the countless number of domains in which it is currently used [4], [5]. The 
final phase of identifying consists several stages. One of which is the process 
of acquiring, or acquisition of signals, which are the basis for further 
identification procedure [6]. During acquisition images can be obtained with 
different information capacity [2]. In natural conditions can be difficult to 
obtain images of adequate quality. Some may be low resolution, while others 
are burdened with noise. In such situations it is necessary to analyze the image 
one of the ways: 

– Artificially increasing the informative of images by pre-treatment to 
reduce noise, histogram filtration or increase local contrast by using 
filters such as Unsharp Mask or by submitting multiple images into 
one. 

– Application of the methods showing a high efficiency, enabling to 
identify the object with sufficient, founded probability of an image 
with reduced naturally informative (resolution, noise). 

This last methodology include Digital Hilbert optics, which consists of a 
large set of methods responsible for secondary processing of the analyzed 
images [10]. 
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2. Implementation methods of Hilbert’s digital optics for the 
classification of "flat" objects (two-dimensional) 

Below shows sample implementation of procedures to identify objects 
according to specific, pre-defined criteria. 

 

Fig. 1. The test scene 

 

The first part of this exercise (stages 1-5) was taken from the Matlab 
tutorial and because of its wide availability, this part of the task will be 
discussed only in fragments, whose knowledge is essential to carry out the 
second part - step 6 The Identifying round objects procedure is a very good 
example of the applicability of hybrid Hilbert transformation for advanced 
identification of objects in digital images. Below shows the steps preceding 
the advanced stage of identification of objects, namely the search for the 
object most similar to the pattern: 

Stage 1 – Read Image.  

Stage 2 – Threshold the Image. 

Stage 3 – Remove the Noise. 

Stage 4 – Find the Boundaries. 

Stage 5 – Determine which Objects are Round. 

Stage 6 – Finding a shape similar to the pattern. 
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Fig. 2. The wanted object - a pattern 

 

In the previous stage, where the most round areas was determined, assumed 
that "roundness" area can be defined by the formula:  

2

4
o

sm π
=  

where:  m – roundness factor. For a perfect circle m = 1 

 s – surface of the test shape 

 o – circuit of the test shape 

 

In the sixth stage is necessary to use correlation methods to determine 
the segment of the test image, where the correlation coefficient of transformed 
form and transformed in the same way as the pattern is the highest. To 
demonstrate the benefits of using hybrid Hilbert transformation, the 
experiment was divided into several sequences of correlation:  
 
- Correlation of the primary objects (NTR),  
- Radon correlation vectors for the original images (RdNTR),  
- Correlation of objects subjected to a hybrid HTA,  
- Correlation of objects undergoing a HTA-Radon hybrid (RdHTA).  
The correlation coefficients relative to the pattern shown below. 
 

Tabele. 1. Table of correlation coefficients of the image and the tested object for the various 
transformations. 
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Shape

Transfor- 

mation 

 
  

  

NTR 0,657 0,648 0,429 0,630 0,654 0,412 

RdNTR 0,963 0,965 0,971 0,970 0,964 0,993 

HTA 0,805 0,810 0,732 0,797 0,795 0,528 

RdHTA 0,355 -0,223 -0,416 -0,200 -0,459 0,652 

 The most important is that the image of the sought object is 135% size of 
the object in the test stage and is rotated by 30°. The above table shows, 
however, that only the HTA hybrid Radon transform gives the highest 
correlation coefficient in comparison to the object sought. 

3. Final, the conclusions and the prospect of further research 

 The article is an introduction to create the most complete set of transformations 
that reduce the descriptive capacity of the test objects by various techniques of 
research - in particular the methods and correlation with neural networks. Hybrids 
Hilbert transformation described in this article may be used in all domains, in which 
the process of identification and classification based on comparison with the pattern. 
The analysis of the subject and the results show the path of potential future research 
on:  
- Optimizing of identification procedures for shortening the time of their execution. In 
particular, the iterative calculation of the correlation, the execution time without 
optimization algorithms operation is unacceptably long; 
 - Adapting some of the most time-consuming calculations for parallel execution. 
Authority on x86 microprocessors and RISC [3] indicates the possibility of using 
parallel processing techniques, which give the modern computer processors. Equally 
high hopes may be linked with the needs of parallel computing, GPU - especially 
processors from nVidia, which has been implemented CUDA technology, which can 
dramatically reduce the time needed to calculate the correlation, but also on the earlier 
stages - that is, processing steps pre-formed models where Hilbert and Fourier 
transformation. GPUs are designed to maximize efficiency in compression and 
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decompression domain of images in JPEG format, which is based on Fourier 
transform. 
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– Ondřej Koběrský, Jakub Štolfa, and Martin Kopka. Methodology for Esti-
mating Working Time Effort in the Software Projects
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– Jakub Štolfa. Business Process – Formal Modeling in Graphical Ontology
Tool – Functional View
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Finding and Recommendation of Suitable
Persons in Social Networks
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Abstract. Finding and recommendation of suitable persons based on
their characteristics in social or collaboration networks is still a big chal-
lenge. The purpose of this paper is to discover and recommend suitable
persons or whole community within a developers’ network. The experi-
ments were realized on the data collection of specialized web portal used
for collaboration of developers - Codeplex.com. We have used the ap-
proach for extraction of initial metadata, and we have used modified
Jaccard coefficient for description of the strength of relations between
developers.

Keywords: Social Network, OSS, Codeplex.com, graph

1 Introduction

Recently the concept of social networks and online communities is becoming
still more and more popular. As a result, the number of their users significantly
increasing.

OSS (Open Source Software) is a example of a dynamic network, as well as
a prototype of complex networks emerging on the Internet. By working through
the Internet, interactions between developers can be considered as relations in
the synthetic network of collaborators. These relations arise when the developers
join the project and begin to communicate with others. OSS network consists of
two entities - developers and projects. An examples of such OSS social network
established on the basis of interaction between the participants is CodePlex.

In this paper we try to determine the strength of relationship or similarity
between CodePlex developers in the context of projects they work on. To deter-
mine the context, we used project key words, which in the case of the CodePlex
are extracted from project descriptions. We would find some developers or some
community, which is specified by key words, for a recommendation.

? This paper is based on article named ‘Method for Identification of Suitable Persons
in Collaborators’ Networks’. Therefore I would like to thank co-authors, namely
Jan Martinovic, Pavla Drazdilova and Katerina Slaninova, for cooperation with this
article and agreement to its publication.
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2 Codeplex

CodePlex is Microsoft’s open source project hosting web site. You can use Code-
Plex to find open source software or create new projects to share with the world.
CodePlex is mainly used by developers for collaboration on projects, sharing
source codes, communication and software development. Generally, registered
users can participate in multiple projects, discussions, adding the source code
and documentation, issue a release, etc. Some of the users have defined a spe-
cific role within the project for which they work. Each user has his own page,
where he can share information about himself, his projects on which he currently
works, and the most recent activities. The CodePlex projects themselves can be
considered as a very interesting source of information. In addition to the list
of users and roles, CodePlex enables register keywords, add description of the
project, the number of visits, status, date of creation, url and other information
about the project. All activities are carried out on CodePlex by a particular user
within a specific project.

Database which was created as a result of data obtained from CodePlex.com,
consists of 6 main tables: User, Project, Discussions, RecentActivity, Member-
ship and SourceCode (see Table 1).

Table 1. The CodePlex database tables

Table Number of lines

User 96251
Project 21184

Discussions 397329
RecentActivity 72285

Membership 126759
SourceCode 610917

In CodePlex, we can see two types of entities: users and projects. Both are
represented by tables that contain specific characteristics. The undirect connec-
tion between the user and the project is implemented through activities within
the scope of the project. These activities are in the database CodePlex divided
into different types: SourceCode, Discussion, RecentActivity and Membership.

The main attribute, carrying the largest set of information, is the project
Description – the description of the project itself.

Using activities such as user links to the projects, we are able to determine
with some probability an area of specialization and a work of each user. For
example, if a user is working on three projects written in .NET and one in Java,
we could include him in .NET programmers with high probability, and less likely
recommend him as a Java programmer.

In other words, terms or description of the project may not only help us to
provide more information about projects, but also to determine the user’s area of
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interests or abilities. As a result, the way we are able to compare user attributes
determines the similarity to other network participants.

3 Collaborators network

Whenever we think about collaboration between two persons, we not only look
at the relationship itself, but also at the context. It is clear that depending on
context, the strength of relationship changes. Therefore, we divide collaboration
into two main parts Developers’ Relationship and Developers’ Context.

3.1 Developers’ and Context Relationship

We describe a developers’ relationship as commutative operation on cartesian
product of developer’s attribute X x X, where output is mapped to the set of
real numbers R.

We use Jaccard coefficient ([2] for evaluation of developers relations using
their attributes.

AttributeScore(CPDi
, CPDj

) =
|CPDi

∩ CPDj
|

|CPDi
∪ CPDj

| (1)

The whole process of obtaining term sets is described in [5], so we just remid-
ing (tk in TDi

) stands for the number of terms tk by TDi
and (tk in T ) stands

for the number of terms tk in descriptions of all projects by T .
We can evaluate association between the selected term tk ∈ DT and a devel-

oper Di ∈ D:

R(TDi
, tk) =

(tk in TDi)

(tk in T ) + |TDi
| − (tk in TDi

)
(2)

Evaluation of the whole relationship context of two persons Di and Dj has
two steps. First, we compute association between Di and select term tk, and
between the second developer Dj and tk separately and we obtain equation for
the ContextScore:

ContextScore(TDi
, TDj

, tk) = RNorm(TDi
, tk)RNorm(TDj

, tk) (3)

The last step is to define Whole Score, which consists of AttributeScore and
ContextScore. This equation evaluates the relation between developers depend-
ing on the selected words, which represent the context. So we get a evaluation
for the new subnet, which is specified by selected terms.

Score(CPDi , CPDj , TDi , TDj , tk) = AttributeScore(CPDi , CPDj )ContextScore(TDi , TDj , tk)
(4)
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3.2 Construction of the Collaborators Graph

To describe the network of collaboration, we use standard weighted graph GD(VD, ED),
where weighted function is defined as wD : ED(G) 7→ R, when wD(e) ≥ 0.

When we construct graph based on developers’ projects relationship, we use
AttributeScore(CPDi

, CPDj
) as wD.

The function Score(CPDi , CPDj , TDi , TDj , tk) is used for evaluating the edges
in the context of the term. The only difference is, that majority of developers
has not chosen term in their description text, so the result will be 0 and no edge
would exists. The function Score(CPDi

, CPDj
, TDi

, TDj
, tk) is used for evaluat-

ing the edges in the context of the term. The only difference is, that majority of
developers has not chosen term in their description text, so the result will be 0
and no edge would exists.

4 Experiments

In one of experiments, we have calculated the keywords for the developers ”mod-
der”, ”raja4567” and ”raouf”. We have selected only the some terms for illus-
tration. In the Figure 1 is whole network of collaborators for the selected terms
”iphone”, ”wp7”, ”android”. The edge weights are evaluated by Score. This
subnetwork has 199 connected components (communities) with collaborating
developers.

Second part of Figure 1 shows graph of the connected component which
contain selected and highlighted developers. We can see that selected developers
are not in the one community of collaborators. They are connected, but the
relation is too weak. They are not suitable for recommendation.

We used our algorithm for spectral clustering [7] and we detect communities
of more collaborated developers. Than we can recommend the ”green” com-
munity, which contain developers with the stronger relation in the context of
selected words.

5 Conclusion

Research presented in this article is oriented to the strength extraction between
persons based on their context in the CodePlex. The method was presented using
the data collection from the CodePlex database, which contains information of
the activities of developers in the project. The proposed method is usable for
the development of collaboration network. The description of this network is
based on the set of terms (as the input), which are used in the description of
projects by the given developer. Using this method, we have obtained the new
weight in the synthetic collaborators network. By means of the set of selected
term, belonging to one (or more) persons, we can construct the subnetwork with
only the context-related collaborators. This subnetwork can be very helpful in
searching of the persons who are interested in the same area, defined by the
selected term. It is usable for members of the project management, who need to
find suitable developers specialized to certain area.
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Fig. 1. Synthetic collaborators network for the terms ”iphone”, ”wp7”, ”android” and
selected subnetwork with developers ”modder”, ”raja4567” and ”raouf”
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Abstract. In this paper we describe how to use signatures and S-Tree
data structure for measurement similarity of small text documents. Sig-
nature contains a lot of information from source documents. Many tech-
niques for signature creation as well as for signature indexing was devel-
oped in the past. The most interesting signature storing and indexing
data structure is S-Tree. Similar signatures should be in same nodes in
S-Tree. In our work, we are interested in the ability of S-tree in grouping
similar documents into same node or into nodes with the same parent.

Keywords: signatures, similarity, S-Tree

1 Introduction

The amount of large textual dataset (newspaper, email, articles from conferences,
etc.) is growing as well as the need of managing documents inside datasets. One
aspect of the management is plagiarism detection. The plagiarism detection is a
method which detects similar documents or its parts. We need to inspect whole
collection for each new document to detect possible plagiarism. This technique
is very time consuming and we need a tool, which helps us do this task more
efficiently. One possible solution is signatures. Signatures contain information
extracted documents. But they are much smaller and we can measure them and
do any other operation with them. Signatures should be organized into data
structures for efficient searching, adding, removing, etc.

2 Signature generation techniques

There are two main methods for signatures generation. The first is word frag-
mentation. In this method, word is broken into pairs or triplets of characters.

Second method is pseudo-random generation. This method uses pseudo-
random number generator for selection of active bits in the signature. Every
word is sent to hashing function which produces an integer number, which is

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2012, pp. 564–569.
VŠB – Technical University of Ostrava, FEECS, 2012, ISBN 978-80-248-2769-8.
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used as a seed to a pseudo-random number generator. Signature is created by
setting bits on positions taken from k words and their corresponding values from
pseudo-random number generator to one.

Pseudo-random method has two major advantages over word fragment ap-
proach[3]:

– The number of bits set to one is not function of the length of word. It means
that each word generates the same number of bits. Therefore, this method
has shorter signatures then word fragmentation method.

– Bits are distributed evenly along the length of the signature and not clustered
around bits that correspond to frequently used tri-gram patterns.

We used Floyd algorithm which belong to the second group of algorithms in
our work. The Floyd algorithm clearly distributes bit positions evenly through-
out the length of the signature as well as distinguishing quite well between
anagrams. This algorithm is described in [3].

Optimal bit proportion in signature is 0.5 - 50% of ones and 50% of zeros.
We used equation 1 to computation of the signatures length. N is size of the
signature, k is number of bits set to one and D is number of distinct words. [3]

N

k
=

D

ln(2)
(1)

Number of different bits set for each word is given by equation 2.[3]

kopt =
N ln 2

D
(2)

3 Data structures for saving signatures

Many data structures which support efficient handling with large signatures
exist. In our work we used a structure called S-Tree. This structure is a tree
similar to B-tree.[1] In this structure we have leaf nodes and non-leaf nodes.
Leaf nodes contain similar signatures. Parents of leaf nodes are non-leaf nodes
which contain signatures created by merged signatures of its child nodes using
bitwise OR operation.[2]

Parent of non-leaf node is again non-leaf node. On the top of the tree is a
root. Root is non-leaf node which has no parent. Each non-leaf node has k child
nodes. Each leaf node has k items.

In our work we used two function of s-tree - adding and splitting. When node
of tree is full (has k items), it must be divided. The problem of node splitting
is in bitwise OR operation on signatures in child nodes. Nodes near root could
have signatures with a lot of ones and nodes near leaf nodes will have only few
of them.[1] The following procedure is used for node splitting:

1. We look for signature S with heaviest signature weight. This is signature for
first new node



566 Petr Berek et al.

2. We look for signature S′ with heaviest signature weight but where S contains
ones S′ must have nulls and where S contains nulls S′ must have ones. S′ is
signature for second new node.

3. For each remaining signature s we compare s with S and S′

– if s is near S then s is added into first new node
– if s is near S′ then s is added into second new node

4. A parent node is assigned to the new nodes. The signature of the parent node
is recalculated using signatures of new nodes and remaining child nodes. If
the parent full after addition of new nodes, it must be split.

When we are adding a new item into tree we start in a root node. We compare
signature s with each signature in node. Then, we choose way where result of
comparison is the smallest. We follow the path from the root to the leaf node and
then we added a new item into leaf node. Then, we must update all signatures
of the parent nodes along the path from the root.

4 Experiment

The experiments were performed on a small text collection. This collection al-
lows a comparison and evaluation of algorithms for similarity detection of text
documents.

4.1 Collection

The testing collection contains randomly picked articles from news server. Each
article has several paragraphs. Selected base articles were different from each
other. To each base article five other articles were generated using minor changes
and substitution from other articles.

We select five base articles. Five variants of each article were generated.
Therefore, we have 30 testing articles.

We used an algorithm described above in our experiments. In each article we
used up to 1000 unique trigrams. The size of the signature was set to 10104 bits
according to the equation 1 and the number of ones set by each trigram was set
according to the algorithm above.

4.2 Comparison of signatures

Two methods were used for signature comparison. The first method compared
every document to each other. Results of this method give an overall view on
the collection.

The second algorithm used a S-Tree structure for storing signatures. We set
number of items per node to six and we looked for groups of signatures/articles
in nodes of S-Tree.

The comparison of the signatures uses two bit-wise operation - AND and
NOT. The NOT operation represents a bit-negations - converts one to zeros and
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Fig. 1. Graph for each with each signature comparison

zeros to ones. The AND operation preserve one only when both signatures has
ones on corresponding position. When we have two signatures S1 and S2, the
results signature S3 is computed as follows:

S3 = S1&!S2

The and operation is represented using symbol & and negation using a !.
S3 contains zeros on all positions when S1 is equal to S2, and is more or less

similar to one of the compared signature otherwise.
Bit-wise operators are the most expensive part of the algorithm. Therefore,

we precomputed a table which contains results of the comparison operation on
bytes (b1&!b2) and OR operation used in S-Tree data structure.

Another improvement in efficiency may be done be pre-computation of ones
in bytes after operation. This operation is important in signature comparison
because comparison operation between two identical signatures result in all zeros
and same operation between two different signatures result in a number of ones
equal to the number of ones of one of the signatures.

5 Results

Results achieved on testing collection are depicted on Figure 1. Percentage of
similarity of articles is depicted on Y-axis as values between 0 and 100. Docu-
ments are depicted on X and Z-axis. The graph with results has no defined marks.
But the diagonal shows the similarity between corresponding articles. The simi-
larity between corresponding documents is 100%. Around diagonal may be seen
high similarity of documents derived from the set of base documents.
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Fig. 2. Result of data structure S-Tree
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The resulting S-Tree is depicted on Figure 2. In the figure may be seen the
number of groups of similarity. The first number in a node for each signature is
number of ones. The second number is a rate of ones, i.e. the ration of number
of ones to the size of the signature. The last number is number of article. Three
of five groups depicted in the figure are closed.

The open groups remained for articles derived from article 3 and article 2. As
may be seen in parent node, article 33, which is derived from article 3, has less
ones than other articles derived from article 3. Therefore, group of documents
was split correctly. The second open group of similarity - articles derived from
article 2 has different reason. All of the signatures has similar rate of ones.
But they are split onto different groups and even the parent nodes are not the
same. This was caused by the initial setup of the S-tree. Node which contains
documents 23, 24 and 25 was created as a last node and contains documents
remained after splitting of the previous node.

6 Conclusion

We used signatures and data structure s-tree for measurement similarity of small
text data. Documents from collection have been grouped onto nodes of s-tree by
their similarity. As Figure 1 shows comparison every document with each other
has similarity result as Figure 2 shows. But comparison every document with
each other is O(n2). It is not efficient for large documents collection. In the
contrary, S-Tree has complexity O(n log n) and comparison signatures in one
each node is linear. It can improve efficient in large documents collection.
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Abstract. The goal of this paper is to explore options of massive par-
allelism to be used in the design of brain computer interfaces (BCIs). In
general, brain computer interfaces are based on pattern matching tech-
niques that require a great deal of computing power. Massive parallelism
is cheap and efficient way of significantly speeding up the computations.
In this paper we propose using a GPU accelerated non-negative matrix
factorization (NNMF) to construct a BCI. The approach shows promising
results in terms of computation speed, allowing for real-time classifica-
tion and pattern recognition.

Keywords: Matrix factorization, pattern matching, graphics processor, elec-
troencephalography, signal processing

1 A brief introduction

Massive parallelization is a state-of-the-art technique used to significantly boost
the computation speed of various algorithms. Combined with BCI being a heavily
explored area of human-computer interaction, it seems reasonable to merge these
two concepts. To utilize massive parallelism, one must use a suitable algorithm.
Since BCIs consist mainly of signal processing algorithms, we chose short-time
Fourier transform (STFT) to preprocess the signal, NNMF to extract features
from it and simple Cosine Similarity Measure to classify the query pattern.
Describing STFT is beyond the scope of this paper, so we encourage the reader
to study the matter in [4], where it is well described. Let us begin by stating the
NNMF problem and its description.

2 The NNMF Problem

Many algorithms (and their versions) exist to efficiently compute NNMF, two of
the arguably most used ones originally proposed by Lee and Seung in [3]. First,
let us formally state the NNMF problem:

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2012, pp. 570–575.
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Given the input matrix VM×N ,M ≥ 0, N ≥ 0, and the rankK � min(M,N),
minimize the error matrix E in the equation

V = WH + E, (1)

where W and H, subjects to non-negativity constrains W ≥ 0, H ≥ 0, are factor
matrices with dimensionsM×K andK×N . The algorithms proposed by Lee and
Seung use multiplicative update rules to iteratively update the factor matrices,
minimizing an error function. One such function is the Frobenius Norm:

‖V −WH‖2. (2)

In [3] Lee and Seung prove that the Frobenius Norm is non-increasing if the
factor matrices are updated using the following multiplicative update rules:

Hxa ← Hxa
(WTV )xa

(WTWH)xa
, (3)

Wbx ←Wbx
(V HT )bx

(WHHT )bx
, (4)

where a denotes a row of matrix H and a column of matrix W , x represents
a column of matrix H and y is the row index of matrix W . We utilize these
update rules to compute the factor matrices used later to recognize patterns
belonging to particular actions in our EEG signal. Many more algorithms to
compute NNMF along with other versions of the NNMF problem such as Sparse
NNMF or Large-scale NNMF can be found in [2]

2.1 Pattern Recognition

Once we have obtained the factor matrices from our training data set using the
equations (3) and (4), we compute the Moore-Penrose pseudoinverse matrix of
W using Singular Value Decomposition [5]. This pseudoinverse matrix is then
used to convert any incoming query vector q to the required dimensionality and
vector space by the following formula:

hq = W †q, (5)

where hq denotes the query vector converted into the vector space of matrix H
while W † is the Moore-Penrose pseudoinverse of W [1].

Once we have obtained the hq vector, we can then compare it to all vectors
(columns) of matrix H and measure its similarity to them. To measure the
similarity, we use Cosine Similarity Measure defined as

hT
q · hx

‖hq‖‖hx‖
, (6)

where hx denotes a column vector of matrix H. We seek the maximum of the
above expression iterating over all column vectors hx, of which there are N ,
obtaining the final formula of the action recognition step:

max
0≤x<N

{ hT
q · hx

‖hq‖‖hx‖
}. (7)



572 Pavel Dohnálek

3 Dataset

During data recording, 203060 different values were collected from one of the
EEG sensors and stored for brainwave pattern recognition. There is a total of
14 relevant EEG sensors in the headset, yielding 14× 203060 values to process.
When the data is obtained, it is then preprocessed using STFT. This transformed
data is then used to assemble a training matrix in the following manner: every
column represents data processed in one STFT window for each sensor. Let M
be the number of rows in the matrix, x be the amount of computed Fourier
coefficients and y be the number of EEG sensors used to collect the data. M is
then determined as (x

2 + 1)× y. We only store (x
2 + 1) Fourier coefficients since

the rest is duplicate and carries no new information. Having constructed the
training matrix, we only need to choose the number of features we are looking
for by NNMF. Let K be this number. We learned that for given data the best
results in terms of both speed of computation and accuracy in pattern recognition
are obtained when K = 10.

4 Experiments

We conducted several experiments to determine the performance of our accel-
erated implementations. Results of the experiments are summarized in tables
below, with the abbreviations having the following meaning:

– TMD - Training matrix dimension
– # test vectors - Number of test vectors
– STFT - Short-Time Fourier Transform
– NNMF - Non-negative Matrix Factorization
– LP - Learning Process (STFT+NNMF)
– CT - Classification time for the whole data set
– CTR - Classification time for a single input vector
– ACC - Classification accuracy

All time values are expressed in milliseconds. Table 1 shows the computation
times for different numbers of FFT coefficients. It should be noted that the
coefficients themselves compose the training matrix, hence the increase in one
of the matrix dimensions. While there is a significant increase of classification
time for 1024 coefficients, the time is still well within acceptable boundaries.

As shown in table 2, we learned that window size used for STFT has no
significant impact on the performance. Note that training matrix dimensions
are not dependent on STFT window size - the increase is caused by the change
in the number of FFT coefficients that was necessary for certain window sizes.

Table 3 expresses results similar to 2. It is obvious that while the increase
in the number of features certainly impacts performance, the impact is of no
great import. It might be interesting to measure the performance for even more
features, 320 features is, however, arguably the reasonable maximum number
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Table 1. Computation times given in milliseconds showing the performance depen-
dency on the number of Fourier coefficients being computed for the input data

Number of FFT coefficients

64 128 256 512 1024

TMD 462 x 2026 910 x 2026 1806 x 2026 3598 x 2026 7182 x 2026

# test vectors 3656

STFT 5975 5226 5413 5351 5569

NNMF 1264 1295 2371 4352 8065

LP 7239 6521 7784 9703 13634

CT 19235 21044 23525 30154 178714

CTR 5.26 5.76 6.43 8.25 48.88

ACC 64.21% 59.74% 51.37% 41.96% 44.26%

Table 2. Computation times given in milliseconds showing the performance depen-
dency on the size of the window used in STFT. Note that input matrix dimensions
are not dependent on the window size. The input matrix is bigger for certain window
sizes because for these sizes it was necessary to adjust the number of FFT coefficients
computed.

Size of the STFT window

50 100 150 200 250

TMD 462 x 2026 910 x 2026 1806 x 2026 1806 x 2026 1806 x 2026

# test vectors 3656 1828 1219 914 732

STFT 5975 5366 5570 5382 5460

NNMF 1264 1326 2293 2356 2340

LP 7239 6692 7863 7738 7800

CT 19235 10186 9052 5257 3993

CTR 5.26 5.57 7.42 5.75 5.46

ACC 64.21% 60.40% 47.15% 42.84% 41.94%

Table 3. Computation times given in milliseconds showing the performance depen-
dency on the number of features that NNMF looks for.

Number of features

10 20 40 80 160 320

TMD 462 x 2026

# test vectors 3656

STFT 5975 5547 5211 5367 5507 5273

NNMF 1264 1202 1513 2215 3806 7442

LP 7239 6749 6724 7582 9313 12715

CT 19235 19719 20185 20640 22073 25538

CTR 5.26 5.39 5.52 5.65 6.04 6.99

ACC 64.21% 61.74% 53.12% 57.48% 44.17% 45.70%
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Table 4. Computation times given in milliseconds showing the performance depen-
dency on the number of features that NNMF looks for.

Number of NNMF iterations

1 10 100 1000 10000 100000

TMD 462 x 2026

# test vectors 3656

STFT 5413 5257 5975 5258 5367 5444

NNMF 390 437 1264 5741 53944 535986

LP 5803 5694 7239 10999 59311 541430

CT 19640 19595 19235 19312 19734 19484

CTR 5.37 5.36 5.26 5.28 5.40 5.33

ACC 29.24% 57.26% 64.21% 61.83% 59.14% 67.59%

Table 5. NNMF computation times given a square matrix with the number of desired
features equal to half the dimension of the matrix.

Matrix dimension

256 512 1024 2048 4096

GPU 577 1326 6833 49530 392200

CPU 5912 57751 503107 6544050 not tested

Table 6. NNMF computation times given a square matrix with the number of desired
features being exactly 200.

Matrix dimension

256 512 1024 2048 4096

GPU 811 1450 3416 11747 41449

CPU 9844 38875 167289 979518 not tested
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of features to look for in our application. Experiments have shown us that 10
features is the best choice in terms of performance, as stated in chapter 3.

Number of NNMF iterations (table 4) seem to have the greatest impact
on the performance, but it should be noted that NNMF converges well within
100 iterations and therefore, once again, number of iterations have very little
influence on practical usefulness of our solution.

We also performed experiments on NNMF computation times alone for dif-
ferent training matrix dimensions. The results can be seen in tables 5 and 6. It
can be clearly seen that our GPU implementation of the NNMF algorithm is far
superior to its CPU counterpart with the worst case of GPU performance being
10 times better than that of the CPU.

5 Future research and Conclusion

Both the performance and price of graphics processing units show great promise
for use in the BCI field. Our next efforts will focus on creating BCIs with more
advanced EEG devices, increasing the performance by utilizing multiple GPUs
and improving the recognition accuracy, which still remains a great challenge
to solve. We presented a method of creating a BCI capable of real-time pattern
recognition in brainwaves using a low-cost hardware, resulting in a very cost-
efficient way of solving the problem, and we certainly feel this method to be
worth further elaboration.
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Department of Computer Science, FEECS,
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Abstract. In this article I am informing you about the hardware, op-
tions of the facilitation in Windows for physically disabled people, about
the results of the questionnaire survey, standards for physically dis-
abled people and about the context of the conferences INSPO 2012 and
ICCHP 2012, too. They deal with the adaption of the software tools
for the people with the health disabilities. The Conference ICCHP 2012
direct on assistive technologies, too.

Keywords: INSPO 2012, ICCHP 2012, BMI, Krizovatka.cz, Prague, Linz, Jaroslav

Winter, Web accessibility, WCAG 1.0, WCAG 2.0, BITV 2.0, Windows, hardware,

assistive technologies(AT), options of the facilitation, W3C, PDF, PDF/UA, Quatar

1 Introduction

In this text you will find out which the hardware and standards physically dis-
abled people use and you will learn about the questionnaire survey. You will learn
about the content of the conferences INSPO 2012 that took place in Prague and
the conference ICCHP 2012 that took place in Linz, too. People with physi-
cally disabilities pratically daily use the computing technology for their fun or
their work. Computers can be for them the only option how to communicate
with the world ,too. That is why various standards for the web accessibility and
further hardware and software tools are being created for them. So as experts
could mutually inform themself in this field, they participate in various confer-
ences, where they deal with hardware and software tools for people with specific
needs, like for example conferences INSPO and ICCHP. Both these conference
are directed on the facilitation of the work with the computing technology and
consumable eletronics. The conference ICCHP 2012 is aimed for the education
of the people with disabilities, too and next on assistive technologies(AT) that
help the handicapped.
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2 The view of various facilitation on the computer for
the handicapped

Various software and hardware tools for the handicapped are being created to
facilitate the life of the handicapped. Besides this there exists standars for the
adaption of web, so it would be barrier-free from the view of the handicapped.
On the other hand these adaptions principally corncern visual and deaf impair-
ment of disabled people, but very a little for physically disabled people. In the
following part of the article you will learn about the basic information about
standards, hardware and software tools. Because I needed to find out what tools
physically disabled people use, I have been making the questionaire survey you
will get acquainted with in the next paragraph.

2.1 Standards and hardware and software tools

In the United States of America the community W3C was created the stan-
dard Web Content Accessibility Guidelines 1.0 (WCAG 1.0) and subsequently
it was created as the modernized variant WCAG 2.0. In Germany the standard
BITV (Barrierefreie-Informationstechnik-Verordnung) arises 1.0 and subsequently
it was created to the modernized variant BITV 2.0. In the Czech Republic the
rules web accessibility were created. These standards deal with the web accessi-
bility for the visually disabled people and deaf disabled people above all. These
standards are obliged to the servers of the public management. But in today’s
time these standards are kept by internet shops and news servers.
Various hardware tools for the better control of the computer programs have been
originating for the people with health disabilities. They are various miece(convertible
device) keyboards, communicators , adapters, switches, brackets of buttons and
armrests. Communicators serve for the communication for the people with var-
ious limits of abilities to speak. Switches serve to the control of the computer
for the human with the hard health disability. In the operating system Windows
also exist various optiions for the facilitation of the work for the people with the
physical disability, visual impairment or deaf impairment.

2.2 The questionnaire survey

I accomplished the questionaire survey to find out, what assistive technologies the
physically disabled people use at the control of the computer. This questionnaire
action concerned lectors and the physically disabled people. At the lectors, that
learn the handicapped I found out what experiences they have with the teaching
the physically disabled people on computers. I learned from physically disabled
people, what tools for the control of the computer they use the most often.
I asked the lectors what programs they teach, whether at the learning they
use some assistive technology when teaching. My next question was whether
they know in what line of work then the people with disabilities work. My next
question was, whether at the teaching of internet they use the rules of web
accessibility and the center facilitation in Windows.
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The result of the questionaire survey From the answers of the question-
naire given to the lectors it arises,that they try to use the normal keyboard etc
because the lectors assume that the physically disabled people should use the
normal device because at work they do not usually have assistive technologies.
From the hardware they use the most often BigTrackBall, MID MEDIUM, and
MID BIG. They do not have the influence at the learning of the Rules of web
accessibility.
I asked again the disabled people about it whether they use some assistive tech-
nologies or they know the rules of web accessibility. the majority of the disabled
people try to use the normal keyboard and they do not know the Rules of web
accessiblity and they do not almost use the center facilitation in Windows.

3 Conferences

Because I wanted to get acquainted with the newest technologies namely hard-
ware and software that have been implementing today, I joined two conferences.
The first conference INSPO 2012 took place in Prague and the second interna-
tional conference ICCHP 2012 in Linz.

3.1 Conference INSPO 2012

The conference INSPO - Internet and information systems for the people with
Specific Needs. It is the only conference in the Czech Republic that specialises in
the use of Internet and information technology for the people with Specific Needs.
This conference takes place by BMI association with the president Jaroslav Win-
ter, Association of imformation systems for citizens with specific needs and Kri-
zovatka.cz This conference is regularly held in Congress Center in Prague. This
year it was held on 17.March 2012.

3.2 The schedule of the conference

The conference lasted one day and it was divided into the morning program,
that all attended and into the afternoon program that was divided into sections.
These sections were:

– Web (not only) Accessibility - This part concerned the web accessibility and
further programs or libraries

– Education and Employment of the people with health disabilities - the sec-
tion dealt with the education and the employed opportunities for the people
with specific needs.

– Information and communication technologies for the people with the deaf
impairment - This section dealt with technologies for people with the deaf
impairment



Hardware, Software, Questionnaires and Conferences for the Handicapped 579

The interesting information for me There were a lot of the interesting pre-
sentations at the conference, that is why I chose such presentations that have
the most important meaning for me. From my point of view I am interested in
presentations corcerning the physically disabled people.(I am the physically dis-
abled person) But there were also other interesting presentations as for example
Hybrid book [4] or free space for the web for disabled people [5].

3.3 The conference ICCHP 2012

The conference ICCHP - International Conference on Computers Helping People
with Special Needs is the conference that took place in Linz at the Kepler’s uni-
versity. This conference was organized by Kepler’s university Linz and Masaryk
university Brno. This conference deals with the facilitation of accessibility to the
information technology for the people with health disabilities. It also deals with
the learning of the various handicapped and next assistive technologies. This
conference also deals with the life of the handicapped in various countries. This
conference was between 11-13 July 2012.

The schedule of the conference The conference lasted three days. The con-
ference was divided into the sections. Every section deals with the other part
of needs for people with specific needs. Besides it contained three big talks.
Everybody was present. This conference is the one most important in Europe.
The attendance was really intenational. I chose such presentations, that con-
cerned physically disabled people. There was not much of such contributions.
There were such that they were related to the web accessibility and various next
documents for example PDF files etc.

The interesting information for me There were a lot of the interesting pre-
sentations at the conference but I could not be present at each presentation. As
at the first conference I chose such presentations according to my aim of the
study. Some presentations were together as for example
Creating an Entertaining and Informative [6]
The next presentations were separated according to the interest of participants.
That is why I was going into such sections, that dealt with physically disabled
people. There were presentations as for example
Makind the Play Station 3 Accessible with AsTeRICS [3]
Indoor and Outdoor Mobility for an Intelligent Autonomous Wheelchair [7]
Identifying Barriers to Accessibility in Qatar [8]
Applying WCAG 2.0 principles to the world of PDF documents [9]
MainStreaming the creation of accessible PDF documents by rule-based transfor-
mation from Word to PDF [10]

4 Conclusion

At the meeting with standards I found out that they are principally concerned
with visually disabled people and deaf disabled people and less mentally disabled
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people. Next, I got acquainted you with the recent results of the questionnaire
survey. I could learn thanks to my directing with hardware tools and tools in
the operating system Windows.
Because I carried out the questionnaire survey I learned what assistive tech-
nologies physically disabled people use and whether they know the rules of web
accessibility. I tried to meet with the progress in the world, that is why I partic-
ipated in two conferences INSPO 2012 and ICCHP 2012.
Thanks to this I found out what assistive technologies and programs are created
for the people with disabilities. But on both conferences there were the little
presetations which concerned physically disabled people.
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Abstract. The precise estimation of the time effort of the project is one of the 

key limits of its success. One of the ways how to achieve a correct valuation of 

the project is developing of a detailed analysis, which output is a structured so-

lution that uses use cases. This paper focuses on developing a methodology for 

estimating working time effort of the project for one particular company. 

An important part of the methodology is to build up and maintain comparative 

database of valued use cases and time progress of realized projects. The aim 

of the methodology is to deliver data for evaluating a new project. 

1   Introduction 

The proper estimation of the project is a goal which wants to achieve almost every 

project manager. It is hard task which takes a lot of effort to do it right and there are 

several ways how to fulfill it. Which one is the best is depending on the concrete com-

pany, concrete types of the projects etc. 

1.1 Basic principles of estimations 

Since our method is based on the use cases, we will mention only some methods 

utilizing the use case approach here. 

The COCOMO methodology [1] computes the effort of the software projects as a 

function of program size and a set of cost drivers on separate project phases, it’s de-

scribed in [4].  

Methodology introduced by [3] computes the project estimation using complexity 

of use cases and its transactions applying the set of adjustment factors.  

Almost all methods, which use estimation based on use case points, are based on 

method of Gustav Karner. He first described use case points in [2] 

We can say that our methodology is even based on the use case point, but it looks 

more precisely on the use case realization, that means text of the use case. 

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2012, pp. 581–585.
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1 Definition of the problem 

Our goal was to set up an estimation working time effort of projects in the particu-

lar company. Even that the company has 130 workers and lot of finished projects, 

people in this company were not used to estimate by some methodology. We tried to 

come with methodology or let’s say supporting tool for estimating time effort of new 

projects. Our approach can help workers to estimate a new project by showing them 

average project progress of similar projects.  

1.1 Initial state 

The analysis in the company is made by use cases. These use cases are standard-

ized. That means, if the use case deals with same repeatable issue, then it is almost 

similar to other use cases that are dealing with the same issue. 

The capturing of the project progress is made by CRM system. In the CRM system 

you can see how much time was spent on each activity.  

2 Proposal of the methodology 

Methodology consists of two main processes. Rectangle is an activity; oval is input 

or output data to the activity.   

 

Database

Method for 

finding progress

Method for 

determining the 

dificulty of a Use 

case

Data of former 

projects

 

Fig. 1. Filling of the database. 

The first process name is “Filling of the database” (Fig. 1). Here data about a recent 

project are filled into the database. These data are separately executed in two main 

methods as you can see.  
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New project

Method for 

determining the 

dificulty of a Use 

case

Database

Comparing with 

former projects in 

the database

Estimation of a 

working time effort 

of the new project

 

Fig. 2. Estimation of the new project 

In case, that database is filed by the first process, the second process can be run. 

The Name of this process is “Estimation of the new project”, input is a finished analy-

sis of new project with all required use cases. These use cases are elaborated in the 

activity “Method for determining the difficulty of a Use case”.  It is the same method 

like in the process named “Filling of the database”. In second step process continues 

with the method named “Comparing with former projects in the database. The method 

compares former project in the filled database with data of the new project, finds 

similar project and estimate working time effort based on the similar projects pro-

gress. When the project is finished, the database could be extended by the new fin-

ished project. Next sections of this paper introduce particular steps of both processes. 

Our method tracks progress of five main activities of the project as follows Consul-

tation (with shortcut PORA), Analysis (ANAL), Programming (PROG), Testing 

(TEST), Implementation (IMPL). 

Steps of the method finding progress.  

1) Input project data. We need to know number of worked hours in each day for 

particular activities 

2) Setting number of segments. Because every project last for different time period 

we split them for normalization. Methodology set default number of segments to 

10.  

3) Evaluation of time period. It means that we count all days – from the first day to 

the last day, when some of tracked activities were performed. Duration of project 

(number of days) is divided by number of segments (default 10). So that we know 

how many days the segment contains. 

4) Calculation. We count number of hours spent on particular activity in each seg-

ment.  

5) Saving a result to the database. Saving the result of the methodology is made 

by vectors. We can group these vectors and so that we can find out similar pro-

jects. Vectors are easily transferable to the graphs. Vector contains 5 segments as 
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follows name of the project,  three numbers of particular difficultly of use cases 

contained in this project and  worked hours of the activity in each segment. 

2.1 Method for determining the difficulty of a Use case 

Complexity of a project is given by the difficulty of UC realizations. The difficulty 

of UC is hard to determine, there is no easy benchmark for their comparison. We 

decided to determine the complexity based on number of rows, words and paragraphs 

in every UC. We have set 3 levels of difficulty for each criteria. For example we pre-

sent criteria for number of rows: 

 E (easy) – number of rows < 70 

 M (medium) – number of rows ԑ <70;110> 

 H (hard) – number of rows > 110 

We declare overall difficulty, which is calculated from rows, words and paragraphs. 

Difficulty of words is considered as the most important aspect.  

2.2 Comparing to former projects in the database 

After we find that recent project are in the database which have almost similar dif-

ficultness of a use cases. We declare that two projects are similar if their particular 

difficulties differ by +/- 2. This simple differ was set up by several experiments made 

on real data in the company. 

3 Conclusion and Future Work 

Our methodology was tested on the 20 past projects made by the company. Fifteen 

projects were taken to the process of filling the database. Five projects were pro-

claimed as new projects. The result of our methodology was compared to the histori-

cal data of these projects. The difference between the predicted progress and the actu-

al data for the tested projects was approximately 30%. The 30% inaccuracy seems not 

to be a good, but the previous ad-hoc human based estimation had inaccuracy of 40%. 

We found out these data by comparing their original estimations on the beginning of 

the projects with result of these projects at their ends. In 40 percent there was huge 

deflection of estimation and the real execution. Therefore our methodology brings 

approximately 10% improvement, which is a good result of the methodology.  

In the future, we plan to improve our methodology by using neuron nets (SOM) and 

fuzzy rules as tools which find out groups of similar projects. I any case the topic of 

estimation project’s effort is huge place for research and improvements. Our goal is to 

develop methods and that will be widely usable. 
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Tomáš Kocyan

Department of Computer Science, FEECS,
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Abstract. This paper discusses possibilities of using the Voting Experts
algorithm enhanced by the Dynamic Time Warping (DTW) method for
improving performance of Case-Based Reasoning (CBR) methodology
used with time-warped data collections. CBR, in general, is the process
of solving new problems based on the solutions of similar past problems.
Success of this methodology strongly depends on the ability to find sim-
ilar past situations. The main goal of this paper is to provide suitable
mechanism for retrieving typical patterns from distorted time series and
thus improve the usability of CBR.

Keywords: Voting Experts, Segmenting, Information Retrieval, Episode-Based

Reasoning, Case-Based Reasoning

1 Introduction

Many types of existing collections often contain repeating sequences which could
be called as patterns [1]. If these patterns are recognized they can be for instance
used in data compression or for prediction. Extraction of these patterns from
data collections with components generated in equidistant time and in finite
number of levels is now a trivial task. The problem arises for data collections
that are subject to different types of distortions in all axes. This paper will focus
on processing of measured river discharge volume, especially on finding typical
patterns in this data collection. In my future research, such found patterns will
be used for simulation of the rainfall runoff process and for prediction of dis-
charge volumes in basins outlet cross section via CBR. The CBR methodology
belongs to a group of artificial intelligence methods and it can be simply de-
scribed as a process of solving new problems based on the solutions of similar
past problems [2]. For achieving the best results using CBR, it is necessary to
successfully manage the first algorithm’s step - Retrieve the most similar cases.
Many supervised and unsupervised methods for looking for patterns and similar
situations exist, but the most of them have a common problem: they cannot
handle searching for patterns of different lengths and they are not resistant to
distortion. The Voting Experts algorithm is one of the algorithms that are able
to handle these problems.

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2012, pp. 586–591.
VŠB – Technical University of Ostrava, FEECS, 2012, ISBN 978-80-248-2769-8.
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2 Voting Experts Algorithm

The Voting Experts Algorithm is a domain-independent unsupervised algorithm
for segmenting categorical time series into meaningful episodes. It was first pre-
sented by Cohen and Adams [3] and it is based on the simple hypothesis that
natural breaks in a sequence are usually accompanied by two statistical indi-
cators [4]: low internal entropy of episode and high boundary entropy between
episodes. For detailed explanation of each of mentioned steps see [3].

Proposed solution for Voting Experts improvement takes the task of using
Dynamic Time Warping algorithm (introduced below) and high precision cuts as
a starting point for looking for typical patterns located in the input. The basic
idea is to refine the sparse set of high precision cuts into regular sequences as
correctly as possible. The mentioned refinement will be done by simple principle
(as shown in Fig. 1). If there are high precision cuts in the input (such as cuts
A, B, C and D in Fig. 1) and if the shorter sequence (bounded by cuts C and D)
is a subsequence of the longer one (bounded by cuts A and B), we can deduce
new boundaries E and F by projecting the boundaries of common subsequence
to the longer sequence. In this very simplified example the sequences were com-
posed by definite number of values and limited length, so the evaluation is quite
straightforward.

Fig. 1. The Longest Common Subsequence

In the case of application of previously mentioned process on distorted data,
it is necessary to slightly modify it. Typical episodes of measurement of nat-
ural phenomena (such as precipitations, measured discharge volume etc.) are
unfortunately subject to distortion in both time and value axes. For this rea-
son, it is necessary to find out suitable mechanism that is able to deal with this
deformation. The Dynamic Time Warping (DTW) algorithm can be used for
this purpose. The DTW is a technique to find an optimal alignment between
two given sequences under certain restrictions[5]. The sequences are warped in
a nonlinear fashion to match each other. First DTW was used for comparing
two different speech patterns in automatic speech recognition. In information
retrieval it has been successfully applied to dealing with time deformations and
different speeds associated with time-dependent data. For purposes of this paper,
the DTW algorithm was modified for finding the longest common subsequence



588 Tomáš Kocyan

of two sequences [6]. The main idea of the Voting Experts DTW Post-Process is
summarized into the following steps:

1. The high precision (but not complete) cuts are created by splitting the input
with high level of threshold.

2. Let’s suppose that there are m unique sequences which were created in step 1
and m×m distance matrix is build. For each pair in this matrix, where the
length of sequence s1 is bigger than length of sequence s2:

(a) The optimal mapping of s2 to the s1 is found by using modified DTW.
(b) If the mapping cost does not overcome selected threshold, the sequence

s1 stores the shorter sequence s2 into its own list of similar sequences.
(c) Each of the shorter sequences points to positions in the longer sequence,

where it should be split. Because there is usually more than one similar
shorter sequence, it is pointed to several locations. For this reason, the
votes are collected into internal vote storage.

(d) After these votes are collected, the local maximums are detected. These
places are suggested as new cuts in original input.

3. The granted votes from step 3(d) are summed with votes of frequency and
entropy experts in the input. Subsequently, the local maximums of votes are
searched again. The cuts are made in locations where the number of granted
votes is higher than the specified threshold.

4. Algorithm ends or it can continue with step 2 for further refinement.
5. After each post-process iteration, all found patterns can be received from

the 3(b) step. Actually, the found patterns are groups of similar chunks.

3 Experiments

First of all, the algorithm was tested on artificial collection. This collection was
generated from simple patterns, which were randomly repeated to the total in-
put’s length of 200 elements. On this data collection, the original Voting Experts
algorithm was executed with many configurations and the best result was taken.
Then, with the same data, the proposed algorithm was tested in many configu-
rations and also the best result was taken. For the evaluation of proposed algo-
rithms performance, precision and recall coefficients were defined. In this case,
the precision coefficient will be understood as the ratio of the amount of correct
spaces induced by algorithm to the entire number of induced spaces. Recall will
represent the ratio of the amount of correct induced spaces to the entire amount
of spaces in input. To get high precision cuts for post-processing, the value of
threshold had to be increased and followed by particular count of post-process
cycles. The comparison of both versions of algorithm’s success is presented in
Table 1. It is evident that proposed algorithm significantly outperforms the basic
version of Voting Experts in all evaluation indicators and increases its perfor-
mance. The fact that the precision indicator still takes the value of 1 means that
algorithm did not make any wrong cuts. Graphical representation of the progress
of all indicators after each post-process cycle is in Fig. 2.
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Table 1. Evaluation with Normal Collection

Algorithm Precision Recall F-Measure

Basic VE 0.71 0.68 0.70

VE with Post-Process 1.00 0.86 0.93

Fig. 2. Progress of Evaluation Indicators

The second experiment was executed on distorted version of the previous
data collection. Applied distortion randomly manipulated with length of pat-
terns (elements of patterns were repeated or omitted) and its amplitude. The
results of the experiment are shown in Table 2. It is evident that the origi-
nal Voting Experts algorithm cannot work with distorted data and its accuracy
rapidly decreases. The proposed solution’s accuracy decreases too, however it
still provides better result with distorted input than the basic version on regular
input.

Table 2. Evaluation with Distorted Collection

Algorithm Precision Recall F-Measure

Basic VE 0.48 0.58 0.53

VE with Post-Process 0.91 0.72 0.81

The last experiment was executed with river data obtained from the U.S.
database - USGS (U.S. Geological Survey) Water Data for the Nation. The
discharge data (CFS - cubic feet per second) from stations located on the main
rivers in the U.S.A. (years from 1986 to 2007, 30 min. step) was used for practical
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demonstration of proposed algorithm. For this data collection, the exact real
boundaries are not known, so it is impossible to numerically evaluate success of
the algorithm. For this reason, the results of the algorithm will be evaluated only
visually and the examples of found patterns will be presented. The algorithm
was executed with the same configuration as in the example above. The found
patterns are shown in Fig. 3.

Fig. 3. Segmentation of English Text.

4 Conclusion

The tests showed that proposed algorithm is able to successfully split input
data into the meaningful episodes and then find characteristic patterns in both
regular and distorted collections. Proposed alternative approach outperforms the
original Voting Experts algorithm in all evaluation indicators and moreover, it is
more immune to working with distorted inputs. Future research will be focused
on optimizing and improving proposed algorithms performance, especially on
automatic settings of configurations parameters, which have to be set manually
for now. Additionally, the research will focus on the modification of DTW for
receiving characteristic patterns from a group of similar episodes.
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Abstract. Many decisions realized during project estimation and planning are 
based on previous experience and competency of the manager. Evaluated real-
ized/completed projects provide rich knowledge about similar decisions and re-
ality. This paper focuses on the approach how to estimate value of specific pa-
rameters of the projects utilizing parameterized use case model. The proven 
methods are used for this estimation – SOM for grouping similar use-cases and 
fuzzy rules for calculating the search parameter value. An important part of the 
approach there is to build up and maintain comparative database of valued use 
cases.  

1   Introduction 

Many decisions during project estimation and planning are based on previous experi-
ence, competency, and even intuition of project managers. There are many parameters 
that can help managers with this decision process, especially in case when knowledge 
about previous similar projects is available. It is possible to find analogy among 
planned project and previous (evaluated) projects and utilize it for the estimation of 
work effort, risk factors, and other parameters of the new project. 
It is important to mention that presented decision support approach takes place after 
the analysis phase of the software development process.  
The approach was evaluated on several specific software development projects. We 
obtained a knowledge base of parameterized real world project use cases created by 
certain software development company. Most parameter values were set at project 
analysis phase but some of parameter values (specifically the unexpected additional 
work, testing complexity) were updated after projects completion to reflect the real 
state of the project. 
When a new use case is to be planned and calculated, it is important to estimate the 
risk of additional work and level of potential complexity. An accurate estimation of 
needed work effort is important for project scheduling, pricing, resource allocation, 
and project management.  

The project estimation methodologies and approaches are usually based on soft-
ware project parameter analysis and rely on known static relationship between param-
eters. In contrast, the presented approach is based on data mining and machine learn-

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2012, pp. 592–597.
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ing. The method learns the relations and rules from provided knowledge base and in 
reality it creates a model of particular company with its business processes, software 
development processes, team management etc.  

The paper is organized as follows: Section 2 introduces the methods used for the 
estimation and describes the logic of our approach: the parameterization of the recent 
use cases, the parameterization and adding of the new use case, the clustering the data 
by SOM, the processing of the cluster by fuzzy rules, and the estimation of the extra 
work parameter; Section 3 depicts realized experiment; concluding Section 4 provides 
a summary and discusses the planned future research. 

2   Description of the logic of the approach 

The Fig. 2 depictures simplified view of process of current approach. In the left side 
of the figure are values parameterizations of the particular use cases. This set of the 
use cases is divided to the two parts. The first part is fulfilled by use cases of recent 
projects. The second part is fulfilled only by one use case of a new project. The pro-
cess continues by processing of the use cases by self-organizing map. There you can 
see a map with the dots and one cross. The cross represents the current new use case. 
Then cluster, which contains this new use case, is chosen and processed by fuzzy 
rules. That is a step how to predict parameters of a use case that we can know even 
after project. It means that we can predict parameter “extra work”. 
Step 1 – The parameterization of the recent use cases 

We set values of particular use cases of recent projects. This step is important to be 
executed only one time.  
Step 2 – The parameterization and adding of the new use case 

The new project is started. It means that we have its particular use cases, which has 
particular parameterization that is made after writing of the use case. It has set of all 
the parameters besides of extra work parameter, which we really know only after pro-
ject closing. 

1. We add current use case of the new project. Like it was mentioned above, 
current use case has set of all parameters besides extra work parameter. 
Note that, if the project has more use cases, we run the steps of the ap-
proach individually for each particular use case. It means that if the new 
project has 50 use cases, steps of the approach are run 50 times. 

2. We have stored data about recent use cases. We have reached these data in 
the step 1.  

Step 3 – The clustering of the data by SOM 
We cluster the data, which we reached in the step 2, by SOM algorithm. Then we 

find out that which cluster contains that new use case.  
For the extra work prediction we want to know which use-cases are ”similar” to the 

new one. We cluster the new use-case with all, already implemented use cases. It is 
important to note that the extra work is known for all historical use cases. Kohonen’s 
maps are used for use case clustering.  
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In all experiments we present X + 1 parameterized use cases to SOM algorithm. X 
are historical use cases with known the extra work, +1 represents one new use case for 
which we want to predict the extra work.  

SOM algorithm sorts input use-cases into the clusters. There are two possibilities: 
- Use case felt somewhere outside of the main clusters. We don’t estimate its 

extra work, because the new use case is too different from the histori-
cal use cases. 

- Use case felt in one of the clusters and the approach continues with next step 
Step 4 – The processing of the cluster by fuzzy logic 

In this step we take only recent use cases, which are in the particular cluster with a 
new use case. Then we include one more parameter. It is extra work parameter. We 
find out fuzzy rule to estimation of the extra work parameter by fuzzy logic. 
Step 5 – The estimation of the extra work parameter 

We have the fuzzy rule that has some probability of the estimation of an extra work 
parameter. We are able to estimate the probability of the estimation. The more the 
probability of estimation is higher, the more proper estimation we will reach. 

3   Realized experiment 

The following experiment was realized with the aim to confirm the approach de-
scribed in chapter 2. The data was collected from a software development company 
that systematically created use cases for the number of their projects.  
In summary, the knowledge base contained a collection of 135 parameterized use 
cases from analyzed projects. We took 130 of them as a base for clustering and 
knowledge database; the remaining 5 use-cases were used as a test set (i.e. they acted 
as new use cases although we already knew their extra work – xwork). 
We use following parameters of use cases for the clustering: difficulty rows, difficulty 
paragraphs, difficulty words, overall difficulty, NSC, concerned processes and testing 
level. We will use following process for each use case from this set: 

1. make a new clustering including this new use case, for example  
 Dif. 

Rows 
Dif. 

Parag 
Dif. 

Words 
Overall 

dif. 
N/S 
/C 

Testing 
level 

Example 1 2 2 2 2 1 1 

 
2. specify to which cluster the new use case belongs, for example 

 

Fig. 1. SOM output grids for Example 1 
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3. calculate the fuzzy rule for estimation of the xwork for this cluster and  
4. apply the rule for estimation of xwork for the new use case 
 

Kohonen maps 
We set used SOM algorithm as follows: number of observations is 131, number of 
variables is 6, n-square of neurons is 4, number of training cycles is 500 with random-
ize presenting of input to the algorithm. Learning parameter is set to start value 0,9 
and end value 0,1. 
Fuzzy rules 

The xwork parameter was estimated by the artificially evolved fuzzy rules. The 
training data was for each verification record clustered using the SOM algorithm and a 
fuzzy rule was evolved for each cluster. The verification record was evaluated by the 
rule found for the class it belonged to. Finally, predicted and real xwork were com-
pared. 

Due to the stochastic nature of the artificial evolution, all experiments were repeat-
ed 10 times. Table 1 summarizes the results of artificial evolution of fuzzy rules for 
clusters in all five examples mentioned above. It shows that the algorithm was able to 
extract the rules describing the presence of extra work in different clusters in the train-
ing data set with good precision of 80% and more (however, we note that especially 
the small clusters might not contain enough information). 

The extra work estimation of a use case by fuzzy rule requires the substitution of 
the feature names by (normalized) feature values from the use case. Then, the rule 
evaluation is done according to the formulas given in [6, 5] and it results into a single 
real number from the range [0, 1]. A value greater than 0.5 is interpreted as extra 
work, value bellow 0.5 is interpreted as no extra work.  Obviously, the evaluation of 
new use cases by the fuzzy rule is inexpensive and fast. The summary of the precision 
of extra work estimation for previously unknown use cases is given in table 1. The 
table shows for each test use case (example) whether the best found rule classified the 
extra work correctly (2nd column) and the percent of fuzzy rules evolved by the genet-
ic programming that at the end correctly estimated the xwork for the use case (3rd 
column). 

Apparently, the genetic programming was able to find fuzzy rules that estimated the 
extra work for examples 1, 2, 4 and 5 correctly in 80 – 100 percent. An exception was 
the example 3 for which all evolved fuzzy rules featured the same training fitness of 
approx. 87 percent (i.e. the best fuzzy rule could not be determined) and only 3 out of 
the 10 evolved rules correctly estimated the xwork for the test use case. 

Table 1. Results of verification use case classification 

 Example Classification by best fuzzy rule Pct. of successful rules 

1 Correct 80 

2 Correct 90 

3 NA 30 

4 Correct 90 

5 Correct 100 
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Processing by 

Kohonnen map 

(SOM)

Use case 1

Recent 

Projects 

1,2,...N

Use case 2

Use case N

...

New project

New Use Case

parametrization: 1,2,3,2,3,1

parametrization: 3,2,1,2,1,1

parametrization: 

dif. Rows, 

dif. Paragraphs, 

dif. Words, 

overall diff., 

N/S/C,

testing level

parametrization 2,2,1,2,2,1

The parameter xwork will be 1 with the 85% probability.

Processing by fuzzy 

rules

 

Fig. 2. The logic of the approach 

4   Conclusion and future works 

The introduced approach showed how the parameterized use case driven model can be 
used for the estimating of the really evaluated parameters (values) of new use case. 
The procedure of the estimating is based on clustering of the set of known use cases 
and the new one by the SOM method. Derived fuzzy rule for the known use cases 
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from the cluster containing also the new use case helps us to calculate the really eval-
uated parameter for the new use case. 

The chosen methods of SOM and evolutionary fuzzy rules yielded promising re-
sults but a number of other soft and hard clustering (e.g. fuzzy c-means clustering, k-
means clustering, NMF based clustering), and soft and hard prediction methods (e.g. 
ANFIS, Flexible Neural Trees) and their combinations can be evaluated for software 
project features.  
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Abstract. Internet provides access to a huge amounts of information. Unfortu-
nately these information can be structured-viewed-formatted in various and not 
formal ways.  The result  is that  extracting relevant  data from more than one 
known  source is  very  difficult.  In  this  article  we  want  to introduce  the 
identification and extraction of relevant information from the web pages using 
collection  of schemas — schema.org. Our work is focused on use of schemas 
collection to classify these various web pages. We expect this procedure can be 
used to improve the accuracy of web search query. Genres of web pages can be 
clearly identify and classify as the results of our experiments with schemas col-
lection which provide a clear semantic structure of source code. Our approach 
can  be  easily  extend  to  other  formats  such  as  microformats,  RDFa,  data-
vocabulary.org and more.

1   Introduction

Internet  can  be  considered  as  the  world's  largest  information  library. We  can 
imagine single books in the library as an individual web pages. There is no one who 
can classify them according to specific topics in the shelves. It's not an easy way to be 
and stay oriented in the amount of unstructured information.

Our aim is offer to users more effective way of orientation and assigned to each 
webpage with schema collection new auxiliary labels as „Movie“, „Person“, „Recipe“, 
„Blog“ or „Price information“. Identify web page genres and microgenres and offer to 
users more detailed search possibilities which can lead to much more relevant content.  
Existing  web pages  globally lack  a  better  semantics  to  provide  similar  advanced 
search options to the user.

In order to provide detailed and relevant information on the web search content, 
collection of microdata schemas schema.org was created in 2011. It extend family of 
existing RDF [1], Microformats [2] and microdata [3] to their gradual replacement 
[4]. This collection gives us an uniform and formal set of rules and recommendations 
that allow us to add significantly better semantic information to the web page source 
code. 

 Major  global  web  search  engines  Bing,  Google,  Yahoo!  and  Yandex  who 
overarching schema.org project, committed to support microdata future. Their search 
algorithms  are  extended  to  support  microdata  schemas  gradually.  Currently  most 
widely used and supported schema is the recipe. 
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Our work focuses on the unique identification of specific genres and microgenres 
[5]  using the microdata schema collection. Extraction of semantic information and 
classifying web pages. About the content of web pages we analyzed, we can determine 
the amount of additional information which can be used to expand web search options, 
more accurate search results and others. 

2   Related work

Apart from schema.org microdata schemas collection is there several other formally 
defined rules for the semantic web. These semantic web languages are presented in 
[9]. Also systems for web information extraction which transform web pages into pro-
gram-friendly structures such as a relational database are important to us. This ap-
proach analyzes the structure and the templates of the web page. The survey of major 
web  information extraction approaches is presented  at [10].  Concept of  Genres and 
MicroGenres is introduced at  [5]  as  ambiguous categories without fixed boundaries 
and are especially formed by the sets of conventions. Authors of paper [7] analyze 
web pages using a web patterns and introduces a method for semantic analysis of web 
pages.

3   Our research

In contrast to the above approaches is the information located in the source code by 
tags and atributes essential to us and our approach cannot be applied to plain text 
only. Our  algorithm uses  a  specific  semantic  attributes  and  the  information  they 
marked. 

For our experiments we chose schema of Recipe, the most widely used schema and 
being supported by web search engines mentioned above. 

 Our aim was to analyze the source code of a sufficient number of web pages that  
publish articles about cooking. We want try to clearly identify the Recipe schema and 
obtain on the basis of our analysis additional semantic information about a particular 
web page.  We went manually through hundreds of international and domestic recipe 
web  sites,  looking  for  pages  that  contain  information  about  the  Recipe  schema, 
possibility rate the recipe by stars and have option write a user review. Our results 
from  human  browsing  were  compared  with  our  results  from  algorithm  using  a 
microdata collection schema.org.

4   Microdata collection — Schema.org

Schema.org goal is to get back unambiguous meaning of the information that is lost 
during the transfer from the database (information in database is clearly divided and 
described in the tables, their columns and rows) to the aplication presentation layer. 
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Collection of schemas is used to restore that lost information back into the source 
code of web pages and offers the possibility to extend the semantic meaning even 
further. If we are talking about semantically unstructured data, we imagine them as 
plain text with some html tags: 

<h1>Mom's World Famous Banana Bread</h1>
By John Smith
May 8, 2009
<img src="bananabread.jpg" />
This classic banana bread…

<strong>Nutrition facts:</strong>
240 calories, 9 grams fat

<strong>Ingredients:</strong>
- 3 or 4 ripe bananas, smashed
- 1 egg
...

People  can  read  this  information and  understand the  meaning of  its  individual 
parts, but search engine crawler will not understand the meaning so well. Information 
will be stored in a search engine database as a plain text inside some general table 
probably. Maybe just add to some words more weight thanks to the importance of 
html tag. If you assign a schema to our data above, the result for the search engine 
crawler will be much more readable: 

<div itemscope itemtype="http://schema.org/Recipe">
  <h1 itemprop="name">Mom's World Famous Banana Bread</h1>
  By <span itemprop="author">John Smith</span>,
  <meta itemprop="datePublished" content="2009-05-08">May 8, 2009
  <img itemprop="image" src="bananabread.jpg" />
  <span itemprop="description">This classic banana bread…</span>

  <div itemprop="nutrition"
    itemscope itemtype="http://schema.org/NutritionInformation">
    <strong>Nutrition facts:</strong>
    <span itemprop="calories">240 calories</span>,
    <span itemprop="fatContent">9 grams fat</span>
  </div>

  <strong>Ingredients:</strong>
  - <span itemprop="ingredients">3 or 4 ripe bananas, smashed</span>
  - <span itemprop="ingredients">1 egg</span>
  ...
</div>

The information described using microdata is much better semantically structured 
[6]. We can see that the text belongs to the genre of Recipe has its own name, author, 
published  date  and  recipe  description. Also  we have  clearly  listed  the  individual 
ingredients and nutritional information. Now we can store these semantic results into 
recipe tables with appropriate properties.
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4.1   Algorithm

The algorithm parses source code of web pages that is divided into several blocks 
by itemscope and itemtype attribute. With this procedure we obtain clear information 
if the recipe schema is on the website or is not. Because we are searching for recipe 
schema,  algorithm at  first  seeks  for  itemscope  with "Recipe"  and  then inside  the 
returned data blocks is looking for aditional information (aggregateRating, Review) 
using values in itemprop attribute.

<div itemscope itemtype="http://schema.org/Recipe">

<div itemprop="aggregateRating" itemscope itemtype="http://sche-
ma.org/AggregateRating">

  <span itemprop="ratingValue">4</span> stars - based on
  <span itemprop="reviewCount">250</span> reviews
</div>

<div itemprop="review" itemscope itemtype="http://schema.org/Re-
view">

    <span itemprop="name">Great recipe</span> - by
    <span itemprop="author">Ellie</span>,
    <div itemprop="reviewRating" itemscope 

itemtype="http://schema.org/Rating">
      <meta itemprop="worstRating" content = "1">
      <span itemprop="ratingValue">4</span>/
      <span itemprop="bestRating">5</span>stars
    </div>
    <span itemprop="description">Delicious!</span>
</div>

</div>

This procedure clearly identify the web page containing the microdata schema with 
the  recipe,  ratings and  reviews of  users. It  should  be  noted  that  the  algorithm is 
language independent and if the schema is written according to specifications then 
detection  achieves 100% success  rate. Algorithm can  be  easily  extended  to  other 
schemas of the collection and we are able to identify and extract all the information 
that are described within the collection. It  gives us the possibility to easily extract 
specific information that is important to us within a web page. This information can be 
used for advanced search features, personalization results [8] or for other applications 
working with structured data. 

4.2   Genres & MicroGenres

Web pages that use collection of schemas are logically divided into blocks and clearly 
describing genres and some microgenres  [5] for every website. For example, we can 
obtain  "information  about  the  price"  for  a  particular  product.  This  microgenre  is 
usable if you are considering buying a product  and your search results are only the 
product reviews and message boards. The content of such a web pages we do not want 
to include because there is no shopping possibility. We can offer to the user the ability 
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to view only web pages that contain "information about the price," and  other web 
pages are filtered out in favour of the relevant results. 

Actual genre of web page can then be determined by the name of the collection.
Also  we  obtain  the  individual  labels  "Movie,"  "Person",  "Recipe"  and  others  as 
mentioned above. The search can become much more comfortable for users. 

We also mentioned that the recipe genre is currently the the most widely used sche-
ma. Its implementation by Google and Yahoo! is shown in the figures (Fig. 1, Fig 2).

Fig. 1. Recipe schema by Google.com

Fig. 2. Recipe schema by Yahoo.com

5   Conclusion

Due to the dependence of the schemas and semantic structure of source code our 
approach  is  not  universal. Also schemas can be  currently found only in  a limited 
number of web pages.  However  it is clear already that  web  search engines will  be 
pushing web developers to  write their  source code  with microdata.  Web developers 
should want to create semantic source code, because their website will be more visible 
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in search engine results. We think that in the collection of schemas schema.org is the 
future of web semantics. 

In  the  near  future,  we  want  to  focus  on  web  pages  that  contains  no  schema 
information but they should because they belongs to any of them. We will be analyze 
these web pages and trying to find a way to recommend add schema by the text se-
mantic meaning. 

References

1. Brickley, D., Guha, R. V.: RDF Vocabulary Description Language 1.0: RDF Schema, 
(2004, February). World Wide Web Consortium (W3C). Retrieved from 
http://www.w3.org/TR/rdf-schema/

2. About Microformats, Retrieved from http://microformats.org/
3. Hickson, I.: HTML Microdata, (2012, March). World Wide Web Consortium (W3C). 

Retrieved from http://www.w3.org/TR/microdata/
4. Schema.org FAQ, (2012, January). Google Inc. Retrieved from 

http://support.google.com/webmasters/bin/answer.py?hl=en&answer=1211158
5. Kudelka, M., Snasel, V., Horak, Z., Abraham, A.: MicroGenre: Building block of web pages,
    Networked Digital Technologies (2009, July)
6. Bradley, S.: Why (And How) You Should Use HTML5 Microdata, (2011, August). Van 

SEO Desig. Retrieved from http://www.vanseodesign.com/web-design/html5-microdata/
7. Kudelka, M., Snasel, V., Lehecka, O., El-Qawasmeh., E.: Semantic Analysis of Web Pages 

Using Web Patterns, Web Intelligence (2006) 329–333
8. Eirinaki, M., Vazirgiannis, M.: Web mining for web personalization, ACM Transactions on 

Internet Technology (TOIT), Vol. 3 Issue 1  (2003) 1–27
9. Bailey, J., Bry, F., Furche, T., Schaffert, S.: Web and Semantic Web Query Languages: A 

Survey. In J. Maluszinsky and N. Eisinger, editors, Reasoning Web Summer School 2005, 
pages 35–133. Springer-Verlag, LNCS 3564, (2005)

10. Chang, C.-H., Kayed, M., Girgis, M. R., Shaalan, K. F.: A survey of Web information 
extraction systems. IEEE Transactions on Knowledge and Data Engineering, 18(10):1411–
1428, (2006, October)



Compression – based Similarity
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Abstract. One of the important areas of data mining is ability to de-
termine similarity between files. To determine similarity rate we can use
different methods, to sort files into groups and extract best candidates to
reach our goal. This paper describes experiments in this direction, and
compares the results of few metrics and compression algorithms. Success-
ful rate of an individual metric depends on used compression method.
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1 Introduction

Vitanyi and his co-workers have reported some success using a universal similar-
ity metric based on Kolmogorov complexity for a variety of classification tasks for
example music, images, genre recognition or texts. This paper describes experi-
ments in this direction, and compares the results of few metrics and compression
algorithms.

Successful rate of an individual metric depends on used compression method.
We compared following metrics: Universal Similarity Metric, Normalized Com-
pression Distance, Compression-based Dissimilarity Measure and Compression-
based Cosine [1].

The organization of this paper will be as follows. Section 2 describes used
similarity metrics. Selected compressions are described in Section 3. The results
of our experiments are described in Section 4 and Section 5 contains conclusion
of this paper.

2 Metrics

Formally, a distance is a function D with nonnegative real values, defined on
the Cartesian product X ×X of a set X. it is called a metric on X, if for every
x, y, z ∈ X:

– D(x, y) = 0 if x = z (the identity axiom);
– D(x, y) +D(y, z) ≥ D(x, z) (the triangle inequality);
– D(x, y) = D(y, x) (the symmetry axiom).

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2012, pp. 604–609.
VŠB – Technical University of Ostrava, FEECS, 2012, ISBN 978-80-248-2769-8.
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A set X provided with a metric is called a metric space. For example, every set
X has the trivial discrete metric D(x, y) = 0 if x = y and D(x, y) = 1 otherwise.
[1]

2.1 Universal Similarity Metric

The most outstanding metric based on Kolmogorov complexity is the Universal
Similarity Metric (USM) proposed by Li et al.

This USM has been used for detect similarity mitochondrial genomes, cluster
SARS virus, musical pieces, image, detect plagiarism of student assignments. But
it fails to compare TOPS diagrams. [2]

Resulting rate of probability distance is calculated by the following formula:

USM(x, y) =
max(C(xy)− C(x), C(yx)− C(y))

max(C(x), C(y))

Where:

– C(xy) is length of compression concatenation of x and y;
– C(x) is length of compression of x;
– max(x, y) is maximum of values x and y;
– min(x, y) is minimum of values x and y.

The USM is in the interval 0 ≤ USM(x, y) ≤ 1. If USM(x, y) = 0, then
files x and y are equal. They have the highest difference when the result value
of USM(x, y) = 1.

2.2 Normalized Compression Distance

Normalized Compression Distance (NCD) is a mathematical way for measuring
similarity of objects. Measuring of similarity is realized by the help of compres-
sion where repeating parts are suppressed by compression. It is based on algo-
rithmic difficulty of the Normalized Information Distance (NID) developed by
Andrey Kolmogorov. NCD may be used for comparison of different objects, such
as images, music, texts or gene sequences. NCD has requirement to compressor.
Compressor meet the condition C(x) = C(xx) within logarithmic bounds. [3]
We may use NCD for detection of plagiarism and visual data extraction. [4]

Resulting rate of probability distance is calculated by the following formula:

NCD =
C(xy)−min (C(x), C(y))

max (C(x), C(y))

Where:

– C(x) is length of compression of x.
– C(xy) is length of compression concatenation of x and y.
– min{x, y} is minimum of values x and y.
– max{x, y} is maximum of values x and y.

The NCD is in the interval 0 ≤ NCD(x, y) ≤ 1. If NCD(x, y) = 0, then
files x and y are equal. They have the highest difference when the result value
of NCD(x, y) = 1.
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2.3 Compression-based Dissimilarity Measure

Compression-based Dissimilarity Measure (CDM) is response to NCD. It is called
”simpler measure”, but avoiding theoretical analysis.

CDM(x, y) =
C(xy)

C(x) + C(y)

Authors of this metric are aware that CDM is nonmetric, failing the identity
property. CDM give values in the range of [ 12 , 1], where 1

2 shows pure identity
and 1 shows pure disparity.[3]

2.4 Compression-based Cosine

CosS(x, y) = 1− C(x) + C(y)− C(xy)√
C(x)C(y)

This measure is normalized to the range [0,1], with 0 showing total identity
between the files x a y., and 1 total dissimilarity. [3]

3 Compression algorithms

Compression allows us to eliminate recurring parts in the file. The resulting size
of the compression can be considered as the minimum amount of information in
the file. This value is used in the calculation of metric.

All metrics were tested with following compression methods LZW, Adaptive
Huffman, BurrowsWheeler, LZ77 and LZSS with various settings. List of all
compressions and their settings is listed below.

1. LZW
2. Adaptive Huffman
3. BurrowsWheeler with Adaptive Huffman Encoding
4. BurrowsWheeler with Adaptive Huffman Encoding, RLE and Fibonacci En-

coding
5. LZ77, DirectBit, 256
6. LZSS lazy, DirectBit, 256
7. LZ77, Huffman, 256
8. LZSS, Huffman, 256
9. LZSS lazy, Huffman, 256

4 Results

These algorithms and metrics were tested in database of 48363 spam email files.
Individual file was sequentially compared with other files from file database. The
results are depicted in tables 1, 2, 3 and 4.
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Theoretical results range in USM metric met LZW, Adaptive Huffman, Bur-
rowsWheeler with Adaptive Huffman Encoding and BurrowsWheeler with Adap-
tive Huffman Encoding, RLE and Fibonacci Encoding compression algorithms.
The best success in the same files detection achieved BurrowsWheeler with Adap-
tive Huffman Encoding algorithm with success 54.49%.

In NCD metric useful are following algorithms: LZW, Adaptive Huffman,
BurrowsWheeler with Adaptive Huffman Encoding and BurrowsWheeler with
Adaptive Huffman Encoding, RLE and Fibonacci Encoding. Highest success
rate (54.49%) in detection of the same files was by same BurrowsWheeler with
Adaptive Huffman Encoding compression as in USM metric.

Applicable algorithms for CDM metric are LZW,Adaptive Huffman, Bur-
rowsWheeler with Adaptive Huffman Encoding and BurrowsWheeler with Adap-
tive Huffman Encoding, RLE and Fibonacci Encoding. The best success in the
same file detection achieved BurrowsWheeler with Adaptive Huffman Encoding
algorithm with success 54.49%.

None of selected compression algorithms reached theoretical results CosC
metric. Selected compressions are not usable with CosC metric.

Table 1. Results of USM metric

Compression
method

Successful rate Failure rate Minimum USM Maximum USM

1 25875 53.50% 22488 46.50% 0.473 0.899

2 22846 47.24% 25517 52.26% 0.590 0.996

3 26354 54.49% 22009 45.51% 0.185 0.843

4 26210 54.19% 22153 45.81% 0.081 0.861

5 20161 41.69% 28202 58.31% -0.827 37.1

6 17645 36.48% 30718 63.52% -0.902 18.1

7 19954 41.26% 28409 58.74% -0.884 13.461

8 17347 35.87% 31016 64.13% -0.947 32.333

9 17386 35,95% 30977 64.05% -0.947 32.333

5 Conclusions

In the realized experiments we got the following results. Usable compression for
USM, NCD and CDM metrics are LZW, Adaptive Huffman, BurrowsWheeler
with Adaptive Huffman Encoding and BurrowsWheeler with Adaptive Huffman
Encoding, RLE and Fibonacci Encoding compression. Best success rate give
BurrowsWheeler with Adaptive Huffman Encoding compression in all metrics.
Success rate is for all metrics same 54.49%.

LZ77, LZSS algorithms with various settings gives results outside of estimated
theoretical rage of metrics.

None of selected compressions are usable with CosC metric.
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Table 2. Results of NCD metric

Compression
method

Successful rate Failure rate Minimum NCD Maximum NCD

1 25875 53.50% 22488 46.50% 0.473 0.899

2 22846 47.24% 25517 52.26% 0.590 0.996

3 26354 54.49% 22009 45.51% 0.185 0.843

4 26210 54.19% 22153 45.81% 0.081 0.861

5 20161 41.69% 28202 58.31% -0.827 37.100

6 17645 36.48% 30718 63.52% -0.902 18.100

7 19954 41.26% 28409 58.74% -0.884 13.461

8 17347 35.87% 31016 64.13% -0.947 32.333

9 17386 35.95% 30977 64.05% -0.947 32.333

Table 3. Results of CDM metric

Compression
method

Successful rate Failure rate Minimum CDM Maximum CDM

1 25875 53.50% 22488 46.50% 0.736 0.949

2 22846 47.24% 25517 52.26% 0.795 0.998

3 26354 54.49% 22009 45.51% 0592 0.921

4 26210 54.19% 22153 45.81% 0.540 0.930

5 20161 41.69% 28202 58.31% 0.086 19.050

6 17645 36.48% 30718 63.52% 0.048 9.55

7 19954 41.26% 28409 58.74% 0.057 7.230

8 17347 35.87% 31016 64.13% 0.026 16.666

9 17386 35.95% 30977 64.05% 0.026 16.666

Table 4. Results of CosC metric

Compression
method

Successful rate Failure rate Minimum CosC Maximum CosC

1 1020 2.10% 47343 97.9% -0.150 0.500

2 1743 3.60% 46620 96.40% -0.410 0.155

3 1085 2.24% 47278 97.76% -0.183 0.802

4 1037 2.14% 47326 97.86% -0.130 0.893

5 887 1.83% 47476 98.17% -83.333 1.827

6 1503 3.11% 46860 96.89% -39.142 0.992

7 1321 2.73% 47042 97.27% -30.700 0.938

8 1094 2.26% 47269 97.74% -47.571 0.987

9 1077 2.23% 47286 97.77% -45.571 1.000



Compression – based Similarity 6096 Michal Pŕılepok, Jan Platoš, and Václav Snášel
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Abstract. There exist many modeling approaches in the domain of process 

modeling. We can use many semi-formal or formal approaches and notations. 

The advantage of the formal specification and modeling is in the precisely de-

fined semantics. We are using an approach based on the first order logic, but 

the big issue for us is the form of the description of the particular models. Text 

based tools for the ontology descriptions are good, but even the description of 

the simplest model can be very complicated. The solution is to have a graphical 

tool that is able to define the necessary views of the model by the particular di-

agrams and then transform them to the ontology model. In this paper, we focus 

on the transformation of the functional view to the ontology description. Ele-

ments, their relations and attributes are described in the diagrams and then 

transformed to the ontology description. 

1 Introduction 

Modeling of the process is always driven by the specific goal. The goal has to be se-

lected before the modeling is performed, because the modeling approach depends on 

the desired point of view and that point of view depends on the goal. Our intention is 

to develop a modeling approach that can be used, at least at the beginning of the mod-

eling, without the knowledge of the real goal. We have decided to use an ontology 

based approach that could fulfill some necessary properties:  

 iterativeness – the model can be modeled from the abstract viewpoint and 

then refined;  

 transformation between different types of model approaches;  

 integration of approaches – avoiding duplicities when modeling by one ap-

proach and then switching to another.  

We have already discussed benefits of knowledge based modeling in [1, 2] and 

demonstrated the possibility of import of existing models into environment of ontolo-

gies where other transformation or integration can be executed. We used results pre-

sented in [3] here. 

Since we have our own tool for the modeling of the processes, we have decided to 

adapt this tool for this purpose. Our tool supports three different views of the process 

– functional, coordination and object. In this paper, we focus on the transformation of 

the functional view to the ontology description and back. 

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2012, pp. 610–615.
VŠB – Technical University of Ostrava, FEECS, 2012, ISBN 978-80-248-2769-8.
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The paper is organized as follows: Section 2 introduces the state of the art in the field 

of study, connects the paper to our previous research and introduces our tool method. 

Section 3 – Functional model example - describes the simple process example; Sec-

tion 4 describes the fundamental tenets of the model transformation to the ontology 

description. Section 5 presents the transformation of the example to the ontology de-

scription. Finally, concluding Section 6 provides a summary and discusses future 

research. 

2 BP Method 

Modeling and simulation of software processes and business processes in general 

presents some specific problems which lead to the creation of specialized modeling 

methods. BPM Method ([5]) is one of these methods that is based on the Petri Nets 

approach and is used in the case study presented in this paper. BPM Method looks at 

the three elemental views of the process – architecture of the process, objects and 

resources utilized in the process and the behavior of the process. Each of these aspects 

is described by one of the models included in the BPM Method. 

Functional model identifies the process architecture and its customers and products. 

The primary focus of the functional model is to answer which processes are cooperat-

ing with the main process and which subprocesses are used to perform specific tasks 

in the main process.  

Object model identifies static structure of all objects and resources that are essential 

for the enactment of the process. This model captures all workers employed in the 

process and their communication channels. It also contains information about all arti-

facts (documents, products, material, etc.) that are manipulated or created in the pro-

cess. Each worker and artifact can be characterized by various optional attributes.  

Coordination model specifies the behavior of the process as a sequence of activities, 

what resources the activities demand and which artifacts are consumed and produced. 

This model is based on the Petri Nets formalism and is the most important part of the 

simulation. 

BP Method is implemented in the BP Studio software tool [6] used for modeling, 

simulation and enactment of the processes and used for the simulation of the software 

process. 

3 Functional model example 

The example is made in the BP Studio. This diagram shows architecture of a process 

Car Sale, where salesman sells a car to customer. This process contains another pro-

cess which is named Financing. Process Car Sale has some Customers, which are 

required. Then it has Salesman, which owns current process. Output of a process is a 

handed over Car. This example is a typical representative of a functional view model 

in the BP Studio. It is depicted in the Figure 1. 
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Fig. 1. The example of the functional view diagram made in the BP Studio software tool 

4 Mapping elements of the BP Studio to the ontology 

We can represent all graphical elements of the BP Studio by ontology. The ontolo-

gy has three main elements, which correspond to main graphical elements of the BP 

Studio software tool. It is Process, Object and Connection. Common feature of these 

classes is that they are disjunct. It means if element belongs to one on them, it could 

not belong to another one. For example process element could not be connection ele-

ment in same time. Described structure is shown in the Figure 2. 

Description of Classes 

There are two types of objects in the BP Studio. It is active object and passive ob-

ject. That is the reason why class Object is extended by two subclasses – Active and 

Passive. And as well as types of classes, these subclasses are disjunct. It means that no 

element can by active and passive in one time. 

The same logic is used for the Connection class. There are a lot of particular types 

of connection, which are disjunct against each other. It is depicted in the Figure 2. 

 

Description of the data properties 

Element Process has attribute name, description and an option, which define exter-

nality of the process. These attributes are represented by data properties in the ontolo-

gy. Data property hasName defines name of the process, hasDesc defines description 

of the process and has Externality defines externality of the process. 

In case that we would like to preserve even graphical information about particular 

elements, it is possible to have data value, which describes graphical positions of 

particular elements. Graphical information about particular elements is important 

during importing model to the BP Studio, because it determines the position of partic-

ular elements. Data properties for the position of the graphical elements are hasCoor-
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dinateX and hasCoordinateY, which describe horizontal and vertical coordinates of 

particular elements. A graphical representation of classes and their data properties are 

depicted in the Figure 2. 

 

Description of the object properties 

So far, we have described the static view of elements. It is important to depicture 

connection between elements in the ontology. Some of the object properties are 

hasConnectionFrom and hasConnectionTo. Their values are particular elements, 

which are connected.  

Other object properties are hasAttribute and hasService, which describe relation-

ship between elements. We need those elements, because so far we have described 

particular elements and no particular relationships. 

 

Description of the domain and the range 

The definition of the ontology is set up by the specification of boundaries that pre-

serve consistence and uniqueness of the ontology. Boundaries are set up by the defini-

tion of domain and range. 

Domain and range are set up for individual properties. The domain of the current 

property determines the set of the classes that the current property can use. The range 

of the current property determines the set of values that the current property can reach. 

Table 1. Domain and ranges 

Type of property Property Domain Range 
Object hasAttribute Active, Passive Attribute 

Object hasService Active Service 

Object hasConnectionFrom All types of Connection Process, Active, Passive 

Object hasConnectionTo All types of Connection Process, Active, Passive 

Data hasCoordinateX Process, Active, Passive integer 

Data hasCoordinateY Process, Active, Passive integer 

Data hasDesc 
Process, Attribute, Service, 

all types of Connection 
string 

Data hasExternality Process boolean 

Data hasName 
Process, Active, Passive, 

Attribute, Service 
string 

Data hasMultiplicityFrom All types of Connection string 

Data hasMultiplicityTo All types of Connection string 

5 The example - transformation of BP Studio elements to the 

ontology 

The example of conversion of BP Studio elements to the ontology is based on the 

example that is depicted in the Figure 1. It is a Car Sale process. We have to go 

through three main steps of the conversion. 

For the demonstration purpose we have chosen the OWL language [7]. OWL language 

provides a tool for capturing all classes, data properties and object properties of our 

determined ontology. 

A. First step - instances 
In the first step, particular instances of the classes are created.  

B. Second step – data properties 
Next step contains the definition of data properties of particular elements. For instance, process 

Car Sale, which has name “Car Sale”, description "Main process of a car sale", and externality 
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is false. The example 1 shows a definition of that process and its data properties in OWL lan-

guage. 

 

Example 1: 
1 <ClassAssertion> 

2 <Class IRI="#Process"/> 

3 <NamedIndividual IRI="Process1328184291769"/> 

4 </ClassAssertion> 

5 <DataPropertyAssertion> 

6 <DataProperty IRI="#hasDesc"/> 

7 <NamedIndividual IRI="Process1328184291769"/> 

8 <Literal datatypeIRI=" XMLSchema#string">Main process of 

a car sale</Literal> 

9 </DataPropertyAssertion> 

10 <DataPropertyAssertion> 

11 <DataProperty IRI="#hasExternality"/> 

12 <NamedIndividual IRI="Process1328184291769"/> 

13 <Literal datatypeIRI=" XMLSche-

ma#boolean">false</Literal> 

14 </DataPropertyAssertion> 

15 <DataPropertyAssertion> 

16 <DataProperty IRI="#hasName"/> 

17 <NamedIndividual IRI=" Process1328184291769"/> 

18 <Literal datatypeIRI="XMLSchema#string">Car 

Sale</Literal> 

19 </DataPropertyAssertion> 

 

Example 2: 
1 <DataPropertyAssertion> 

2 <DataProperty IRI="#hasName"/> 

3 <NamedIndividual IRI="Active1328184665717"/> 

4 <Literal 

datatypeIRI="XMLSchema#string">Salesman</Literal> 

5 </DataPropertyAssertion> 

6 <DataPropertyAssertion> 

7 <DataProperty IRI="#hasName"/> 

8 <NamedIndividual IRI="Service1728182665789"/> 

9 <Literal datatypeIRI=" XMLSchema#string">Hands car 

over</Literal> 

10 </DataPropertyAssertion> 

11 <DataPropertyAssertion> 

12 <DataProperty IRI="#hasDesc"/> 

13 <NamedIndividual IRI=" Service1728182665789"/> 

14 <Literal datatypeIRI=" XMLSchema#string"></Literal> 

15 </DataPropertyAssertion> 

16 <ObjectPropertyAssertion> 

17 <ObjectProperty IRI="#hasService"/> 

18 <NamedIndividual IRI=" Service1728182665789"/> 

19 <NamedIndividual IRI=" Active1328184665717"/> 

20 </ObjectPropertyAssertion> 
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Fig. 2. The data properties in the ontology 

C. Third step – object properties 
Properties of all elements are made the same way like for the process Car Sale. For example, 

the element Salesman has more complex definition. We cannot record everything only by data 

properties, so we have to use object properties.  

Element Salesman contains name "Salesman" and service "Hands car over".  In that case it is 

necessary to create instance of the class Active (Salesman) and instance of the class Service 

(Hand car over) and their particular data properties. Then, we have to make connection between 

these elements by object properties. It is made by the object property hasService. The example 

2 shows a definition of that element and its data and object properties in OWL language. 
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Fig. 3. The complete ontology of an example 

6 Conclusion and future work 

This paper described an approach to the transformation of the functional model of the 

process to the ontology based description. Our work on that tool is driven by the fact 

that text based formal ontology descriptions are not easy to follow for the humans. 

Thus, one of the solutions is to have a graphical tool that is supported by the ontology 

description in the background. The transformation described in this paper is the first 

step of the creation of such a tool. The next step is to create the transformation for the 

coordination and object models.  

Our intention is develop a tool that would be able support the ontology description 

from different views of the process modeling, but this is not the end. The presented 

tool is one of the interfaces of our order logic based modeling and simulation envi-

ronment. The near future work is dedicated to the creation of modeling mechanisms 

that will be used for the description of the reality and used in the knowledge base 

capable to store complex  “know-how“. 
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Abstract. In this paper, we describe real-time pattern recognition of
EEG signals using Singular value decomposition. Today’s graphics pro-
cessors are able to processing obtained EEG signals in real-time and
therefore we use GPU to recognise several type of EEG actions. We also
measure performance between GPU and CPU EEG-action recognition.

Keywords: Electroencephalography, cognitive signal, pattern recognition,
graphics processors, singular value decomposition

1 Introduction

EEG is a non-invasive technique used in the diagnosis and management of
brain diseases such as epilepsy. EEG is also used in the diagnosis of coma, en-
cephalopathies, alertness and brain-death. Moreover, areas of damage following
head injury, stroke tumour can also be located.[4]

Brain computer interface (BCI) is a communication system that recognizes
users command only from his or her brainwaves and reacts according to them. For
this purpose PC or/and subject is trained. Simple task can consist of desired
motion of an arrow displayed on the screen only through subjects imaginary
of the motion of his or her left or right hand. As the consequence of imaging
process, certain characteristics of the brainwaves are raised and can be used for
users command recognition, e.g. motor mu waves (brain waves of alpha range
frequency associated with physical movements or intention to move) or certain
ERPs.[5] In other words, the BCI provides a solution to convert brain signals to
usable control commands.[1]

1.1 Singular value decomposition

SVD is an algebraic extension of classical vector model. It is similar to the PCA
method, which has been the first method used for the generation of eigenfaces.
Informally, SVD discovers significant properties and represents the EEG signals

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2012, pp. 616–620.
VŠB – Technical University of Ostrava, FEECS, 2012, ISBN 978-80-248-2769-8.
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as linear combinations of the base vectors. Formally, we decompose the matrix
of EEG signals A by singular value decomposition (SVD), calculating singular
values and singular vectors of A.

We have a matrix A, which is an n×m rank-r matrix and values σ1, . . . , σr are
calculated from eigenvalues of matrix AAT as σi =

√
λi. Based on them, we can

calculate column-orthonormal matrices U = (u1, . . . , ur) and V = (v1, . . . , vr),
where UTU = In and V TV = Im, and a diagonal matrix Σ = diag(σ1, . . . , σr),
where σi > 0, σi ≥ σi+1.[2]

A = UΣV T . (1)

1.2 Action Recognition

Let us have k (0 < k < r) and singular value decomposition of the matrix A.
We call Ak = UkΣkVk a k-reduced singular value decomposition (rank-k SVD)
(U0, Σ0, and V0 represent matrices filled with zeros). Instead of the Ak matrix,
a matrix of EEG signal vectors in reduced space Dk = ΣkVk is used in SVD as
the representation of EEG signals collection. The EEG signal vectors (columns
in Dk) are now represented as points in k-dimensional space (the feature-space).
To execute a query Q in the reduced space, we create a reduced query vector
qk = Ukq. Instead of A against q, the matrix Dk against qk is evaluated.[2]

2 Dataset

We chose the EPOC headset to measuring EEG signals. We had obtained 203060
values per one sensor during 20 minutes. The EPOC SDK has own data struc-
ture known as chunk for EEG signal process. We had divided EEG collection of
signals into two sets, one of them was a training set and second of them was a
test set. The training set was dedicated to calculating singular value decompo-
sition (SVD). We had verified the action recognition on the test set of the EEG
collection using results of SVD as describe below.

Because of non-stationary character of EEG signals we had calculated Short-
time Fourier transformation (STFT) thus we converted EEG signals from time
domain to frequency domain. There was one sliding window of STFT per one
sensor in our collection. After preprocessing EEG collection applying STFT we
had made singular value decomposition of the training set of the EEG collection.
In other words, the input matrix of SVD consists of precalculated sliding windows
belong to the training set. Let r be number of rows of the input matrix, w
be length of one sliding window and s be amount of sensors, then we have
r = w ∗ s. The number of columns of the input matrix is equal to number of
sliding windows.

After decomposition we had calculated reference matrix using matrices Σ and
V T which where parts of SVD as described 1.2. Let RM be reference matrix, U
be left column-orthonormal matrix, Σ be diagonal matrix, V T be right column-
orthonormal matrix, then RM = Σ ∗ V T . Let c be one column of RM and q
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be one column of preprocessed test set, then each column c of matrix RM is
comparing with each vector q in the following manner: Q = q ∗ UT . In other
words, we had measured similarity vector Q to vector c. If we get consensus
between vector Q and vector c we compare assigned cognitive actions between
vector Q and vector c.

3 Experiments

We had tested our approach of EEG pattern recognition using SVD and mas-
sive parallel computation on GPU hardware. We concretely used NVIDIA tesla
C2050 graphics card. For details on how are threads distributed for comput-
ing and how they are executed, we encourage the reader to further study the
matter in [3]. The parameters such as size of STFT window or number of FFT
coefficients had directly impact on performance and also on results of pattern
recognition. The meaning of abbreviations which are part of this paper are listed
in following statement:

– TMD - Training matrix dimension
– STFT - Short-Time Fourier Transform
– SVD - Singular value decomposition
– LP - Learning Process (STFT+SVD)
– CT - Classification time for the whole data set
– SM - percentage similarity between our approach and EPOC SDK

As you can see on a table 1 if we increase the number of FFT coefficients we
get better similarity to EPOC SDK. On the other hand it noticeable increase
classification time for whole collection with rising number of FFT coefficients.

The size of the STFT window has impact on the similarity as shown in
table 2. However if we set the size of the STFT window at 150 or higher the
classification time is significantly growing up.

The table 3 shows performance comparison between CPU and GPU pattern
recognition. The GPU is 2-3 times faster than CPU as we expected.

Table 1. Time spent shows performance of the SVD approach depending on the num-
ber of FFT coefficients.

Number of FFT coefficients

32 64 128 256 512

TMD 238 x 729 462 x 725 910 x 719 1806 x 726 3598 x 613

STFT 3848 4213 3767 3229 4077

SVD 270 545 1259 1883 3303

LP 4118 4758 5026 5112 7380

CT 8683 19952 25412 69651 101642

SM 56.57 56.13 56.32 56.63 60.46
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Table 2. Time spent shows performance of the SVD approach depending on the size
of the STFT window.

Size of the STFT window

50 100 150 200 250

TMD 462 x 697 910 x 722 1806 x 717 1806 x 712 1806 x 707

STFT 3806 4313 3249 4470 3723

SVD 475 883 1728 1693 1638

LP 4281 5196 4977 6163 5361

CT 19571 35145 68964 67815 68985

SM 59.52 57.22 56.40 56.67 58.96

Table 3. Time spent shows performance between CPU and GPU pattern recognition
of the SVD approach.

Matrix dimension

910 x 989 910 x 1989 910 x 3989 910 x 7989 910 x 14989

GPU 1267 2033 5604 19560 56733

CPU 9123 12408 22393 86391 not tested

Note that, each value in the tables above represents measured time in mil-
liseconds.

4 Future research and Conclusion

In this paper we presented the performance of EEG pattern recognition on the
GPU hardware and also comparison results with EPOC device. The GPU pro-
vides pattern recognition on huge collection of EEG signals in real time. We can
see several interesting future research based on this paper. In future work, we
plan to use advanced EEG device and icrease ability to detect different cogni-
tive actions. We want to use multiple GPUs as well as use several times greater
collection of EEG signals than it is now.
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Abstract. We are developing a tool Kaira inteded for modelling, sim-
ulation and generation of parallel applications. A developer is able to
model parallel programs and different aspects of communication using
Kaira. Models are based on our own variant of Coloured Petri Nets.
Petri nets are a well established graphical and mathematical modelling
language for a description of concurrent systems, but Petri nets are rarely
used in the area of high performance computing. An important feature
of our tool is an automatic generation of standalone parallel applications
from models. In this paper we focus on the new Kaira’s feature, the
ability to generate parallel libraries. Kaira supports C++ libraries and
also it is possible to generate parallel libraries for Octave. Their usage is
demonstrated on a real example, parallelization of Total-FETI domain
decomposition method.

1 Introduction

We are developing the tool Kaira1[1–4], this tool is an open source project re-
leased under GPL. Our goal is to develop a practically usable general-purpose
high-level programming tool for the area of High Performance Computing (HPC),
especially for distributed memory systems. We feel that there is a space for this
research. Tools used by practitioners in this area are low-level ones (like Message
Passing Interface – MPI) or they are domain specific tools.

An important aspect of our tools is a usage of an abstract computation model.
Our efforts aims for a tool that can be used (at the basic level) by non-experts in
the parallel/distributed programming. The model should provide sufficient ab-
straction so it can be used without knowing low-level details of used technologies
and solving low level issues. On the other hand our goal is not to develop an au-
tomatic parallelizing tool. So Kaira does not automatically discover parallelisms
in an application and a user has to explicitly define them. But parallelisms can
be defined in a high level way and the tool can derive implementation details.
We also want to use an abstract model to communicate in the opposite way,
from a program to a user. We want to show what happens inside of a developed
program through abstract model and without using specialized low level tools.

1 http://verif.cs.vsb.cz/kaira

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2012, pp. 625–630.
VŠB – Technical University of Ostrava, FEECS, 2012, ISBN 978-80-248-2769-8.
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One of our design goals is to support prototyping. In other words, we want to
offer an easy way how a user can develop a working prototype of an application
in a short time. We want to achieve this by two basic features. First of them is
a possibility to run simulations and to observe behaviour of incomplete appli-
cations from a very early stage of a development cycle. This feature is natural
part of modelling tools, but when tools like MPI are used, it often takes a long
time to get a working prototype. The second feature that supports prototyping
is integration of existing source codes into models. It is a common approach in
parallel programming to start from a sequential solution. Our tool respects this
approach and therefore it is possible to link together models of parallelism and
communication with sequential codes in common programming languages. Also,
we use an abstract model that is not commonly used in the area of HPC. But
we do not want to force users to abandon existing solutions and start from the
scratch in a different paradigm. The current implementation supports integration
of codes written in C++ and we also started to work on Java support.

Our goal is to build a practically usable programming environment and in
contrast to many high-level modelling tools, Kaira is able to generate standalone
parallel applications. The resulting applications use MPI and pthreads as parallel
backends. So these applications can be directly executed on HPC computers.

In this paper, we want to introduce another possibility for a fast prototyping
and for reusing of existing codes, but in the reverse direction. As we said, it
is possible to generate a standalone application from models created in Kaira
and existing codes can be used as building blocks. New features introduced
in the latest version allows another view, Kaira can create building blocks for
other environments. In the other words, we offer a possibility to create parallel
libraries from our models. We do not want to restrict this feature only for C++
but also we want to generate libraries to other high level tools. Therefore the
current implementation offers to generate beside C++ libraries also modules for
Octave2.

This feature of Kaira allows us quickly interchange time-consuming parts by
parallel running functions without modifying the rest of a program. The same
idea of parallelizing only performance demanding parts appears in existing tools
like OpenMP3, but our solution do not need a special compiler, it works with
distributed memory and we offer visual programming tool where parallel parts
can be modelled, simulated and tested independently of the rest of a program.
To demonstrate these new features we show how can be a part of Octave’s
application replaced parallel version generated by Kaira.

2 Kaira’s libraries

We start this section with C++ libraries because it is a crucial feature and others
are built on it. For defining libraries we are using a infrastructure of modules
(described in [4]). In a case of a standalone application, there is a “main” net

2 http://www.gnu.org/software/octave/
3 http://openmp.org/
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compute

sum

Fig. 1. The example of Kaira’s modules

and optionally other modules. If we are developing a library then there are only
modules without the main net. Application interface (API) of a resulting library
will be defined by an interface of modules.

Let us consider two simple examples of modules depicted in Figure 1. The first
module sums two numbers. The second one performs a computation on a vector
of numbers. The vector is split into two parts and computation is performed in
parallel on first two MPI processes and results are summed at the end. Kaira
generates a C++ library with the following interface from these modules:

void calib_init(int argc, char **argv);

void sum(const int &x, const int &y, int &z);

void compute(const std::vector<double > &vector, double &result);

The function calib_init is always present and a user is obligated to call
this function as a first function in a program. The other two functions are de-
rived from modules in the model. These functions can be freely executed in any
sequential program. A usage can look like this:

int main(int argc, char **argv) {

calib_init(argc, argv);

int z; double d;

sum(3, 2, z); // call of generated function

std::vector<double> v;

v.push_back(3); v.push_back(2); v.push_back(5);

compute(vector, d); // call of generated function

return 0;

}

When functions sum or compute are called, then a program starts executing
(in parallel) a function defined by a module in the model. When such function
is finished (i.e. the module is finished) then the program continues again se-
quentially. Such program can be also used with MPI without any modification
(except a compilation with mpicc). In a case of running via MPI, the function
calib_init inits MPI and ensures that the main program is executed only once
in a process with the rank 0. Other processes just wait until a function generated
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by Kaira is called. When it happens then a computation is executed according
to a module’s structure through all MPI processes.

Beside this type of libraries, our tool can also generate libraries that work in
the Remote Procedure Call (RPC) mode. Kaira generates both server and client
part. The client side is a library that has the same interface as was described in
the example above, but when a function is called then it sends a request through
a network to the server where a requested computation is executed. It is useful
when you want to execute the main sequential program on a different computer
then rest of computations or when we need to run the main application exactly
once, using only one instance (for example due to a program licensing).

2.1 Octave libraries

Generating Octave libraries from models and their usages are very similar to
C++ libraries. An equivalent Octave code from the previous example:

source generated-library.m # Load module

z = sum(3, 2)

v = [3, 2, 5]

z2 = compute(v)

Calling Kaira’s modules from Octave is straightforward like in case of C++
libraries. Important issue of such integration is an interoperability between data
types. We have to exchange values between Kaira’s inscription language and Oc-
tave. Basic data types likes numbers or vectors are translated automatically. But
inscription language types can be extended by C++ types from external libraries,
therefore we offer an option to define two special functions from_octave_value
and to_octave_value for each external type. With these functions Kaira per-
forms all conversions between types when necessary.

3 Case study

In this section we want to demonstrate features described above. As an ex-
ample we have chosen a variant of Finite Element Tearing and Interconnect-
ing (FETI) domain decomposition method [5] – Total-FETI [6]. The key idea
of FETI method is decomposition of the spatial domain into non-overlapping
sub-domains. After this decomposition we can get final result by combine re-
sults from each sub-domain. Each sub-domain can be calculate independent and
thus in parallel but finding an optimal solution for parallelization of Total-FETI
method is still an open problem. For this problem several studies were published
(for example [7, 8]). There are different problems like an appropriate number
of sub-domains, a level of preprocessing (the coarse problem, mentioned in [7])
or if certain matrices should be distributed or used only by a master process.
And as usual in area of HPC, an optimal solution also depends on aspects like a
target platform or used libraries. All in one, finding the optimal solution is not
an easy task and it is hard to predict performance of a specific solution without
experiments.
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Fig. 2. Module Kplus par

3.1 Experiments and Results

At the beginning we had a working sequential implementation of Total-FETI
for Matlab/Octave. Using a profiler we have discovered that the most expen-
sive operation is a computation of generalized inverse K+ of stiffness matrix K
with vector x. So we have made Kaira’s library (Figure 2) for calculation this
operation and generate interface with function Kplus(x). For test this library’s
performance we solve a displacement of a 1D string that is fixed on both ends.
We prepare stiffness matrix K where each sub-domain has 500 000 discretiza-
tion steps and we use 30 sub-domains. Using these settings function Kplus(x)

consumed approximately 34 percent of the whole execution time.
The measurement was performed at computer with 8 processors AMD Opte-

ron/2500 (in total it is 32 cores). A computation of Kplus(x) takes in average
21.79 seconds in pure Octave solution. We measured runs of library generated
our model of Kplus(x). The test was performed RPC mode, where both client
and server run on the same computer. The measured times for thread and MPI
back ends can be found in Table 1.

Table 1. Running times (in seconds) of Kplus(x) by using threads and MPI

Computing nodes 1 2 4 8 16 30

Threads with RPC 25.30 19.87 10.32 8.02 7.70 7.76

MPI with RPC 25.19 20.88 16.89 15.36 16.55 16.39

Threads without RPC 21.71 11.05 6.51 4.35 4.06 3.93

4 Conclusion

This text briefly introduces new features of our tool Kaira that moves it toward
our goal to create programming environment for HPC applications with extensive
support of prototyping. We think that our tool can be useful because the parallel
computers became more common and accessible, therefore also more scientific
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and engineering applications can profit from this hardware, but not all of them
require optimized handmade solutions. Moreover as far as we know any tool is
able to do what we presented in this paper, generate parallel C++ libraries that
can be used as modules in Octave.

As we show on our example – parallelization of Total-FETI method, our
tool can be used to obtain parallel running functions that can be used directly
in Octave. One of big issues that we wanted to solve in the near feature, is
preserving data on computing nodes between each library calls. We feel that
formalism of Petri nets can be the right way how to manage such task.

We would like to thank to T. Kozubek, co-author of paper [8] that provides
us his Matlab Total-FETI method implementation.
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Abstract. This paper deals with new architectural design of Floreon project 

web application. In this paper an approach to development of a modular web 

application is described. The new approach should improve performance of en-

tire application and it should help developers with faster development and sub-

sequent maintenance.  New architecture supports extend-ability thanks to sup-

port for adding plugins. 

Keywords: MEF, ASP .NET MVC3, Google Maps 

1 Introduction 

Data visualization is the key functionality of numerous applications, where such 

visualized data could help to understand core of the given problem. In this day and 

age we can come across visualization in areas such as medicine, graph theory, social 

networks and financial markets.  

One of the projects that use data visualization is called Floreon. The goal of this 

project is to build a prototype system as a platform for modeling and simulation of 

adverse situations caused by natural phenomena using modern computing and Internet 

technologies. The primary phenomenon, which became a bearing element of the pro-

ject, is in our country quite frequently occurring floods. Results of those simulations 

may dramatically help with early warnings of flood-effected areas, which could save 

lives and decrease material loss. Results are presented in a form of graphical visuali-

zation into the common map in order to be understandable to wide range of public. 

This publication focuses on design of modular well-maintainable and performing 

architecture [1] for Floreon web application.  

2 Solution requirements 

Previous solution was based on Microsoft technologies so it would be best to hold 

on to the platform. The biggest problem to overcome was the use of Silverlight tech-

nology, which requires additional plugin to be installed. Installation itself could be 

problematic in various environments. Typical examples are companies with employ-

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2012, pp. 631–636.
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ees restricted from installing new software or mobile environment, which does not 

have to support Silverlight technology.  

Application should bring the support for adding plugins from various sources [3]. 

Additional plugins will be able to use map framework methods in order to visualize 

and describe data into the map. Whole project is quite complex so it is natural that 

several teams will be generating data that are necessary to be displayed (water level, 

cloudiness, wind). In order to accomplish this goal we have to prepare architecture 

which would be able to handle various modules (plugins) in well-defined way. It is 

the only way, how to ensure independent development for several development teams. 

 

2.1 Architecture description 

To ensure all of those requirements we have designed the base architecture that 

you can see in the Figure 1. As you can notice the solution is divided into layers.  

 

 
Fig. 1. Web application architecture.  

 

Map source layer 

 

This layer represents a map that is used as a background to display the data on (i.e. 

river-basins, rainfall, place of accident etc.). The map that is active has to implement 

all the methods from given interface. This allows us to change the map provider for 
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another provider, for example Google maps for Bing maps. Both map solutions pro-

vide JavaScript based API [2] which allows us to work with several map entities. The 

most useful entities are points of interests, routes, heat maps and events that could be 

bind to them. Google maps and Bing maps are platform independent and do not re-

quire any additional web-browser plugins. 

Our JavaScript framework 

 

It was necessary to define a custom abstract layer for different map sources. At 

first, basic set of operations that are used to work with map and map entities has to be 

defined.  

Using JavaScript operated map sources lightened server’s load. Map itself is now 

rendered on the client’s side and the map source is downloaded from different server. 

However it is necessary to obtain data, mostly in JSON format [2], computed on our 

server. Amount of data could slow down visualization considerably, so the application 

is able to chunk the data and load them asynchronously in background thread. It is 

also possible to download appropriate amount of data according to the zoom level. 

The rest of data could be pre-fetched.  

Map core layer 

 

This layer is primarily responsible for loading all necessary plugins. Plugins pro-

vide business logic, required functionality and implementation of abstract JavaScript 

layer for Google Maps (Bing Maps) too.  

There is no doubt that it is necessary to strictly separate application logic from the 

application view and from data representation. This idea is depicted in MVC pattern 

[3] and directly used in ASP.NET MVC [1] programming language. 

To ensure plugin-able architecture new feature of .NET framework 4 called MEF 

(Managed Extensibility Framework) was used. The MEF is a composition layer for 

.NET that improves the flexibility, maintainability and testability of large applica-

tions. MEF can be used for third-party plugin extensibility, or it can bring the benefits 

of a loosely-coupled plugin-like architecture to regular applications. Use of the MEF 

is shown in Figure 2, which describes the process of plugin registration. 
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Fig. 2. Sequence diagram of a plugin registration. 

Client’s web application 

 

Last layer represents standard ASP.NET MVC3 [1] web application which can 

provide its own application logic or integrate several external plugins.  

 Those plugins may extend business logic and view with its own view and JavaS-

cript methods that control map elements. Google map core itself is provided as one of 

our plugins so it can be easily reused everywhere. 
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3 Conclusion 

Floreon Map JavaScript Framework provides means to: 

 implement visualization layer into any ASP.NET MVC web site 

 fast and easy plugin creation, thanks to ready to use methods that encapsulate 

JavaScript code controlling the map 

 development in several teams, since all plugins are well described by inter-

faces 

 quick change of map provider thanks to abstract map layer and business logic 

separation 

In conclusion, new map framework match all specified requirements and is ready 

to be used and extended by third party programmers.  

Next step in development of Map Framework will be performance testing when 

displaying large amount of data by hundreds of users at the same time (e.g. browsing 

the map during floods) 
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Fig. 3. Client’s web application screen shot showing two plugins. One is Google map plugin 

and other plugin provides buttons able to load and display somehow interesting places. 
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Abstract. Object Constraint Language has been developed by Object Manage-
ment Group into version 2.3.1 recently. This paper conveys a search of few re-
cent contributions to the OCL world, covering topics ranging from the lan-
guage’s use in automated testing to its proposed alternative. 

1 Introduction 

Software engineering has long been associated with Unified Modeling Language. 
Object Constraint Language (OCL) [1] provides it with means for specifying con-
straints that its graphical notion cannot express. This paper concerns in study of recent 
development in the world of OCL. Its main part covers a search of recently published 
papers on OCL. 

Structure of the paper is as follows: After introduction, in the second chapter there 
is a brief description of OCL including example. Following is history of OCL specifi-
cations. Fourth chapter is structured into sub-sections, each covering one recent paper 
about OCL, and finally comes the conclusion. 

2 OCL 

The Object Constraint Language is a declarative language used to specify con-
straints in Unified Modeling Language (UML) diagrams. It is based on mathematic set 
theory and predicate logic, which allows it to extend UML class diagrams by rules that 
cannot be expressed in its graphical notion. By introducing invariants (structural con-
straints) and pre- and post-conditions (behavioral constraints), OCL provides software 
designers with means to describe the model’s semantics. Each OCL expression is 
always linked to specific context – a meta-class, on which instances the expression is 
validated. OCL is designed as side-effect-free, which means that execution of its 
statements will not change the state of the system. This allowed it to develop into 
rather declarative language, strongly influenced by functional programming lan-
guages [2]. 

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2012, pp. 637–642.
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To illustrate the use of OCL, I use a simple and well know example, described in 
UML diagram on Figure 1 [3], which shows two classes – Customer and Account. 

Customer can have one or more accounts and an account can be linked to another 
account for overdraft protection. What the class diagram is unable to show is that the 
account cannot be linked to itself. To specify this, OCL invariant is needed such as: 

context Account 
  inv: self <> overdraft 

Keyword self is one constructs defined in OCL. This particular one denotes an in-
stance of the meta-class (in this case instance of Account class). 

Following expression specifies behavioral constraint of operation 
Customer::addAcount, using collection operations defined in OCL: includes 
(testing presence of element in collection) and including (adding element to collec-
tion), and the postfix operator @pre, denoting the property’s value from before the 
operation execution: 

context Customer::addAccount(acc: Account): void 
  pre: not accounts->includes(acc) 
  post: accounts = accounts@pre->including(acc) 
  post: acc.owner = self 

The meaning of above is: 
• The operation cannot be parameterized with instance of Account class, which 

already is in accounts collection of self 
• After the operation, the accounts collection of self has to be exactly the same as 

before the operation, just with the acc added 
• The owner property of acc has to be self 

3 Evolution of OCL 

The definition of OCL was first introduced as a part of UML version 1.3 in 1999 
[4], yet its actual use in the industry was almost negligible [5]. In 2003 revision 2.0 
was adopter, but as it came earlier, than UML 2.0, it was still building upon UML 1.x, 
which nearly led to its withdrawal [4], further damaging the OCL position. It was only 
in 2006, when the 2.0 revision of OCL was completed, which amongst other im-
provements, most importantly adjusted the OCL metamodel to UML2 concepts. 

Figure 1.   UML class diagram 
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Since then, two new revisions were published – version 2.2 in 2009 introducing 
number of enhancements and fixing some inconsistencies left by the previous revision 
and version 2.3.1 from January 2012, which only cleaned the previous revision of 
some minor flaws. 

Further maintenance of OCL specification became much harder as companies see 
little reason in assigning manpower to work on already adopted specifications, rather 
focusing on creating new ones [4]. 

4 Current development and perspectives 

As the researchers are rather focusing on creating new specifications a broad range 
of projects based on OCL has emerged, from adaptations into another models, to ex-
tensions and proposals for further development. This chapter goes through 3 such 
cases, illustrating OCL’s current use and possible future horizons. 

4.1 Automated testing 

A case of employing OCL as is, into project taken further into practice is described 
in [3]. The paper by two researchers from Texas University at El Paso describes au-
tomated Java program testing using combination of random testing and OCL. 

To do that, they are using OCL to AspectJ [6] translator, converting OCL con-
straints into aspect-oriented code. Aspect Oriented Programming (AOP) is a pro-
gramming paradigm aiming at separation of crosscutting concerns, thus increasing 
modularity of code. Crosscutting concerns are pieces of code of minor importance, 
which need to repeat in many program modules. AOL addresses the resulting knotti-
ness of such code by introducing join points – sets of execution points, at which spe-
cific behavior is required, and advices – pieces of code providing such behavior. Ad-
vices, somewhat reminding triggers used in SQL, can be specified to be executed 
before, after or around the join points. 

The OCL pre- and post-conditions correspond with AOP’s before and after join 
point advices. In practice, however, the OCL to AspectJ translator uses OclChecker 
framework class translates all conditions to around advices and verifies conditions by 
methods checkPre and checkPost. 

The testing itself consists of generating random data and invoking the tested meth-
ods with it (for which random testing tool JET [7] was used). If such test execution 
results in a pre-state constraint violation, the data is rejected as inappropriate for test-
ing. If on the other hand, the test results in a post-state violation, it is considered a test 
failure. Elsewise the test runs without exceptions and is thus considered successful. 

In a case study, where 30 different unrelated faults were introduced into program, 
such testing was able to detect 27 of them, giving it a success rate of 90%. For the 
remaining 3 undetected faults the OCL constraints were not defined strong enough. 
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4.2 Pragmatic extension for OCL 

As stated previously (Chapter 3), even though the UML is being used extensively, 
OCL is not quite as popular. One commonly quoted reason for being so is that it is 
designed for use at modeling level, yet its syntax is closer to programming languages. 
Hence it often appears too formal for designers and too abstract for programmers. 

In order to make it easier for designers to use, a paper [8] proposes pragmatic ex-
tension for OCL consisting of collection (library) of OCL expressions (OCLLib), set 
of test cases for OCL expressions (OCLUnit) and documentation of OCL expressions 
(OCLDoc). The idea for the library is to provide large number of relatively small OCL 
expressions that would be easy to reuse by parameterization and modularity. Expres-
sions forming the library need to be validated before being put to use, and so the li-
brary should be supplemented with set of test cases, proving that the expressions 
passed the validation. Furthermore, each test case is a simple scenario with known 
result and as such can lead to better understanding of what the expression means. 
Finally the library should be documented, to support its usability and simplify the 
knowledge transfer to the developers and designers using it. The practice has shown 
that documenting is best done by the developer of the expressions directly into the 
code then generating the documentation from the code by an automatic tool. 

The paper [8] reports that putting the described extension into practice brought 
higher effectiveness into development of OCL extensions even among people with 
low previous experience with OCL. 

4.3 Epsilon Validating Language 

The fact that currently the efforts to create new specifications based on OCL are 
more supported comparing to the efforts to manage the existing specification, was 
already mentioned in chapter 3. Epsilon Validating Language (EVL) [9] is an example 
of such new specification, although it is not meant to be a rival of OCL. 

The authors of EVL argue that unlike the OCL language and types, which were re-
vised and improved during the evolution of the language, the invariants remained 
practically unchanged since its inception. They identified a group of shortcomings of 
OCL (some of them already identified by both commercial and open-source pro-
gramming groups) and proposed the solution implementing it as EVL. The list of 
criticized properties is as follows: 
• Poor support for user feedback – there is no message being passed in case of in-

variant failure, but the failure itself. 
• No warnings support – there is only one level of reports: errors. 
• No support for dependent constraints – if the invariant is only applicable on the 

basis of another invariant’s successful evaluation, it has to contain whole body of 
the invariant it is dependent on. 

• Limited complexity in context definition – refining once defined context in the 
invariant body is hard and confusing. 
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• No support for repairing inconsistencies – OCL as a side-effect free language lacks 
constructs for code modification. However, in many cases the inconsistencies caus-
ing the invariant to be evaluated as failed are easy to repair and therefore introduc-
ing the hints for repairing errors, as is common in many development tools, would 
be useful for the programmers. 
Those drawbacks were addressed by implementing a prototype validation language 

– EVL. The authors view it as a flexible tool for evaluating novel approaches to model 
constraints and possible contributor to the evolution of OCL, but not its replacement. 

Syntax of EVL is very much different from the one of OCL, as it uses the Epsilon 
Object Language (EOL) [10] proposed by the same authors. EOL is procedural lan-
guage and as such is closer to the programmers than the declarative OCL. EOL also 
supports user input and output, which allows sending diagnostic messages. EVL intro-
duces further specifics: 
• Context as is known from OCL can be optionally refined by a guard, limiting in-

variant’s applicability to a subset of instances of the context type. 
• Invariant is a parent class for constraint (critical errors) and critique (warnings, 

with 3 levels of importance) 
• Fix can be optionally assigned to an invariant, suggesting the way of correcting the 

problem that caused its failure. 
• Pre and post blocks that can optionally be executed before or after evaluating in-

variant. 
Although EVL is not meant to rival OCL, its execution engine was already imple-

mented in Eclipse IDE [11] and it was also added to open-source modeling tool Ar-
goUML [12], so that it is possible for anyone to try it in a real life scenario. 

5 Conclusion 

Although not much has changed in the OCL specification since 2009, it has proved 
its functionality and usability, being commonly used within projects following scope 
that OCL was never designed for. Its use as a standalone language is however still not 
that frequent while critics are and the fact that different companies have introduced 
their own closed standards instead of contributing to the development of the open one 
is also not helping. Its future now depends on projects incorporating it into larger 
practical scope. 
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VŠB - Technical University of Ostrava,
Faculty of Electrical Engineering and Computer Science,
17. listopadu 15/2172, 708 33 Ostrava, Czech Republic

Abstract. In this paper we propose technique that is suitable for de-
tection of frayed edges on grain oriented electrical steel. Technique is
based on preprocessing of source image using Multi Scale Retinex algo-
rithm and detects frays using preprocessed image data analysis. Method
is fast and suitable for real-time detection of frayed edges during the
manufacturing process.

1 Introduction

Goal of this paper is to present method for frayed edges on grain oriented elec-
trical steel detection. Frayed edge is small crack like damage on edge of the steel
plate.

Main problem, making detection of this defect very hard, is it’s inconspic-
uousness. By naked eye the frayed edge in input image appears as only small
variance in natural noise of the image.

Many image normalisation methods have been tried in pursuit to solve this
problem and variant of Multi Scale Retinex algorithm was chosen for image
preprocessing. In this paper are described some of the methods that have been
tried for preprocessing and algorithm for frayed edges detection in preprocessed
image is proposed.

2 Image normalization methods

2.1 Histogram equalization

Histogram equalization aims to increase global contrast of processed image to
adjust local intensities. This method is useful when image is composed mainly
of close values as it spreads the most frequent values of the image and allows
areas with close values to gain much higher contrast. More detailed description
of this method can be found in [1].
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2.2 Self-Quotient Image

The Self Quotient Image is an extension of The Quotient Image technique first
introduced by Riklin-Raviv and Shashua in [7]. This method was first proposed
by Wang, Li and Wang in [2].

These methods are both class recognizing methods and they are widely used
for object classifications (for example in face recognition [3]).

Original method (Quotient Image) uses series of bootstrap images to identify
ideal illumination free representation of recognized class of objects. Quotient
Image of two objects belonging to the same class is then defined as ratio of
their albedo functions, thus being illumination free and normalising lightning
conditions and luminance variations.

Self-Quotient Image is extension of previous method that doesn’t need train-
ing set of images, instead it derives Quotient Image directly from analysed image.
This means, that it can be used purely as image preprocessing method, since no
direct knowledge of object’s class is required.

2.3 Anisotropic diffusion

Anisotropic diffusion (also refered to as Perona-Malik diffusion) is technique
first proposed by P. Perona and J. Malik in [6] that reduces noise and preserves
important details of the image that are necessary for correct interpretation of
the image. It is based on generating family of parametrized images, where each
of these images is combination of the original image and selected filter.

3 Retinex

Technique, that appears to be most suitable for our application and for solving
our problem is “Retinex” based preprocessing filter.

3.1 Introduction to Retinex

In real life huge difference in color quality of observed scene and detail of recorded
image can often be perceived. The most apparent difference is loss of color accu-
racy and image detail, especially in darker areas covered by shadows. As a result
recorded images often seem dimmed compared to observed scene. This is caused
mainly by inability of camera to distinguish between ambient illumination of the
scene and reflectance. Illumination is by its nature independent of the scene, so
all the characteristics of observed objects are described only by reflected light
component. Recorded image is product of these two components and once it has
been evaluated, there is no way we can separate these two values and obtain
reflectance, which is critical for correct visual representation of the scene, but
human eye still seems to be able to do so.

In 1986 Edwin Land [5] proposed image processing method that tries to
simulate behaviour of human eye and called it “Retinex”. Retinex is a compound
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of two words – Retina and Cortex – as retina and primary visual cortex are
thought responsible for color constancy of final image. Since then the method
has developed and can now be considered family of three main techniques:

– Single Scale Retinex,
– Multi Scale Retinex,
– Multi Scale Retinex with Color Restoration (MSRCR).

4 Multi Scale Retinex with Color Restoration

MSRCR can be considered most advanced of these techniques and is thoroughly
described in [4]. Simply put MSRCR can be described with equation:

Ri(x, y) =
N∑

s=1

(
ws log Ii(x, y)− log [F (x, y) ∗ Ii(x, y)]

)
, (1)

where i is the index of color band of the image, Ri(x, y) is resulting value of pixel
(x, y) of i-th color band, Ii(x, y) is value of i-th color band of original image,
F (x, y) denotes Gaussian function and ∗ represents convolution.

Basically MSRCR performs set of Gaussian filter operations on input image
and computes difference between the filtered and unfiltered image. Each of the
steps performed is dependent on so called “scale”. Images filtered with smaller
scales contain strong details and dynamic compression, but fail to provide faithful
color representation. Large scales behave the opposite. MSRCR merges all of
these images and combines strengths of each scale to provide best image detail
and color quality possible.

Great advantage of MSRCR is that once desired input parameters are found
technique performs constantly well with any image provided.

Example of MSRCR applied to color image can be seen in Fig. 1. Notice how
all the details (mainly bricks on the tower) became clearly visible.

5 Detecting frayed edges on grain oriented electrical steel

Retinex as the most appropriate image normalization technique was chosen for
preprocessing of images in inspection of quality in grain oriented electrical steel
making process.

Frayed edges detection is part of surface quality monitoring system. Goal
of the system is to monitor grain oriented electrical steel plate’s surface during
manufacturing process and to detect set of defects degrading quality of final
product.

Steel plate is coiled up into the coils. Approximate length of one coil is 4000
meters.

Steel plate continuously runs through the de-carbonization line and it’s sur-
face is monitored by set of cameras from both sides. System then analyses input
images for defects in real-time.
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(a) (b)

Fig. 1. MSRCR applied to color image. Figure (a): original image, Fig. (b): image
processed with MSRCR.

One of the most problematic defects to detect is frayed edge. In the input
image it appears only as a small deviation in brightness in horizontal direction
(see Fig. 2). This type of defect is captured from one side of the plate only
(as it is visible from both sides) using monochrome digital camera. Resolution
of one image is 2400 × 600 pixels. Width of area captured by one camera is
approximately 50 cm, which means that each millimeter of captured area is
represented almost by 5 pixels in final image. Images are automatically archived
so they can be worked with to improve quality of defect detecting algorithms
and now we currently have base of more then two million test images.

Fig. 2. Frayed edge.
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Frayed edges arise on a plate because of insufficient MgO powder coverage
of the edges. In the annealing process the uncovered edges are stuck together,
because of high annealing temperature, and the defect is formed on a plate when
it is unwinded on the next processing line and stuck edges are torn off.

Common edge detecting algorithms used on non-preprocessed images don’t
provide any meaningful results because frayed edge appears only as very small
deviation in input image and is suppressed by noise that is introduced into the
image due to low exposition time requirements and environmental conditions
that don’t allow for better lighting of the scene.

To highlight our area of interest – the frayed edge – and to suppress the light
non-constancy is the core of the problem.

5.1 Retinex implementation

To solve this problem Multi Scale Retinex for grayscale images was implemented.
Implementation for grayscale images is easily achievable since the algorithm
operates independently on each color channel of the image.

Color restoration part of the process was skipped, as although it introduces
some gain to the final image, it doesn’t contribute fundamentally enough to final
quality of processed grayscale image and is relevant only when processing color
images.

Most time-consuming operation of whole computation is definitely convolu-
tion operation used to apply Gaussian filter to original image. Recursive imple-
mentation of Gaussian filter described in [8] was chosen as it’s computation time
is independent on selected σ parameter, which is often high for MSRCR and is
cause of poor performance of many other algorithms.

5.2 Detecting frayed edge in preprocessed image

After Retinex algorithm is applied to source image frayed edges are recognizable
by naked eye.

Figure 3 shows us comparison between original image and image preprocessed
with MSRCR. Red line on image with MSRCR indicates edge of steel plate that
is initially analysed to obtain location of fray.

By averaging all the values of each column for each row in image preprocessed
with MSRCR plot shown in Fig. 4 can be obtained. Data from this plot can be
easily analysed programmatically as frays appear as local minimums in function
displayed in this plot. By finding these local minimums frays can be detected
and evaluated. Each of those minimums represents one single fray. This approach
exploits fact that there are no other defects appearing on the edge of the plate
that would contain sharp horizontal edge.
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(a) (b)

Fig. 3. MSRCR applied to monochrome image. Figure (a): original image, Fig. (b):
image processed with MSRCR.
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Fig. 4. Plot built from data of the image.

6 Conclusion

Approach for frayed edge detection proposed in this paper is based on heavy
preprocessing of input image using variant of Multi Scale Retinex algorithm and
on analysis of image data obtained from preprocessed image. Analysis performs
detection of local minimums in collected data and locates frayed edges using
these minimums.

Technique presented in this paper is suitable for real-time applications and
can be used for detection during manufacturing process. Usage of recursive imple-
mentation of Gaussian filter allows for constant performance of filter no matter
how big σ parameter is used and so it allows Retinex to generate and use highly
blurred images with no additional performance cost.

This method is planned to be extended with various edge detection algo-
rithms and comparison between various methods of frayed edge detection in
preprocessed image is planned.
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Abstract. This paper describes using of evolution algorithms (EAs) to
generate complex networks structure (CNS). There are many evolution
algoritms, this paper is specialized in Self orginazing migrating algorithm
(SOMA) and differential evolution (DE). It shows how the complex net-
work structure is established and how parameters of evolution algoritms
(SOMA and DE) influence the results.

1 Introduction

EAs work with the population of individuals, which are developing (improving)
during the evolution. In this paper it is shown how these algorithms make CNS
during the process of searching the cost function minimum. It is focused on
Schwefel, de Jong’s and Ranna functions. Complex networks appear in many
areas of the research and in practical life (e.g. [2], [3], [4], [5], [6] ). Complex
networks are based on two basic elements - vertices and edges. This article is
trying to show how these elements are established during the process of searching
of function minimum. Individuals of evolution algorithms are represented by
vertices and the edges symbolize relationships among these individuals.

2 Evolution algorithms

SOMA and DE are based on evolution of individuals in population. Population
can be represented as a matrix N ×M , where columns represent individuals.
At the begining of algorithm the population is generated. Each individual may
consist of real or integer numbers. The count of these numbers represents dimen-
sion of the problem (cost function dimension – D). The value of cost function is
called fitness. Fitness shows how the individual is suitable for next development
of population. Value of fitness is not covered in the evolution process. EAs make
new population in the cycle and the old population is replaced by the new one.
[1]

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2012, pp. 650–655.
VŠB – Technical University of Ostrava, FEECS, 2012, ISBN 978-80-248-2769-8.
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2.1 SOMA - Self orginazing migrating algorithm

SOMA works on the nature principle, where intelligent individuals of group
collaborate on solving of the common problem. Philosophy of SOMA states on
space individuals migration. Individuals are moving in the space of possible
solutions. Each individual is influenced by another one during the better solution
searching process [1]. New population is understanded as a moving of the old
population’s individuals. There are many strategies of SOMA - all to one, all to
all etc. In this paper all to one strategy is presented. Migration of the current
individual to the leader is represented by the equation:

xi,j = xMK+1
i,j,start + (xMK

i,j − xMK
i,j,start)tPRTV ector;

t ∈< 0, byStepto, PathLength >
(1)

2.2 Differencial evolution

Differential evolution (DE) is a population – based optimization method that
works on real – number – coded individuals [7]. Unlike SOMA, DE creates new
individuals and ancestors are replaced by them, if new individuals have better
parameters than ancestors. New individual arises from four parents - actual
individual and three randomly chosen individuals. When the new individual is
creating, for each individual other three randomly chosen individuals are taken
from the population (r1, r2, r3). By means of them noisy vector v is created.
Noisy vector is a mutation of these three chosen parents. Mutation is done such
that difference of two randomly chosen parents is multiplied by the mutation
constant F . And the result vector is added to the third randomly chosen parent,
see 2.

vj = xGr3,j + F × (xGr1,j − xGr2,j) (2)

3 Experiment design

It is known that DE has many types as well as SOMA. In this article new indi-
vidual has been created by the equation 2. Schwefel 3, 1st de Jong’s 4 and Rana
5 functions have been chosen as the cost functions. Twelve sets of experiments
have been designed. Each evolution algorithm has been tested on each function.
And for each function two sets of parameters have been created (see table 1).
For each generation new graph in tool Gephi 0.8.1 has been constructed. At the
same time experiments in [7] have been done.

D∑

i=1

−xi sin(
√
|xi|) (3)

D∑

i=1

x2i (4)
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∑n−1
i=1

[
(xi+1 + 1) cos

(√
|xi+1 − xi + 1|

)
sin
(√
|xi+1 + xi + 1|

)

+xi cos
(√
|xi+1 + xi + 1|

)
sin
(√
|xi+1 − xi + 1|

)] (5)

Table 1: Differential evolution parameters setting.

Parameter DE set 1 DE set 2 Parameter SOMA set 1 SOMA set 2

PopSize 50 500 PopSize 50 500
Dimension 20 100 Dimension 20 100
Generations 200 1000 Migrations 200 1000
Low bound -512 -512 Low bound -512 -512
High bound 512 512 High bound 512 512
F 0.5 0.5 PathLength 3 3
CR 0.7 0.7 Step 0.11 0.11

PRT 0.1 0.1

4 Results

We can say that evolution algorithms are very good tool for generating of CNS.
These complex networks can show us many things relating with population and
it’s individuals. We can observe relations among individals. Look at the figure
1(a). As you can see the vertex 38 is the darkest green one. It’s degree is the
biggest from the all vertices. From the view of DE that means that this vertex
has participated in the bigeest number of improvements.

In the experiment with DE, current individual and three parents have been
saved in the text file. If the individual had been improved, it was saved with
plus. If not, it was saved with minus. In the case of the vertex 38 we can see
that this individual participated eight times in developing of other individuals
as a parent. From these eight participations, individual 38 was used five times
to improve of another individual (it was saved as a parent) and three times
the indvidual with the parent 38 was not improved. The individual 38 has the
biggest out – degree. The out – degree is 5. In our file mark plus means the
out – degree, minus represents in – degree. Look at the figure 1(b). All green
vertices (individuals) have been improved in this generation, all pink vertices
(individuals) have not been improved.

When we compare the figure 2 and the figure 1(b) we can see relationships
which correspond with statements above.

The principle of graph establishing in SOMA was different. In the experiment
leaderes and the improved individuals have been saved to the text file. When we
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(a) The vertex 38 has the
biggest degree.

(b) Green vertices represent
the improved individuals.

Fig. 1: DE, Schwefel’s function, 1st generation.

Fig. 2: DE, Schwefel’s function, 1st generation in text file. We can see marks plus
and minus which correspond with the figure 1(b).

look at the figure 3(a), we will see that in the second generation, two leaders were
chosen. The green vertices 38 and 39 represent leaders. Pink vertices represent
individuals which was improved during the path to the leader (see the figure
3(b)). In this graph we are interresting in the weight of the edge too, because
weight will say us how many times the current vertex was improved during
the path to the leaders. In SOMA one individual can be chosen as a leader
many times. And when other individual migrates to it, the weight of the edge is
increasing. When we look at the figures 4(a) and 4(b) we can see the phenomenon
that the individual in population have not to be the leader during evolution at
all.

5 Conclusion

During the experiments some conclusions have been done (some of them are
presented in [7]):

1. If the number of generations is too small and the function dimension too
big, the algorithm can not reach the global minimum of the function. But if
the number of generation is very big, we can observe the phenomenon the
rich become to be the richer. In SOMA after current number of migration
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(a) Generated graph. (b) Table of vertices degrees.

Fig. 3: SOMA, 1st DE Jong’s function, the 2nd migration cycle.

(a) Generated graph. (b) Table of vertices degrees. The
vertices 4, 8, 33 and 49 have never
been leaders.

Fig. 4: SOMA, 1st DE Jong’s function, the 200th migration cycle.

cycle all individuals will reach the global minimum. The evolution cycle
stagnates, because the goal was reached and one individual is chosen as a
leader repeatedly.

2. Differential evolution: From the complex network point of view we can say
that vertices are diveded into two sets. The first set is the set of improved
individuals, the second one is the set of not improved individuals. We can
see how many times the actual vertex has participated on another individual
improving. Next we can see which individual was used most frequently in
the process of other individuals improving.

3. SOMA: Complex network system is very good tool to dislay the relationship
between leader and the rest of population. We can observe how the improved
individuals were adding during the evolution to the graph. We can see how
many times the actual vertex was leader and how many individuals have
been improved during the way to this leader.



Investigation on Evolutionary Algorithms Dynamics 6556 Lenka Skanderova et al.

4. Population size: CNS forming was observed usually from population size of
100 and more individuals for dimensions 50. It is parameter, which does not
influent CNS forming alone, but in the combination with other parameters
[7].

5. Functions: It depends which function is chosen for creating of CNS (how
much the cost function is jagged). If we are trying to find the global minimum
of the 1st De Jong’s function, we will find it faster than in the Schwefel’s
function. In Rana’s function no global minimum is described in the literature.
And during the evolution in these experiments no global minimum was found.
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Abstract. The goal of adaptive e-learning is to adjust e-learning content and 

environment to student’s properties and achieve more effective learning by do-

ing so. This paper focuses on dynamic adjustment of content of teaching. This 

adaptation is done on base of analysis of learning process with focus on stu-

dent’s success rate of answering testing questions and on student’s requests to 

alter the form of teaching. If student’s success rate is too low, easier variant of 

content is shown to him. And if student’s success rate is high, more challenging 

parts are added to the learning content. 

1   Introduction 

Adaptive e-learning is focused on the student and it adjusts the teaching style to the 

student’s needs. The teaching style is defined by the content, form of and the way of 

teaching. This teaching style is altered on the basis of student’s knowledge and prop-

erties that has influence on his learning. 

This article follows the system Barborka [1] that can adapt learning content by the 

student’s properties. This system is working with very structured learning content that 

is prepared by the author in different forms and difficulty levels (called depth). The 

teaching is controlled by algorithm called virtual teacher [2] that can be parameterized 

by expert on adaptive teaching. 

1.1 Learning Content Structure 

Learning content has hierarchical structure formed by lessons, frames, variants and 

layers. Lesson is learning unit with the size of teaching hour. It doesn’t have to be of 

equal size of the textbook chapter. Lesson is composed of frames. 

Frame is a part of lesson and it contains one teaching topic. For the purpose of 

adaptive teaching is frame divided to variants and layers. 

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2012, pp. 656–661.
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Variants of frames are different ways of teaching and testing the same topic. They 

differ in sensual form and the depth of teaching. The sensual forms are dived to visual 

(with pictures and schemes), auditive (with sound information) verbal (with text) and 

kinesthetic (with interaction elements). The depth of teaching describes the detail and 

level of difficulty of teaching. The depth is divided to three levels. The depth 2 is most 

often used level of detail and difficulty. The depth 3 teaches the same information but 

in lower difficulty. The depth 1 has additional, more complex information that is not 

in depth 2 and is not required from students at any exam. 

Layer of frame is part of frame that has clearly defined purpose in the learning pro-

cess (explanation, fixation, examination, motivation…). 

1.2 Virtual Teacher 

Virtual teacher displays appropriately ordered layers of chosen frame in suitable 

form to student. Work of virtual teacher is controlled by set of rules that are designed 

by expert for adaptive teaching. Each rule is composed of the presumptions and con-

clusions. The presumptions are formed by the levels of student’s properties. The con-

clusions are formed by the sensual form and depth of each type of layer and the order 

of layer types. 

The original algorithm of virtual teacher was changed in order to follow the new 

theory and concepts [3] and to better react to student’s requests and to missing vari-

ants of layers. 

The work of virtual teacher is now divided to three phases. Appropriate rules, 

which apply to given levels of student’s properties, are chosen first. This set of chosen 

rules is called personal teaching style. After the student chooses the frame, the virtual 

teacher creates actual teaching style (ordered set of layers in appropriate form) on the 

base of personal teaching style and available variants of frame. In the last phase ap-

propriate frame (composed of parts specified in actual teaching style) is gradually 

displayed to student, who can anytime ask to display the layer in different form or 

depth. 

In this paper is described the automatic data analysis of teaching process that cre-

ates recommendations to alter the rules of virtual teacher. It also creates recommenda-

tions for authors of learning content. In the following part is described the design of 

algorithm for dynamic control of teaching process. 

2   Automatic Analysis of Teaching Process 

Dynamic adaptation of teaching process is based on the information gathered by anal-

ysis of teaching process. Correctness of student’s answers is recorded together with 

requested changes in form and depth. All these data are stored in already designed 

teaching process log [4]. 

Analysis of this log is divided to two levels. On first level are analyzed data of all 

students and on the second level are analyzed data of individual students. This separa-
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tion is useful because the results of analysis will be used in different cases. First level 

will be used for general recommendation and the second level will be used for imme-

diate adaption of teaching style for individual students. 

2.1   Teaching Process Analysis of All Students 

Results of this analysis will be used by two groups of users: experts on adaptive teach-

ing (who can alter the parameters of adaptive teaching algorithm) and authors (who 

can see parts of learning content that was difficult for many students). 

Authors of adaptive textbooks can view statistics about how successful were stu-

dent’s answers to questions in different frames. And they can also see in which frames 

students frequently requested easier depth. 

Experts on adaptive teaching can change the way of adaptive teaching by altering 

adaptive rules. Following information will be available to support this process: 

1. statistics of successfulness of existing rules 

2. proposals to alter existing rules 

3. proposals to add new rules 

Statistics of successfulness of existing rules will be mostly represented by reliabil-

ity of each rule. This reliability is given by computing average successfulness of all 

students for whom the virtual teacher used this rule in their teaching. 

Proposals to alter or add rules will be based on the association analysis. The log of 

the teaching process must be supplemented with ID of used rules for the needs of this 

analysis. 

This preprocessed data can now be analyzed by association method. Student’s 

properties, ID of used rule and layer type will be used as antecedents. Student’s re-

quested change will be used as consequent. Proposals for altering the rules are given 

by associations with ID of used rule. Proposals for adding new rules are based on 

associations with no ID of used rule. 

2.2 Teaching Process Analysis of Individual Students 

Results of this analysis will be used in real time by algorithm of dynamic control of 

adaptive teaching process. That’s why the computation of this analysis must be fast 

and large log of teaching process can’t be used. Only following aggregated data will 

be logged in for each student: total number of student’s requested changes for each 

type of layer and total number of correctly and incorrectly answered questions. This 

data can be computed fast and easily by incrementing counters during the teaching 

process. 

3   Design of Algorithm for Dynamic Control of Adaptive Teaching  

This algorithm displays learning content tailored to the student’s properties and actual 

learning situation. Algorithm that adjusts learning content to the student’s properties is 



Dynamic Control of Adaptive e–Learning 659

already done [2]. That’s why we will now focus on adaptation to the learning situation 

that is described by following parameters: 

1. type, form and depth of layers that are already displayed to student in actual frame 

2. total number of correct and wrong answers of student for actual subject 

3. total number of student’s requests to change form or depth of each type of layer 

Following processes will be altered on the basis of above parameters: 

1. immediate reaction to student’s wrong answer 

2. reaction to student’s average successfulness 

3. altering of student’s properties 

3.1   Immediate Reaction to Student’s Wrong Answer 

If the student gives wrong answer to some question in some frame, then there is a 

chance that he didn’t learned enough from some part of this frame. That’s why it’s 

important to give quick and useful feedback. First is displayed the reaction to wrong 

answer (that can be prepared by the author), then will the student be encouraged to 

read again what he need from already displayed layers and then he can try to answer 

the same question again. If he answers it incorrectly again, then the system will dis-

play reaction to the wrong answer together with easier variant of the frame (depth 3) 

and the student can try to answer the same question again. If he answers incorrectly 

for the third time, then the correct answer will be displayed together with its explana-

tion (if the author prepared it). 

3.2   Reaction to Student’s Average Successfulness 

The virtual teacher also alters the way of teaching on the basis of the long term suc-

cessfulness in actual subject. Student’s successfulness in subject is given by his an-

swers. If he almost always answers correctly, then variant with additional and more 

challenging content and questions (depth 1) is displayed to him together with usual 

content. Better students can now study more difficult content and will not be bored by 

things that are easy for them. On the contrary, if the student almost always answers 

incorrectly, then the more carefully explained variant of content with easier questions 

(depth 3) is displayed to him. In this case the students, who have some difficulty with 

studying this subject, will have opportunity to better understand it. The algorithm 

follows these rules: 

1. if the student answered correctly more than 75% of depth 2 questions of actual 

subject, then display depth 1 of given layer type after each teaching or testing layer 

2. if the student answered incorrectly more than 75% of depth 2 or 3 questions of 

actual subject, then display all teaching and testing layers in depth 3 
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3.3   Altering of Student’s Properties 

Student’s properties are measured by short and inaccurate questionnaire that is filled 

only at the beginning of the study. But the properties can be measured incorrectly even 

under the best circumstances, when long questionnaire with many questions is used 

and the final evaluation is done by psychologist and not the computer program. Be-

cause of this it’s appropriate to measure the student’s properties with multiple meth-

ods. And one of the more accurate methods that we can use in e-learning is to watch 

the student’s teaching process. 

Virtual teacher is adapting the teaching process on the basis of student’s properties. 

So, if the student’s property is changed, the way of teaching is also changed. The goal 

is to display the learning content in the most appropriate form for the student, so he 

can learn quickly and easily. We can assume that the form of content that the student 

is often requesting is good for him and he will learn better from it. It is the student 

who has the major responsibility for his learning, so it is suitable to give him more 

control over his learning. That’s why the student’s properties will be altered by the 

student’s repeated requests and the requested form will be displayed by default. Form 

of the content is given by adaptive rules that are based on student’s properties. And 

for each student’s repeated request can be found either exactly one rule, which can 

fulfill the request, or none. If none rule is found, nothing is changed. If one rule is 

found, then the student’s properties are changed so they are closer to the properties in 

condition of the found rule. The more often the student will repeat this request the 

closer will be his properties to the properties used in found rule. In time will be the 

student’s properties close enough to the properties in rule’s condition. Then the rule 

will be used and the requested form will be displayed to the student by default. 

4   Conclusion 

Automatic data analysis described above will enable to easily assess the feedback 

from adaptive e-learning study. This analysis also allows the system to react on this 

feedback and adapt the learning content in real time. 

The goal of this work is not to find the most effective way of teaching, but to create 

system, which can effectively help in finding it. For these reasons is the system de-

signed very generally, so it’s easy to change its behavior in various ways. 

This system is now being implemented in PHP and MySQL. The release date of 

basic adaptive version that can do all tasks described here is scheduled at the end of 

year 2012. Then it will be used in limited teaching of subjects prepared in adaptive 

form and the collected data will be closely analyzed. 
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Abstract. Membrane computing is an emergent branch of natural com-
puting, taking inspiration from the structure and functioning of a living
cell. P systems, computing devices of this paradigm, are parallel, dis-
tributed and non-deterministic computing models which aim to capture
processes taking place in a living cell and represent them as a computa-
tion. In last decade, a great variety of extensions of model, introduced
by Paun in 1998, were presented. In this paper, we focus on modelling
the traffic flow by the means of P systems. P systems enable mezoscopic
representation of traffic flow with individual modelling of each cars be-
haviour. Theoretical model is presented together with an XML scheme
to store the output of the model.

Keywords: membrane computing, P systems, traffic flow, XML

1 Introduction

Membrane computing represents new and rapidly growing branch of natural
computing, which starts from observation that the processes taking place in a
living cell can be understood as a computation. Membrane computing and its
computational device – P system – were introduced by Păun [6] and gained a lot
of interest in last decade. P systems start from observation, that membrane plays
a fundamental role in the functioning of a living cell. Membranes act as three-
dimensional compartments which delimit various regions of a living cell. They are
essentially involved in a number of reactions taking place inside cell and moreover
act as selective channels of communication between different compartments of a
cell [2].

P systems take inspiration from cell on two levels – the structure and the
functioning. Structure of cell is represented by its membranes and functioning
is governed by biochemical reactions. Every P system therefore has three main
elements: a membrane structure, where object evolve according to given evolu-
tion rules [8]. Some authors add fourth basic element of membrane systems –
communication [2, 7]. Communication is always encoded in rules (they are called

c© M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2012, pp. 662–667.
VŠB – Technical University of Ostrava, FEECS, 2012, ISBN 978-80-248-2769-8.
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communication rules instead of evolution rules) and will be dealt with later in
the text. From the point of view of transportation modelling, communication
(e.g. topology) is essential feature.

Fig. 1. Graphical representation
of P system, [13]

Simple example of P system is depicted
in Fig. 1. Membrane structure is hierarchi-
cally arranged set of membranes, contained
in a distinguished outer membrane, called
skin membrane. System is surrounded by the
environment, which may collect objects leav-
ing the system, or in some variants of P sys-
tems, the environments can actively support
system with objects [1, 3]. Membranes de-
limit regions, with which they are in one-to-
one relation. Therefore the terms membrane
and region are mostly interchangeable. Each
membrane is identified by its label, which can
be with membranes in one-to-many relation.
The position of inner membranes does not
matter; we assume, that in membrane there
is no ordering, everything is close to every-
thing else [8].

Second basic element of P systems are
objects. By objects in biological sense are

meant chemicals, ions, molecules etc. Those substances are present in a cell
in enormous amounts, but the ordering again does not matter. What matters
is the concentration, the population, the number of copies of each molecule [8].
Abstracting from biological reality, we represent each substance by a symbol
from given alphabet and since the multiplicity matters, instead of objects we
use multisets of objects. Common notation of multisets in P systems is follow-
ing: if, for example, objects a, b, c are present in 7,2 and 5 copies, they will be
represented by multiset a7b2c5.

2 Transition P system

P systems based on application of multiset-rewriting rules are called transition
P system. Formally, transition P system is a construct of the form:

Π = (O,C, µ,w1, w2, . . . , wm, R1, R2, . . . , Rm, io), (1)

where:

– O is the finite and non-empty alphabet of objects,
– C ⊂ O is the set of catalysts,
– µ is a membrane structure, consisting of m membranes, labeled 1, 2, . . . ,m;

one says, that the membrane structure, and hence the system, is of degree m,
– w1, w2, . . . , wm are strings over O representing multisets of objects present

in regions 1, 2, . . . ,m of membrane structure,
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– R1, R2, . . . , Rm is finite set of evolution rules associated with regions
1, 2, . . . ,m of membrane structure,

– io is either one of the labels 1, 2, . . . ,m and then the respective region is the
output region of the system, or it os 0 and then the result of the computation
is collected in the environment of the system.

A sequence of transitions of P system constitutes a computation. A computation
is successful if it halts, it reaches a configuration where no rule can be applied
to the existing objects, and output region io still exists [8].

The rules are of form u → v, where u ∈ O and v ∈ (O × Tar), where
Tar = {here, in, out}. Target indications Tar extend transition P system in
following way: rule ab→ cheredineout consumes one instance of each a and b and
produces one copy of c in current membrane, one copy of d in a child of current
membrane and one copy of e in the parent of current membrane. If current
membrane is skin membrane, object e is send to environment of the system. If
current membrane does not have a child, rule can not be applied.

Another extension comes from the existence of catalysts. Catalysts are ob-
jects, which participate in a chemical reaction, but are not consumed or produced
by it. They just enable the application of rule. Rule with catalysts takes following
form: ac→ bc, with object c being the catalyst.

3 P system based model of traffic flow

In this section we describe P system model of traffic flow. This model aims to
capture detailed behaviour of cars at the intersection, while ignoring behaviour
at road segments.

3.1 Definition of a system

Within P systems paradigm, road network can be described as a graph with
membranes at the nodes. This representation is similar to the one of commu-
nication P systems [11]. There are three types of membranes, based on their
function. White holes act as generators of cars. If the systems represents, say,
a city, than white holes will be the roads, bringing cars to the city. Opposite
reactions take place in black holes, where the cars leave the system. White and
black holes does not necessarily have to be only at the periphery of the system
– also residential, industrial or business areas within the city can act as white or
black holes, and they can therefore be placed arbitrarily in the graph. The third
type of nodes is an intersection. At intersection, cars are distributed to other
parts of the network.
Within this paradigm, cars are represented as objects. For the sake of brevity, we
will consider only one type of object – an arbitrary vehicle. In praxis, however,
different types of vehicles (cars, buses, motorcycles etc.) can be represented by
different objects.

The behaviour of objects is described by a set of rules. In classical P sys-
tems, rules enable objects to be created, destroyed or qualitatively changed. In
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the proposed system, each of these is encapsulated in one type of membranes.
In white holes, objects are created, in black holes, they are removed from the
system, and at the intersections, they are changed (meaning they can change
their state from moving to stopping or vice versa). At the intersections, objects
are communicated to other membranes in the system.

Clearly, the behaviour of cars is not strictly deterministic, therefore stochas-
ticity must be introduced at some point. There are two ways to represent the
behaviour of a car in the network.

– When an object is introduced to the system at white hole A, a target des-
tination B is chosen from set of available black holes. The shortest path
between nodes A and B is calculated and vector of intersection, which must
be passed by an object is assigned to it. For each white hole, a set of prob-
abilities is assigned to all available black holes. Therefore, some paths are
preferred by the cars then others.

– For each intersection, a set of probabilities is assigned to all intersecting
roads. When a car is present at the intersection, a road is chosen and car
is send to next node of a graph. Each road is associated with a certain
probability of being chosen, therefore some links are more preferred by cars
than others.

First approach is preferable in case, where the preferences of cars in the network
are well known. If we lack the knowledge about drivers preferences and know
only vehicle intensities at the roads, second approach seems more suitable.

Also, travel time have to be taken into account. Time necessary to travel
from one node of a graph to another is represented by a cost of the link. Graph
is oriented, therefore travel time between two nodes can differ in both directions.

Last issue is associated with representation of traffic lights. At intersection,
only cars approaching from a certain direction are allowed to pass. Within P
systems framework, membrane polarizations are suitable tool for selective al-
lowance of objects into a membrane. The polarization of each intersections rep-
resents red/green lights and periodically changes, therefore simulating real world
situation.

3.2 Formal definition of a model

Traffic P system is a construct:

TrafficΠ = (O,µ, syn, (s(i,j,t))(i,j)∈syn;t∈N, R), (2)

where:

– O = {veh, vehs} is an alphabet of objects, veh representing moving vehicle
and vehs representing stopping vehicle,

– µ is a membrane structure, consisting ofmmembranes, labeledWH,BK, INT ;
representing white holes, black holes and intersections,
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– syn ⊆ {(i, j, t)|i, j ∈ {0, 1, 2, . . . ,m}, i 6= j, t ∈ N} is a subset of synapses –
links between the membranes, where i and j are membranes from the set µ
and t is time constant associated with each synapse.

– R is a set of rules associated with membranes from µ. The rules differ for
membranes labeled as white holes, black holes and intersections.

• White holes – vehicles veh are generated and sent to one of neighboring
membranes.

[ ]WH
ti−→ [vehWH ]k,

where {k,WH, ti} ∈ syn and application of a rule takes ti time steps. A
label of white hole will be associated with a vehicle veh when approaching
intersection k, which will be used to decide, whether a vehicle should stop
or pass the intersection.

• Black holes – vehicles veh are removed from the system.

[veh]BH
t=1−−→ [ ]WH ,

application of such rule takes 1 time unit.
• Intersection – several rules are associated with intersections. Here we

describe a situation, where car makes a decision about its target desti-
nation at each intersection.
Rule:

[vehk]km
ti,pi−−−→ [vehm]n

describes a situation, where car coming from membrane k approaches an
intersectionm with polarization k. Since the polarization and label of veh
correspond, a veh can pass the intersection and proceed to membrane n,
with probability pi. veh will be assigned with label of passed membrane
m. Application of rule will take ti time units.
Rule:

[vehk]lm
t=1,p=1−−−−−→ [vehs]

l
m

describes a situation, where moving car veh coming from membrane k
approaches an intersection m with polarization l. Since the polarization
and label of veh do not agree, the vehicle veh must stop and therefore
changes to vehs, with probability 1 and taking 1 time step.
Rule:

[vehks ]km
ti,pi−−−→ [veh]n

describes a situation, where stopping car vehs from membrane k is in
membrane m with polarization k; it can pass the intersection and con-
tinue to membrane n. This is enabled by changing polarizations of mem-
branes.

Global clock for the system are assumed. The polarization of membranes changes
according to a given schedule. All other parameters of the system - creation rate
at white holes, probabilities and time constants associated with the synapses can
also be time-dependent.
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Herćık, Radim, 201
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Kabeĺıková, Pavla, 423
Kapicak, Lukas, 482
Kepak, Stanislav, 464
Kijonka, Jan, 227
Klein, Lukas, 165
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Maňas, Jakub, 245
Marek, Martin, 49
Markopoulos, Alexandros, 385



Meca, Ondřej, 625
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Sokanský, Karel, 3
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Šumpich, Jan, 3
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