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Preface

The workshop WOFEX 2013 (PhD workshop of Faculty of Electrical Engineering
and Computer Science) was held on September 10" — 11*! September 2013 at the
VSB — Technical University of Ostrava. The workshop offers an opportunity for
students to meet and share their research experiences, to discover commonalities
in research and studentship, and to foster a collaborative environment for joint
problem solving. PhD students are encouraged to attend in order to ensure a
broad, unconfined discussion. In that view, this workshop is intended for students
and researchers of this faculty offering opportunities to meet new colleagues.

This book of proceedings includes 85 papers of faculty PhD students and 6
papers of external authors. The proceedings of WOFEX 2013 are also available at
WOFEX Web site http://wofex.vsb.cz/2013/. I would like to thank the authors
and the Organizing Committee from Department of Computer Science, namely
Jir{ Dvorsky and Pavel Moravec, for their arduous editing work.

September 2013 Michal Kratky
Program Committee Chair
WOFEX 2013
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Microprocessor Control Voltage Inverter

Martin Borski

5 Department of Electronics, FEECS,
VSB — Technical University of Ostrava, 17. listopadu 15, 708 33 Ostrava — Poruba
martin.borski@vsb.cz

Abstract. This paper describes the design and realization of voltage
inverter with microprocessor control. At first is shown the completely
connection with the description of individual components. And then are
performed several measurements. The created model will be used for
innovative laboratory exercises and study purposes in the Department
of Electronics. The converter includes conventional modules with IGBT
(Isolated Gate Bipolar transistor) controlled by a modern control system.
The processor in the control unit works in real — time algorithm.

Keywords: converter; voltage inverter; power modules; IGBT; IGBT driver;
capacitors battery; control unit

1 Introduction

The development of modern control units with fast signal processor causes ad-
vancement in the control of the power switching devices. Thanks to these con-
trol units we receive control with optimal results. Power switching parts are
constantly being developed by using new technologies, too. Their parameters
increase and they need a faster and powerful control system. This also applies
to a device IGBT. These item’s excellent frequency properties are mostly used
in power converters.

2 Power Voltage Inverter

The inverter can be powered from a DC source as well as from three-phase
network, because a rectifier is connected. The fuses are included in the input
for protection of semiconductor components when an undesirable effects (short-
circuit, overload). Capacitor in the DC link is a source smoothed DC voltage
for the inverter and load for the rectifier at the same time. Sensors on the input
and output measure values and send it to the control unit. The control unit
communicates with the host computer and controls the switching of individual
transistors.

© M. Kratky, J. Dvorsky, P. Moravec (Eds.): WOFEX 2013, pp. 1-5.
VSB — Technical University of Ostrava, FEECS, 2013, ISBN 978-80-248-3073-5.
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Fig. 1. Controlled voltage inverter block diagram

2.1 Description of a Block Diagram

Protection. The converter is protected by five cylindrical fuses with marking
PV51432AgR. These fuses serve for turning-off the nominal current 32 A. These
fuses are inserted into the fuse switch-disconnectors OPV14.

Rectifier. SKD50/12A3 is used as the power bridge rectifier. This is a three
phase diode-rectifier in an isolated metal case with screw terminals.

Capacitors battery. In a converter’s DC-link, there is a capacitors battery
located with an equivalent capacity 3.3 mF. This value is achieved by six
electrolytic capacitors type K01 2.2 mF. Balancing resistors 27 k{2 are con-
nected in parallel with the capacitors.

Power IGBT modules. Inverter’s power bridge is created by IGBT transis-
tors with inverse diodes. Three modules of type SKM75GB123D by Semikron
are used in this three-phase inverter design. In one case (Semitrans 2) there
are two transistors. The maximum range of voltage between collector-emitter
is 1200 V and continual current 75 A. As close as possible to these IGTB
modules are located snubber capacitors which reduce the inductance between
the switch and the capacitor.

IGBT drivers. Drivers by Semikron of type SKHI22AH4R, are used in this
application. This is a hybrid dual IGBT driver in a case SEMIDRIVER.
The Driver is isolated by transformers and it has an integrated circuit for
protecting the power supply under voltage (13 V) and short circuit.

Voltage and current sensors. In the converter, there are generally eight sen-
sors by Swiss company LEM. There are four LV25-P voltage sensors and four
LAH 25-NP current sensors. One of the voltage and current sensors measures
the voltage and current of the DC-link. The other sensors measure voltage
and current on output phases.

Control system. Microcontroller Freescale 56F8037 is used for switching IGBT
transistors.
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Fig. 2. 3D inverter model and completely assembled inverter

3 The Construction of Inverter

With the help of 3D CAD, the converter design enables the exact layout of
components and their production if needed. The isolation distance and the cable
placement must be respected in the design.

A complete 3D CAD model of the voltage inverter without cables is in the
picture (Fig. 2).

Aluminium heat sink L 280 type 35.2 is in the middle part. The fan is dissi-
pated the heat from the heat sink. So the air is circulated and forced convention
is secured. A Power rectifier module and IGBT modules are strongly mounted
by screws on aluminum heat sink. The distance between the modules is 15 mm.

In the picture (Fig. 2), there is a complete converter with a laminate cover.
The control system is placed on an independent metal shield due to isolation
distance and EMC (Electromagnetic Compatibility). In front of the converter,
there are a power source and fuse switch-disconnectors for protection leads.
Capacitors are attached by ringing clips in a horizontal position on the back
side of the converter.

4 Experimental Results

The individual parts were tested before the first starting operation of the in-
verter (control system, drivers, measuring sensors, etc.). The measurement was
performed on a completely compiled converter.

The inverter was connected to an asynchronous motor and was tested under
load (Fig. 3). Voltage and current waveforms were measured at the output of
the inverter.

The measuring points lead out of each IGBT to the cover. There are a collec-
tor, an emitter, a gate and an output of the driver before a resistor Rgoy. This
makes it possible, for example to measure the pulse graph is between the gate
and the emitter transistors in one phase (Fig. 4) or the dead time is measured
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Fig. 3. Graph line output voltage (yellow), phase voltage (blue) and current (red)

on transistors in one branch of the inverter (Fig. 5). The signals are brought out
from individual sensors. All of these variables can be measured without the need
of the protective cover being removed.
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Fig. 4. Switching pulses on transistors in one phase

5 Conclusion

With the use of innovative processes and modern parts a laboratory model of
a voltage inverter was created. Its functionality was proved by measurements
on its individual parts as well as on the device as such. Supposed outputs were
reached. It will be possible to make different measurements on the inverter and
innovating already set assessments. It will also be possible to assess bachelor and
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Fig. 5. Dead time on transistors in one branch inverter

diploma thesis based on the inverter. It is necessary to suggest other means of
driving and optimization of the operation.

Acknowledgment
The research described in this paper was supported by these projects:

— SGS project SP2013/80 — Utilizing of Modern SiC Components for MF
Power Semiconductor Converters.

This research was supervised by prof. Ing. Petr Chlebis, CSc. from Department
of Electronics, VSB - TU Ostrava.

References

1. Havel, Ales, Petr Vaculik and David Slivka. Efficient Propulsion Structure with
Anaxial Flux Rotary Converter for HEV Drive Unit. Advances in Electrical and
Electronic Engineering. September 2011, vol. 9, iss. 3,. ISSN: 13361376.

2. Slivka, David, Petr Palacky, Petr Vaculik and Ales Havel. Electric Vehicle Control
units Communication. Advances in Electrical and Electronic Engineering. March
2012, vol. 10, iss. 1, p. 17-21,. ISSN:13361376.

3. Palacky, Petr, Martin Sobek, Petr Hudecek, David Slivka and Rostislav Naivert. A
Multipurpose Control Unit Based on Freescale 56F8037 with Implemented Vector
Control of an Induction Motor. Advances in Applied Electronics. September 2010,
p. 241-244, TSSN:1803-7232.

4. Neborak, Ivo, Petr Skotnica. Electric Car with Induction Motor Supplied by Voltage
Inverter. Advances in Electric Power Engineering. May 2010, p. 823-826, ISBN:978-
80-214-4094-4.



Realization of Microprocessor Control One and
Three-Phase Thyristor Rectifier

Jiri Spicka

3 Department of Electronics, FEECS,
VSB — Technical University of Ostrava, 17. listopadu 15, 708 33 Ostrava — Poruba
jiri.spicka@vsb.cz

Abstract. This article describes the design, simulation and realization of the
thyristor controlled rectifier with the microprocessor control unit. The created
power semiconductor converter is used for teaching in the Department of Elec-
tronics, VSB - Technical University of Ostrava. The power converter is based
on 56F8037 digital signal controller. The realized controlled rectifier and ex-
perimental results are added to end of the article.

Keywords: controlled rectifier, power converter, thyristor, control unit, digital
signal controller 56F8037

1 Introduction

The controlled rectifiers belongs to a group of the inverters with external commuta-
tion. They converts AC electrical power to DC power. They are used to control a
motors (such as soft-starters AC motors), to control the lighting, temperature control
of the furnace or temperature control for a chemical processes, etc.

An experimental measuring station with the controlled rectifier is used to describe
the principles of uncontrolled and controlled rectifiers for various applications. The
measurements on the power rectifier describe the transfer of energy flow from the
power supply to the load when changing the required parameters, commutation in the
rectifier, reverse effects back to the power supply at different parameters of the load.
A harmonic analysis of the phase currents is also implemented on the experimental
measuring station with the controlled rectifier.

© M. Kratky, J. Dvorsky, P. Moravec (Eds.): WOFEX 2013, pp. 6-11.
VSB — Technical University of Ostrava, FEECS, 2013, ISBN 978-80-248-3073-5.
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2 Description of parts of the power converter

Phase Controlled Output [N
Fuses j) Sensors j‘> rectifier j) sensors [—V/ Load
i YYTYIYY)

Drivers
3phase AC ¥
power supply PC FreeMASTER

Control unit |, »  communication

A 4

Fig. 1. Block diagram of the controlled rectifier

2.1 Description of the block diagram

Controlled rectifier. The controlled rectifier is constructed in a three-phase bridge.
A two-pulse or six-pulse rectifier is selected by appropriate control. The rectifier is
composed of a three modules SKKT. Each module contains a pair of the thyristors.
The thyristor bridge is mounted to the heat sink type L140 34.2. The heat sink is
actively cooled.

Fuse. The protection of the experimental station with the controlled rectifier is divided
into two parts. The first part is a software protection and the second part is a fuse
protection. The rectifier is protected against high phase currents and output short
circuit by the software. The fuses protect the rectifier against high phase currents.

Sensors. The phase and output signals are scanned by sensors made by LEM. The
current sensors are indicated as LAH 25-NP and voltage sensors are indicated as
LV25-P. The current signal of the sensor carries information about a shape of scanned
variable. This value is processed by analog-to-digital converter.

Control unit. The control unit is a microprocessor board with digital signal controller
56F8037 by Freescale. Eight analog-to-digital converters, two digital-to-analog
converters and three programmable interrupt timers are needed to drive the thyristor
controlled rectifier.

Drivers. The energizing circuit supplied power for switching the thyristor and these
circuits provide galvanic isolation of the control part from the power part of the
rectifier. The galvanic isolation is realized by an optocouplers (for the control unit)
and by DC/DC converters (power for the energizing circuits).
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FreeMASTER. The experimental measuring station is controlled by program Free-
MASTER. The control unit communicates with the FreeMASTER through
programming and communication interface JTAG.

2.2 Parameters of the controlled rectifier

Phase voltage Urys = 50 — 230V / 50 — 60Hz
Phase current max Izus = 25A (by sensors)
Fuse current protection /zpys = 15A

Software current protection / = 12A
Dimensions 315 x 210 x 200 mm

3 Simulation and design

The control section and the power section of the controlled rectifier are simulated by
OrCAD - PSpice. A dimensioning of the converter in terms of heat loss and calcula-
tions of electrical variables are calculated by MATLAB software.

3.1 Simulation

3phase AC .| Controlled - Load
power supply "] rectifier "
7y x A_____ . &
D OREEEEE -EEEE bt i
Control unit > Drivers <« -~ Simulation
A______ L ______— i parameters

Fig. 2. Simulation model of the controlled rectifier

The simulation scheme is composed of blocks in the hierarchical structure of the pro-
gram OrCAD. The simulation environment is designed to resemble the real condi-
tions. In the simulation is developed the control electronics of the rectifier according
to real design, implementation impedance of the power supply, refining PSpice mod-
els of the thyristor modules etc. The simulation is controlled by a global parameters.
These parameters change an internal impedance of the power supply (such as increas-
ing input inductance), control angle o, generated and adjusted the widths of the con-
trol pulses. Type of the load is also controlled by the global parameters.

The simulation of the controlled rectifier led to a number of simulation results that
indicate the proper design of the rectifier.
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3.2 Design cooling of the controlled rectifier

When designing a suitable cooling of the controlled rectifier is based on the assump-
tion that the power dissipation of the rectifier is mainly due to the size of a forward
current of the thyristor (1). Cooling of the thyristor controlled rectifier is designed to
limit parameters of the thyristor modules. The thermal models are constructed for both
two-pulse, and for the six-pulse controlled rectifier bridge.

Thyristor modules datasheet specifies the maximum mean value a forward current
of thyristor I74y. The maximum value of the current flowing through the thyristor is
given by the maximum supply voltage (phase-to-phase voltage) and minimum load
resistor.

PFAV:UTO']TAV+rr'112zMS M

The power dissipation of the module Pr4yy is double that the power dissipation of the
thyristor because each thyristor current leads one half period in the two-pulse rectifier.

AT = Py 'ZRM 2)

In a similar way, the assembled thermal model of the six-pulse rectifier. The differ-
ence is that the power dissipation of the thyristors (1) is given by other passage of the
currents than the thyristors in the two-pulse rectifier bridge.

For the thyristor controlled rectifier is chosen the heat sink with active cooling
model L140 type 34.2. with the thermal transient resistance of the heat sink assembly
Rinp-a=0,185K/W.

3.3 Design fusing of the controlled rectifier

Design of the fuse protection of the thyristor controlled rectifier is based on the cur-
rent waveforms of the phases, calculations of their effective values depending on the
mean values of current waveforms of the thyristors. As in the previous chapter the
design calculated with the two-pulse and six-pulse rectifier bridge.

Used current sensors and cable management, do not allow maximum workload of
the thyristor modules. Maximum size of effective value of current flowing through the
sensor Jrus = 25A.

4 3D CAD design and construction

The parts and overall model of the controlled rectifier are designed in 3D CAD system
Autodesk Inventor. 3D CAD model of the controlled rectifier was made especially for
the visualization of a suitable arrangement of the individual components.

The controlled rectifier is covered by a plexiglass. Appropriate choice of the cover
allows insight into the internal structure of the power converter and also serves as a
protection against accidental contact with live parts.
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Fig. 3. 3D CAD model and realized controlled rectifier

Construction of the controlled rectifier based on 3D CAD model of power convert-
er. An important part of the design and the implementation was reviving control elec-
tronics, control unit, drivers, input and output sensors. Another part was a proposal of
the power supply of the control electronics and cooperation control electronics with
power section of the thyristor controlled rectifier.

5 Experimental results

The first measurements of the rectifier were aimed to verify its correct operation. For
example, the functionality of the drivers or sensing power magnitudes by sensors.

The experimental result of two-pulse rectifier with RL load and the inclusion of the
input choke on the power supply. The measurement shows the shapes of the output
voltage (yellow) and current (red) in the power supply voltage (blue) and backward
influences of the rectifier on the power supply when the control angle a =55 °.

o ] e, -
N\ N N

o N

N ™

Measure Piddelay(C1,03)  P2:At@V(G1,03) P3fall(C3)  P4:dt@N(C1C3)  PEAI@MCICT) P6ms(C1)
value -1.09450500 ms
status v

(Timebase 0.0 ms) [Tigoer CRIEN)
20,0 Vrdiv| 50.0 Vidiv| Stop 3.0V|
0.00V offsel} 148.5 V ofsf] S 200 MSis]Edge _ Positive}

Fig. 4. Voltage and current waveforms of the two-pulse rectifier

Another experimental result is the measurement commutation voltage drop under high
input impedance of the power supply. The output voltage of the six-pulse rectifier and
the couple phase currents are showed on the figure 5. The Graph show the commuta-
tion time.
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PSO@MCICT) FRmAICT

(Output voltage — red; phase currents — blue and green)

6 Conclusion

The experimental measuring station proved to work successfully. The subsequent
work will focus on optimizing and implementing new control algorithms (e.g. a vector
control of the rectifier) and preparation for a wider range of measurement which will
be used for teaching at Department of Electronics.
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Abstract: This article deals with simulation of thermal field in the KL-494 lig-
uid cooled heat sink from Seifer Electronic. This heat sink can be used in fre-
quency converter and this converter can be used in locomotive. The 3D model
of heat sink was created in 3D CAD program. The power modules from Semi-
cron are placed on the heat sink. Type of power semiconductor module is SE-
MiX854GB176HDs. This heat sink is 630 mm long and it is made from alumi-
num. The main idea of this paper is to define maximal temperature and maximal
power dissipation, which can be dissipated by this heat sink. Power dissipation
depends at switching frequency. We can use results, which we obtained from
simulations, for construction of high power frequency converter.

Keywords: heat sink, thermal field, cooling channel.

1 Introduction

In the frequency converter the power dissipation is arising. This power dissipation
is converted into thermal energy. Energy must be fully spread out into a predefined
heat sink. Therefore, we produced series of simulations of thermal fields to select the
best construction solutions for heat sink KL 494.

3D model of the heat sink is created in 3D CAD program for this purpose. This
model is equipped with power semiconductor modules.

Heat sink KL 494 is designed especially for the frequency converter in a locomo-
tive. Its length is 630mm. Rated current to the power module is 100A and 280A and
for short time it may be up to 560A. The type of power semiconductor module is SE-
MiX854GB176HDs and its dimensions are 57x155mm.

Mathematical expressions of all functions and precise calculations can be found in
the literature [1-5]. By using these mathematical functions we compiled model. This
model is shown in the following figure.

© M. Kratky, J. Dvorsky, P. Moravec (Eds.): WOFEX 2013, pp. 12-17.
VSB — Technical University of Ostrava, FEECS, 2013, ISBN 978-80-248-3073-5.
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Fig. 1: Alternative scheme of convection thermal energy transfer and detail of con-
struction of the converter [6]

2  Simulation results

Simulations are divided by power dissipation and number of cooling channels. The
power modules are not considered in the simulations, because we cannot determine its
inner construction.

Simulations are created in multi-physic program with function CFX and Steady
State. The initial temperature of cooling liquid was set to 40°C. The overall flow rate
was always set to 10s”". So if there are more cooling channels in the heat sink, flow
rate in one channel is equal share of overall flow rate.

First simulation is created with two cooling channels in the heat sink of type KL
494. One channel is inlet and second channel is outlet. Cooling medium is water and
its temperature is set to 40°C. We can see the results of these simulations in figure 2, 3
and 4. Dissipation power is lower on the left than on the right. All results we can find
in Table 1.
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Fig. 2: Thermal field of heat sink with power dissipation 2039 and 2983 W.
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Fig. 3: Thermal field of heat sink with power dissipation 4091 and 6770 W.

Table 1: Table of maximal temperature of heat sink and temperature of cooling
medium

Ptot [W] Iin [A] F [kHz] Ta [C] Tmax [C] Tkap [C]
2039 100 1 40 61,479 48,126
2983 100 3 40 69,544 51,871
4901 100 5 40 87,863 59,663
6770 100 7 40 105,63 67,917
Dependence of temperature on dissipation power

150

T 100 =
v
2
o _____._'___—l_-'—'
w 50
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£
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o
1561 20596 2983 4901 6770
Dissipation power [W]
——Tmax [C] =———Tkap [C]

Fig. 4: Dependence of temperature on power dissipation

Next simulation was performed on 3D model of heat sink with four cooling chan-
nels. Heat sink is divided in two similar parts. In these parts we used two cooling
channels. The first channel was inlet and the second was outlet. Flow rate was set on
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505" per inlet channel. The temperature of cooling medium was set to 40°C. We can
see the results of these simulations in figure 5, 6 and 7. Dissipation power is lower on
the left than on the right. All results we can find in Table 2.

(1) u nin A v m (] sl /LV

[ (] L] ]

Fig. 5: Thermal field of heat sink with power dissipation 7490 and 9307 /.

Fig. 6: Thermal field of heat sink with power dissipation 14110 and 20986 1.

Table 2: Table of maximal temperature of heat sink and temperature of cooling
medium

Ptot [W] lin [A] F [kHz] Ta[C] Tmax[C] Tkap [C]
7490 560 1 40 99,464 58,113
9307 560 3 40 99,464 58,113
14110 560 5 40 130,11 65,569
20986 560 7 40 174,01 78,891
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Dependence of temperature on dissipation power
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Fig. 7: Dependence of temperature on power dissipation

Last simulations have a new prototype cooling. Two pieces of aluminum blocks are
mounted on the heat sink. Those blocks are used for distribution of liquid. The flow
rate of cooling medium is divided into two halves. Inlet is represented by two inde-
pendent cooling channels in middle and outlet is represented by two channels on sides.
The flow rate of cooling medium is set to 10L.s™. We can see the results of these simu-
lations in figure 8. Dissipation power is lower on the left than on the right. All results
we can find in Table 3.

W

w wn R l‘% o o [ l%
— — [ ]
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Fig. 8: Thermal field of heat sink with power dissipation 9307 and 20986W.

Table 3: Table of maximal temperature of heat sink and temperature of medium

Ptot [W] Iin [A] F [kHz] Ta [C] Tmax [C] Tkap [C]

9307 560 3 40 81,22 53,189
20986 560 5 40 106,9 71,106




Thermal field in the heat sink KL 494 17

3 Conclusion

Simulations, which we created, give us an overview about the maximum tempera-
ture in the liquid cooled heat sink KL 494. All results are listed in Tables 1, 2 and 3.

In the first simulation, maximal power dissipation is set to 6770 and maximal
temperature was 105,63°C. Flow rate was set to 10Ls” and we used only two cooling
channels for this simulation. In the next simulation maximal power dissipation was set
to 20986/ and we used four cooling channels. Overall flow rate was set to 10Ls™ per
inlet cooling channels (5 L.s" each channel).

From these simulations we created next type of cooling system. We added two
block of aluminum to the heat sink. These blocks are installed on both sides of the
heat sink. These blocks are used to distribute and modify the flow of cooling medium
in the heat sink KL 494. Maximal temperature was 106,9°C with power dissipation
20986W.
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Abstract. The main aim of this paper is simulation of selefactronic
circuits, in which new functional structures aredignstead of tradition-
al voltage operational amplifiers. These new fuwl structures con-
tain of the only commercially available current geyor, which is the
non — invert positive current Il. generation cormeyCClI+). These
new functional structures are based on the estddia that “every ac-
tive element can be described by a set of conttalturces and that the
Il. generation current conveyor is an universal starctional active
element. In this paper, the current conveyors iastyf theoretically de-
scribed and then used for construction of new fonel structures.
These new functional structures are consequenthodstrated in sever-
al simulations. As an example, a simulation of ativae filter and Wien
oscillator are presented in this study.

Keywords. current conveyor, wien oscillator, active filter

1 Introduction

In 1966, the concept of an active element was diced, which surpassed the cha-
racteristics of operational amplifiers. This figtnception is called I. generation of
current conveyors. A few years later, Il. generatid this element was introduced.
Nowadays, it can be only found as part of anotbenpalex structure. If this element is
implemented in electronic circuits, many advantagges be found, such as: it signifi-
cantly improves dynamics of the circuit (increaskesv rate), it increases frequency, al
which circuit can operate (up to several hundredzMit extends frequency range of
processed signals, it improves circuit's noise imityuat low supply voltage, and
most importantly, it can operate at very low supgiitage, which can be very benefi-
cial for circuits, which are powered by batteri€his article is based on the essentia
idea that every active element can be describeal 4Bt of controlled sources and thai
the Il. generation of current conveyor is an urse¢constructional active element.

© M. Kratky, J. Dvorsky, P. Moravec (Eds.): WOFEX 2013, pp. 18-23.
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2 Current conveyors

Schematic symbol of the current conveyor is shawRig.1. Most commonly, the
conveyors have only three terminals. These termidéderentiate from each other by
function and properties [1]. The terminal Y is cderized as a high — impedance
non-inverting voltage input. From this terminale tholtage is conveyed to the termin-
al X (current input) by voltage follower but hetecan also be considered as the out
put voltage terminal. However, if we consider ttetninal X is input current termin-
al, the current is conveyed to the terminal Z by ¢brrent follower. The terminal Z is
current output terminal of current conveyor [2].

IY CC CC
e Y—
UY y I;
2
X Z
- | X X—|
1 i

Fig. 1 Schematic symbol and block scheme of current camvey

The relationship between input and output termifits
u, =aluy,i, =bM,,i, =cl 1)

Every current conveyor can be described by a deiteloice of the transmission
coefficients of currents and voltages (a, b, c).

The coefficient ,a" specifies if the current coneeys inverting or non — inverting.
If coefficient a = 1, the voltage that is conveyaain the terminal Y to the terminal X
is not inverted and marking of the conveyor is GCoefficient a = -1, the voltage
that is conveyed from the terminal Y to the terrhikais inverted and marking of
conveyor is ICC [2].

The next coefficient ,b* specifies generation ofremt conveyors. If coefficient b
= 1, the current,lis conveyed to the terminal Y with positive siguarking of con-
veyors is CCI. If coefficient b = 0, the currepid not conveyed to the terminal Y and
marking of conveyors is CCII. If coefficient b =,-the current,is conveyed to the
terminal Y with negative sign and marking of convesyyis CClII [2].

The coefficient ,c* specifies behavior of the curteonveyors. Also, terminology
of the non — inverting (positive) and inverting @a¢ive) current conveyor corres-
ponds to the orientation of the output current. ¢¢envhen the coefficientc =1, itis a
positive current conveyor and it is marked withlaspsign (CCll+). When the coeffi-
cient ¢ = -1 it is a negative current conveyor @nsl marked with a minus sign (CClII-
) [2].

Another important element is the universal curreotveyor (UCC), which has
been developed on the basic idea that all the puslyi mentioned types of current
conveyors can be implemented into only one stratelement.
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3 Basic structurewith current conveyors

Every active element can be generally describel widtse, regardless on what is
the structure or what are the components of thaimed; circuit. The best description
is by a set of controlled sources, which can dbsail the structures [3].

Furthermore, due to the fact that the non — inmgrfiositive conveyor of Il. gener-
ation (CCII+) is the only commercially availablermnt conveyor, its use can be also
assumed as of the universal active element. Howéhisrapplies under certain condi-
tions.

Therefore, based on the claim that CCII+ is avensial building active element
[3], it is practically possible to realize four m$unctional block structures. These
are: a voltage source controlled by voltage, aenirsource controlled by voltage, a
voltage source controlled by current, a currente@gontrolled by current.

The structure, which represents compensation feratjpnal amplifier is shown in
Fig.2 [3]. The voltage terminal Y1 represents tiverting input of this structure. The
voltage input Y2 represents the non — invertingutrgf this structure. The terminal Z2
is output of this structure. Unused terminals ameugded. The output is completed
with a voltage follower [4].

I

Fig. 2 Functional block structure with current conveyors

The impedanc&; and the resistor R are the most important elemiarttss struc-
ture. They significantly affect the structure ahd proposed circuit as they determine
the gain of the structure. The impedarfeideally approaches to infinity and the
resistor R ideally approaches to zero.

== ()

4 Application of functional structuresin electronic circuits

In this paragraph, the above mentioned structuige JFproviding the replacement
of an operational amplifier by current conveyorsiged in a design and construction
of low — pass filter of § order in a non — inverting connection. After rerimgyof the
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operational amplifier, the structure is directligefd on the place of the original opera-
tional amplifier and that without any further madétions of the circuit.

cCin

M-

L [

cuTiM

ccn

UCC-iL

¥i Zi1P
¥2 ZiN
w3 ZIP
X ZN

R-a[l]é

Fig. 3 The compensation for operational amplifier

The structure is composed of two universal curcemveyors, which are connected
as a positive current conveyor of Il. generatidnisiplaced instead of operational
amplifier. On this sample, we can confirm the agserthat with the universal current
conveyors we can realize a current conveyor ofggmeration. The proper function of
the low-pass filter can be then confirmed by predigiraphic waveforms (Fig.3). The
voltage inputs of universal current conveyors repngs inverting and non — inverting
inputs. The current output of universal currentvayor U5 is output of this structure
which is connected to the input of voltage follow&he resistor R15 is connected at
the input of this follower, which together with iger R16 determine the gain of the
structure. Unused terminals must be grounded.

Fig. 4 Connection diagram of low — pass filter 8t 6rder with current conveyors
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Furthermore, the functional block structure is useWien’s oscillator [2] (Fig.3).

Also, in this case, the classic operational amglii replaced by the current conveyor.
The oscillating frequency was choseride= 1MHz.
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Fig. 6 Wien oscillator
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Fig. 7 Waveform of Wien oscillator = 1MHz) with replaced structure

5 Conclusion

The paper describes current conveyors and theaigusi electronic circuits. It is
confirmed that the current conveyor of Il. genenatcan operate on very high fre-
quencies and can be used in the construction ofstireistures as a universal building
block. This can be also seen in the provided wawefgraph. Based on these results
the current conveyors have a high potential to beang competitor to the traditional
operational amplifiers. Especially in case of freqey dependent circuits.
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Abstract. This paper provides an introduction to the current work, which was
done on the developing of battery models used as a main energy source in trac-
tion for the propulsion of electric vehicles. The first chapter presents a currently
built prototype of the charging station, which will use various battery models
embedded in its control and regulation structure. The simulation program for
the design and testing of these models is presented in the next chapter of this ar-
ticle. The paper concludes with an application schema which is formed in the
prototypes of charging stations.

1 Introduction

The power system in world's most advanced agglomerations is undergoing a major
transformation. Today's power system transforms itself into the power system of the
future with a focus on a high proportion of electricity production from renewable
energy sources (RES), the accumulation of electrical energy in a dense network of
various storage units with various capacities and also for the production of electrical
energy at the point of consumption (e.g. CHP units — power sources using several
types of energy — electricity or thermal energy used for residential spaces heating).
The points listed above are associated with the production and distribution of electri-
cal energy. The following points provide time-spread power consumption and do not
generate peak consumption in the power system. For example, appliances with accu-
mulative character, or appliances which do not need immediate operation are switched
according to the requirements of the power grid.

New types of charging stations for electric vehicles (especially widespread in the
future) with high power requirements can be divided into two main groups according
to the energy amount; the immediate fast charging or slow charging, when the con-
sumer chooses the charging time after which the vehicle will be ready for operation.
The second method allows more efficient utilization of power grid capacity for imme-
diate and fast charging requirements. [1], [2]

Another effort in building power grids of the future is to prevent widespread elec-
tricity outages, so-called "blackouts". These failures will be reduced by the structure
of the grids, which will be more stable without large fluctuations in electricity con-
sumption, etc. Another level of providing supply of electricity will be the possibility to
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operate in island modes of certain sections of power grid, where the power sources
will be made by accumulation units or even by the EV batteries connected to the
charging stations. These grids of the future were given the general name of Smart
Grids - Intelligent networks.

This paper deals with the accumulation of electrical energy in storage units of small
and medium power and with the direct transfer of electricity with high instantaneous
power via fast charging stations into electric vehicles. The current fast charging sta-
tions require high power connection to the grid and its use leads to large peak de-
mands. This adverse effect on the electrical grid is eliminated by the concept of draw-
ing energy directly from the accumulation units. The unit itself also creates a control
point of the energy consumption by accumulating the energy without burdening the
power grid by the unnecessary supply at surplus times, even with the addition of re-
newable energy source with time-inefficient operation. The coupler between the ac-
cumulation unit and an electric vehicle is formed by the three-phase DC/DC converter.

2 The Prototype of Fast Charging Station

The prototype of fast charging station consists of a three-phase DC/DC converter,
which controls the electrical parameters of the values in order to satisfy proper battery
charging of electric vehicles.

The multiple-branch structure of the converter was chosen because of the distribu-
tion of transferred power into multiple branches, which relieves the performance of
individual IGBT modules. Other advantages of this topology are in the distribution of
power dissipation on greater cooling surface allowing easier and faster cooling of the
converter, reduce of the voltage ripple on the capacitor battery and also reduce of the
load current ripple.[1], [4]

From a theoretical point of view, this converter is considered to be built from three
separate parallel connected buck converters with commonly overlapped control. From
this perspective it is necessary to define basic control terms of such converter. The
output voltage is dependent on the duty cycle or relative switch which is commonly
labeled as z. The output voltage of the converter in the case of continuous current is
then given by:

Uy =2-Uy ()

Ideally, when the parameters of components in each of the parallel branches are the
same and all branches of the converter are controlled with the same duty cycle z, then
the output voltages of each phase are with the respect to time shifts the same, respec-
tively, the average voltage values of each phase are equal.

With the respect to the real parameters of the circuit and to the manufacturing tol-
erances of individual components, the currents in each phase of the circuit may differ.
In order to ensure uniform current distribution on the branches of the converter, it is
necessary to provide current regulation in individual branches separately. This will
also cause uniform distribution of the power. This control is ensured by the control
system of the converter.
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The converter structure of this type requires a special way of control. Output volt-
age of the converter is adjusted by changing the duty cycle of the transistor known as
z, which was specified in the equation (1). The voltage of each branch is kept on the
constant level, so the current in all branches will be the same. The regulation is pro-
vided in each branch separately to the desired value of the output current /,y7/3. This
way of control ensures even spreading of the transferred power to the individual
branches. In order to realize additional benefits of this structure, it is necessary to
divide switching times of the transistors in individual branches. This means to create a
commonly overlapped control of the converter, which is possible to produce by a
constant switching frequency control, is in this case generated by three saw wave
signals with mutual shift of 120°.

Fig. 1. The prototype of power converter used in fast charging station for electric vehicles [3]

3 Simulation of the Three Phase DC/DC Converter

The simulation schematic below tries to closely describe the real model of fast
charging station. It allows the monitoring of all circuit parameters in different parts of
the power circuit. The model of the battery from Simscape library in the examined
part of the power circuit is shown in Fig. 2. Changing this model allows to develop
and test different models of batteries. Developed models can be implemented in the
control system of fast charging station. The reason of real battery model implementa-
tion is given in the following chapter.
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The simulation schematic is composed of parts from the Simscape library. These
parts are representing real electrical equipment. The system is powered by primary
battery of the type LiFePO,. The next part represents a capacitor bank, which supplies
power for dynamic states caused by switching of the converter. The following part
represents the three-phase DC/DC converter, which is composed from IGBT switch-
ing modules and its each phase is controlled separately. Converter’s outputs are con-
nected to charged battery through three reactors. Charged battery is also of the type
LiFePO,. The main simulation system is equipped with sensors to record the values
for further evaluation of the circuit.
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Fig. 2. Simulation scheme of the DC/DC converter for designing and testing of battery models

4  Structure of the control system of fast charging station for EV

l»(g)—’ REG PWM s DCDC

BAT

Fig. 3. Block diagram of the control system of fast charging station with the implementation of
battery model to predict the behavior of charged batteries.

The structure of the control system for fast charging station is shown in Fig. 3. The
scheme is divided into two main parts labeled HW and SW. HW section contains a
three-phase DC/DC converter and a charged battery with necessary sensors. SW part
is included in the control system and contains blocks called battery model and evalua-
tion. These blocks represent the main focus of this research. The battery model block
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provides information about inner battery charging status. These data are difficult or
impossible to measure directly during the charging process. The evaluation block then
evaluates and compares the status of the model and batteries. The decision of follow-
ing charging parameters is then based on the results of the comparison. The necessary
regulation and production of pulses for switched converter is ensured by blocks la-
beled REG and PWM.

Conclusion

This work follows a more focused development of battery models and control algo-
rithms for fast charging stations with a focus on the implementation of battery models
into control structures of the converter. This area of research is especially promising
because of the acceleration of charging, increasing of the charging efficiency and
extension of the life of charged batteries. Designed and implemented solution is appli-
cable in a wider structure of charging stations for electric and hybrid electric vehicles.
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Abstract. In this paper we introduce an application of the fast de-
coding algorithms for variable-length codes - Fibonacci of order 2 and 3,
Elias-Fibonacci, and Elias-delta - and multiple range query algorithm for
efficient querying of the B-tree data structure with a vector of queries.
The application of both methods at once is not a subject of this paper.
If we have a large vector of queries, for example a vector of n-grams
extracted from a document, usage of a simple point or range query al-
gorithm isn’t very effective because of their redundant accesses to main
memory or secondary storage. The multi range query resolves this prob-
lem.

Compression methods can reduce all costs associated with memory space
and data transfer. In the case of indexing data structures the compres-
sion/decompression time is crucial due to many accesses to values stored
in a data structure. Therefore, lightweight compression algorithms have
been applied in this area. However, the lightweight compression algo-
rithms are not always appropriate for data structure compression. Al-
though universal variable-length codes are an important class of codes,
they have not been yet applied in the area of data structure compression.
Keywords: variable-length coding, querying, tree data structures, B-
tree, R-tree, compression

1 Introduction

When the tree data structure is queried with the vector of queries the sim-
ple point and range query algorithms process each query one by one separetly
and thus they invoke some nodes from cache multiple times generating a lot of
overhead. In Section 2 is presented multiple range algorithm for B-Tree data
structure that invokes each node only once during a whole querying process.

In Section 3 is presented compression of B-tree and R-tree data structures
using fast decoding algorithms. As stated above the compression efficiency for
tree data structures is highly dependant on the compression/decompression time
due to many accesses to stored values and that the lightweight compression
algorithms, e.g. RLE, LZ, dictionary methods, Huffman coding etc. [6], have
been applied in this area [4,3]. These methods aren’t always appropriate for
data structure compression. For example, RLE is applicable only for data with
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many repeating values or it is not possible to construct Huffman codes for a large
number domain, e.g. 32bit-length, since the Huffman tree becomes large [6],
moreover, the bit-length of codewords is driven by frequencies of input numbers
which limits performance of update operations, and so on.

The universal variable-length codes have not been yet applied in the area of
data structure compression, since the overhead of encoding/decoding algorithms
is rather high. We have applied fast decoding algorithms for Fibonacci of order 2
and 3, Elias-Fibonacci, and Elias-delta that have been introduced in [7,5].

2 Multiple Range Query Algorithm

Main idea of the multiple range query presented in [2] is to minimize count of
costly accesses to the tree data structures’ nodes while processing large vector of
point and range queries. This minimalization leads to reduction of the memory
hit count and more importantly to reduction of the memory miss count.

A multiple range query algorithm is capable of accessing each node only
once. This is achived by comparison of relevant subsets of the query vector
to the items stored in each node. The algorithm uses breadth-first metod to
proceed throught the tree data structure. In each node the algorithm do the
comparison and construct new subset of relevant query vector for each of its
child and recursively. This is procedure for inner nodes of the tree data structure.
For leaf nodes the algorithm simply compares query vector with the items in the
node and returns those which are relevant. This algorithm can be used for B-tree
and R-tree data structures.

But for the B-tree data structure the algorithm can be slightly altered. As
the B-tree preserves order of stored items we don’t have to compare each item
with each query like in the R-tree. Instead we can use a bisection method to
find minimal item for a query and then sequencialy determine which queries are
relevant to the child node. This can significantly reduce the complexity.

Algorithm 1 describes an implementation of the inner node’s processing part
of the Multiple range query algorithm. As we can see it uses two lists for relevant
queries. One contains queries relevant for the child node - nrqs - and one with
the queries for the current node - rgs. Algorithm removes no longer relevant
queries from rgs and adds those which are relevant to the child node to nrgs.
When it hit the last query relevant to a child node it returns to the adjecend
method, where the recursive scan throught the B-tree happens.

3 Data Structure Compression Using Variable-Length
Codes

If we want for example to index a large collection of data using method that
produce even larger dataset we can easily run out of main memory space. In the
case when the operation system starts to use a secondary storage the efficency
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Algorithm 1: Batch ScanNode Algorithm — B-Tree

Input : out startOrder — the order of the item of the node to be scanned, rqs — an array of
range queries
Output: nrgs — an array of all range queries relevant for the first relevant subtree found

1 nrgs.Init();
2 while startOrder < ItemCount do
3 proceed < false;
4 startOrder <— FindMinimalOrder (startOrder, rqgs [0]);
5 for i < 0 to rgs.Count() do
6 isIntersectedResult <— IsIntersected(GetItem(startOrder—1), GetItem(startOrder),
ras [i);
7 if isIntersectedResult = 0 then
8 nrgs.Add(rgs [i]);
9 proceed < true;
10 end
11 else if isIntersectedResult < 0 then
12 | rgs.Remove (rgs [i]);
13 end
14 else
15 proceed < true;
16 break;
17 end
18 end
19 if proceed then
20 startOrder < startOrder +1;
21 break;
22 end
23 end

of the data structure used for indexation will start to degrade. As a solution we
tried to use a data compression.

The variable-length codes Fibonacci of order 2 and 3, Elias-Fibonacci, and
Elias-delta were used for compression. Since 99% to 99.9% of all nodes in B-tree
data structures are leaf nodes [4] and that the shape of data from pair (key,
data) vary with the usage of B-tree we have decided to code only keys in leaf
nodes. However, this method can be applied also on R-tree data structure.

In the following graphs (Fig. 1 throught Fig. 4) we can see statistics from
testing of variable-length codes application on B-tree and R-tree data struc-
tures. As a data we have used iDoc2011 collection that contains thesis defended
in VSB - Technical University of Ostrava in 2009 through 2011 and Words collec-
tions that represents so called bag-of-words. The iDoc2011 was used to extract
35,952,666 tuples of dimension 4 which were then inserted in B-tree. As a query
was used randomly choosen document from the collection. The document was
used for creation of range query vector which retrieve average result of size of 1.5
items. The Words contains 483,450,157 tuples of dimension 3 these were inserted
in R-tree data structure. As a query was used a set of randomly choosed tuples
from the Words collection.

Tests were done using different sizes of node cache so a case when all of the
used methods accesses the secondary storage, a case when no method uses a
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Fig. 1. iDoc2011 Collection Statistics - (a) Inserts/s, (b) Disc Access Cost for Insert
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Fig. 2. iDoc2011 Collection Statistics - (a) Queries/s, (b) Disc Access Cost for Querying
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secondary storage and a case in which only method without coding accesses the
secondary storage can be demonstrated.

As we can see in most of cases the method with no coding was faster then
methods with coding regardless of cache size with the exception in Figure 4(b).
This can be explained so that the query vector for Words collection was heavily
randomized from original collection’s items thus the query algorithm needed to
access a lot of different nodes. So that the DAC has in this case much more
impact on the efficicency then the coding itself. In graphs can also be seen worse
performance of methods in some cases when the cache is unnecessary big.

4 Conclusion

In this paper, we introduced the multi-range query algorithm and statistics for
compression in tree data structures using variable length codes. The statistics
for compression in tree data structures showed that the compression isn’t very
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Fig. 3. Words Collection Statistics - (a) Inserts/s, (b) Disc Access Cost for Insert
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Fig. 4. Words Collection Statistics - (a) Point Queries/s, (b) Disc Access Cost for Point
Queries
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effective for the most cases. But if we need as much of the structure size in the
main memory as possible the compression can be used.
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Abstract. Onedimensional or multidimensional range query is one of
the most important query of physical implementation of DBMS. The
number of compared items (of a data structure) can be enormous espe-
cially for lower selectivity of the range query. The number of compare
operations increases for more complex items (or tuples) with the longer
length, e.g. words stored in a R-tree. Due to the possibly high number of
compare operations executed during the range query processing, we can
take into account hardware devices providing a parallel task computa-
tion like CPU’s SIMD or GPU. In this paper, we show different variant
of the range query algorithm using CPU and GPU. These variants have
different scalability and performance. We need to identify pros and cons
of earch algorithm and use advantage of each one in a DBMS kernel.
Keywords: range query processing, multidimensional range query, GPU,
CUDA, rtree

1 Introduction

Range query (or range scan) [9] is one of the most important query of physical
implementation of DBMS [7]. There are two basic variants: onedimensional and
multidimensional range query. DBMS often utilize two types of data structures
(and algorithms) supporting these range queries.

Onedimensional range query is often implemented in a data structure like
a B-tree [2] and it can be processed in an execution plan of the following
SQL statement: SELECT * FROM T WHERE ql; < T.atr; < gh; . Multidimensional
range query is often implemented by multidimensional data structures, e.g. n-
dimensional B-tree [5], R-tree [6] or R*-tree [3] and it can be processed for
the following SQL statement: SELECT * FROM T WHERE ql; < T.atr; < gh; AND

. AND q1,, < T.atr, < gh, . In other words, this query retrieves all tuples of
an n-dimensional space matched by an n-dimensional query rectangle.

In generally, there are no significant differences between one and multi-
dimensional range queries; both range queries must compare individual values
of a tuple. We aim our effort to the multidimensional range query in this work
summarizing our article [1].

The R-tree is one of the most popular multidimensional data structure which
is utilized in commercial database systems. This data structure bounds spatially
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near points by multidimensional rectangles. It supports various types of queries,
e.g. point and range queries. In the case of the R-tree, the range query returns
tuples in a query multidimensional rectangle (QR).

A general structure of the R-tree is shown in Figure 1.
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Fig. 1. Planar representation and general structure of the R-tree

It is a hierarchical data structure representing spatial data by the set of nested
n-dimensional minimum bounding rectangles (MBR). Each MBR is defined by
two tuples QL and QH, where QL' < QH®, 1 < i < n. If N is an inner node,
it contains pairs (R;, P;), where P; is a pointer to a child of the node V. If R is
the inner node MBR, then the rectangles R; corresponding to the children N
of \/ are contained in R. Rectangles at the same tree level may overlap. If N is
a leaf node, it contains pairs (R;, O;), so called index records, where R; contains
a spatial object O;. Each node of the R-tree contains between m and M entries
unless it is the root and corresponds to a disk page.

2 Multidimensional Range Query Processing

In the case of the multidimensional range query, we have two primitive oper-
ations: IsInRectangle, returning true if a tuple is in the query rectangle, and
IsIntersected, returning true if a rectangle (or MBR — minimal bounding rectan-
gle) intersects the query rectangle. These operations are used in both sequential
as well R-tree range query implementations. Both these operations must per-
form two compare operations for each dimension. However, in [4], we show that
it is not necessary to check all dimensions in the case of the conventional im-
plementation and it is the reason why the SIMD implementation is not always
successful.

2.1 Range Query Processing Using CPU

The n-dimensional range query returns all items of n-dimensional space (tuples
or spatial objects) matched by the query rectangle (QR). The query rectangle
is defined by two n-dimensional tuples QL and QH like in the case of the MBR,
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and we require QL < QH. In the case of point data, a tuple is matched if it is in
the QR. In the case of spatial objects in leaf nodes, an object is matched if its
MBR is intersected by the QR.

The range query algorithm traverses the tree from the root node and follows
only relevant items in each inner node. An item is relevant if its MBR is inter-
sected by the query rectangle; the IsIntersected operation is invoked for this
test. The range query algorithm search all subtrees recursively and it is finished
after all relevant subtrees are processed. All matched items in leaf nodes are
added to buffer. When buffer reaches its capacity all leaf nodes are tested. In
the case of point data in leaf nodes, a tuple is added to the result if it is in the
query rectangle (the IsInRectangle operation is used for this test). In the case
of spatial objects in leaf nodes, an object is add in the result if its bounding
rectangle is intersected by the query rectangle.

2.2 Range Query Processing using GPU

Our GPU range query algorithm is written in C++ and CUDA SDK for the
compute capability 2.0 and higher [8]. In the area of GPU algorithms, a common
technique is to arrange data for needs of the GPU algorithm. Since we suppose
common row-oriented DBMS, input data are unchanged in the form of n-tuples.
We do not consider another tuple arrangement, e.g. column-oriented [10].

In the case of the GPU algorithm we use simillar technique for searching the
R-tree. We use buffer as in case of CPU range query. For inner nodes we use same
IsIntersected method as for CPU. At the moment we do not have available
results for its GPU variant. The difference between CPU algorithm is that we
need to transfer all leaf nodes in buffer to GPU’s memory first. After all leaf nodes
are transfered to GPU’s memory we invoke GPU variant of IsInRectangle
algorithm. The GPU algorithm cannot access CPU’s variables so we cannot add
corresponding items directly into result set. Instead we return only vector of
informations which tuples should be added to result. Instead we fill result set
later in CPU using AddVectorToResultSet method.

3 Experimental Results

In our experiments, we compare the performance of range query processing using
CPU and GPU algorithms. In our test, we utilize POKER! collection. Charac-
teristics of collection are shown in Table 1. We tested the performance for 40
range queries for each data collection divided to 4 query groups according to the
selectivity. All range queries were 10x repeatedly executed and results have been
averaged for one query. For searching the R-tree we used prefetching. We stored
leaf nodes in buffer of capacity 512. When the capacity of buffer is reached we
invoke searching on CPU or GPU.

! nttp://archive.ics.uci.edu/ml/datasets/Poker+Hand
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Table 1. Collection Characteristics

[Data Collection[Tree Height[#lnner nodes[#Leaf nodes[Index size [MB] [ #Entries]
[Poker [ 5 [ 3,176 [ 35345 ] 78.9 [1°000 000]

In Table 2 we show performance of CPU and GPU algorithms. In the case
of GPU we compare two columns. In first pass all accessed nodes are transfered
to GPU. Although in second pass all nodes are already in GPU’s memory. From
results is obvious that time needed to transfer nodes to GPU’s memory takes
great portion of time. It takes at most 36x more time than searching when all
nodes are on GPU. The ratio between results of 1st and 2nd pass is decreasing as
more queries is performed. This is happening because leaf nodes are transfered
to GPU only first time they are accessed. From results we can see the CPU
algoritm time is up to 4x better than GPU. If we do not consider time needed
to transfer nodes to GPU we see that GPU’s algorithm is slightly faster only for
low selectivity.

Table 2. R-tree Range Query Algorithms Results

Result | CPU |GPU (1st pass)|GPU (2nd pass)|[AVG Accessed|AVG Accessed
Size | [ms] [ms] [ms] Leaf Nodes | Inner Nodes

1| 1.80 96.10 2.60 21.7 10.8

283.2| 11.00 1338.50 37.10 338.7 1046.4

22 194.8| 86.50 667.20 128.90 1214.7 8328.8

425 567.3|392.70 487.80 347.60 2582.0 27101.5

As we described in the previous chapter. GPU’s algrithm cannot fill result set
directly. In Table 3 we depicted performance of both algorithms without adding
to the result set. The performance of single GPU algorithm is up 5x better.
Even in the case of higher selectivity it is 3x more efficient.

Table 3. Comparison of Range Query Algorithms Without Adding to Result

’ Result |CPU Algorithm|GPU Algorithm|Speedup
Size

[ms] [ms]
1 0.00 0.01 0x
283.2 2.50 0.79 3x
22 194.8 26.50 6.27 4x
425 567.3 101.80 20.39 5x




Processing of Range Query in R-tree Using CPU and GPU 39

4 Conclusion

In this article, we compared CPU and GPU variants of range query algorithms in
the R-tree. We summary the results. (1) The results of GPU shows the algorihm
can be faster for low selectivity. However all accessed nodes must be stored in
GPU’s memory. (2) Performance of GPU algorithm is up to 5x better if we do
not consider data transfers between CPU and GPU and we do not fill result
set. (3) Performance of GPU is negatively affected by relatively small amount
of leaf nodes stored in buffer. In our previous work [1] we showed the GPU is
more suitable for large data processing. (4) In the case of filling result set the
GPU algorithm has a disadvantage because it cannot fill result set directly such
as CPU.

As result, an integration into a DBMS kernel is not so straightforward and we
must solve mainly these issues in our future work: the data transfer time must
be effaced in the live cycle of DBMS and we must forward only low-selectivity
range queries on a GPU because the number of compare operations increases for
indices like R-tree in this case.
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Abstract. This article discusses the new findings in theaakresearch of the
properties of conductive polymer - polyaniline (PBANSpecifically, it deals
with new measurement results of changes of elettrésistance in dependence
on the time when electrical current passes through.

1 Introduction

This article builds on already published reseaesults of conductive polymer -
polyaniline (PANI) in articles [1] and [2]. In acte [1] a short description of proper-
ties of conducting polymers was carried out andfitise set of basic measurements of
individual potentially interesting optical, electal or magnetic properties of this con-
ducting polymer was evaluated. Article [2] dealthwihe first results of measurement
of change of electrical resistance of PANI layed@pendence on the time when elec
trical current passes through.

This article discusses other findings that wereeaded by repeated and long-term
measurements of electrical resistance of PANI layetependence on the time when
electrical current passes through.

2 Connection diagram and method of measuring oflectrical
resistance of PANI layer in dependence on the tim&hen electrical
current passes through

Diagram in Figure 1 was used for measurement ofigibs of electrical resistance
of PANI layer in dependence on the time when ellegitcurrent passes through.

Measuring devices were selected according to tlaigradm.For measurement the
DC voltage power supply was used with voltageJ10V. The resistor R= 1,48MQ
and resistor of PANI layer @v), which was applied to a laboratory micro-glass
were connected to this power supply. For conneafanicro-glass with a PANI layer
was used a holder, which was manufactured at tiparaent of Telecommunications
at VSB - TU Ostrava. Resistor, Rvas connected parallel with PC USB oscilloscopt
PicoScope 2204 from Pico Technology Company, whiels connected to the PC.
Measuring of a change voltage on the resistandae Bependence on time was exe-
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cuted with program PicoScope 6. The voltage ané firom the measurements were
automatically saved to a file for later processing.

The values of electrical resistance of PANI laygpNrwere calculated using the
derived formula: Ran = (Us—U)/(U1/Ry).

U = 10V

RPANI

Ri=1,48MQ

1
| I |

No i

Us

Fig. 1. Schema of measurement of changes of electricataese in depending on time when
electrical current passes throught.

3 Constant waveform of electrical resistance of ANI layer in
dependence on the time when electrical current pass through

The measurements were performed on a sample of PANEh was created in
provisional conditions at the Department of Teleommications at VSB - TU Ostra-
va.

Before measurement, the sample was rinsed with feitrochloric acid and con-
ductivity parameters of PANI layer were recovergj [3].

Then were measured waveforms of electrical resistari PANI layer in depend-
ence on the time when electrical current passesigiw. The time intervals were: 1
day, 1 month and 1 year after rinse in hydrochlaaid.

Measurements were performed by description in @ndhtElectrical resistances of
PANI layer were calculated from the measured vahyethe derived formula: Ry =
(UeerUDI(UA/Ry).

During these measurements we found that after soneeit occurs in PANI layer
to "steady" of electrical resistance in dependestehe time when electrical current
passes through and this electrical resistancenstant. This measurement was repeal
ed several times and it was verified that the wawefof electrical resistance was still
constant.
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Fig. 2. Waveforms of changes of electrical resistanceejpetidence on time when
electrical current passes through. Measurements panformed on one sample of
PANI at time intervals: 1 day, 1 month and 1 year.
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Figure 2 shows three graphs. The first graph stitbesneasured waveform of the
change of electrical resistance of PANI layer ipatedence on time when electrical
current passes through. This waveform was measaediay after rinsing in hydro-
chloric acid and recovery of conductivity. The seggraph shows waveform that was
measured one month after rinsing and the thirdigslgows waveform that was meas-
ured one year after rinsing.

From waveforms, which were measured one day andnomeh after rinsing, it was
previously thought that after some time after ngsihere is an increase of electrical
resistance, but waveform stays roughly the samemFadditional measurement is
possible to say that this conclusion is half tig@#ll true that the electrical resistance
of the PANI layer with increasing time after ringiby hydrochloric acid is increased.
This change is caused by the gradual conversi@omductive form (polyaniline salt)
of PANI layer on the non-conductive form (polyandibase) [1]. This transformation
results in increase of electrical resistance. Thasformation is spontaneous when
the layer of PANI is exposed to the outside envinent.

These additional measurements disprove that wawsfare similar and the electri-
cal resistance increases only. From individual vi@wes is evident that increasing
time after rinsing leads to increase in electriedistance. On the waveform, which
was measured one year after rinsing, it is sedrotre time the electrical resistance is
stabilized and is constant when is exposed of ridexttirrent.

5 Conclusion

This article was focused on other measuring chamgeslectrical resistance of
PANI layer during long-term effects of electric camt.

From the measured waveforms (Figure 2) of the etedtresistance in dependence
on the time when electrical current passes througltonfirmed the assumption that
with increasing time after rinsing of PANI layer faint hydrochloric acid and restor-
ing of conductivity parameters the electrical resise of the PANI layer is increased,
which is caused by the gradual conversion of comdrdorm (polyaniline salt) of
PANI layer on the non-conductive form (polyanilibase). This transformation is
spontaneous when the layer of PANI is exposeddmtiiside environment.

Another important finding is that over time aftérsing in hydrochloric acid leads
to stabilization of electrical resistance when &leal current passes through and from
the waveform, which was measured one year aftsingnit is seen that the waveform
of electric resistance is already constant in dépeoe on the time when electrical
current passes through. We can say that the lajlebavstable at a given time after
rinsing and the resistance will be constant wheetgtal current will pass through.
The question is, at what moment this condition egcand if it would be possible to
speed up this time.
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Abstract. In this paper, we propose a novel technique for object de-
scription. The main idea of the proposed technique is based on the in-
vestigation of energy distribution (in the image) that describes the ap-
pearance of objects. The distribution is encoded into a vector of feature.
The vector is then used as an input for the SVM classifier. The technique
can be used for detecting arbitrary objects. In this paper, we use it for
detecting the cars, pedestrians, and faces. Compared with the state-of-
the-art descriptors that are based on the histogram of oriented gradients,
the proposed approach achieved better results, especially from the view-
point of dimensionality of the feature vector; our approach is able to
successfully describe the properties of objects with a relatively small set
of numbers.

1 Introduction

In feature-based detectors, the selection of relevant features that are able to
reliably describe the objects of interest is a key point. In the recent years, the
object detectors that are based on the edge analysis that provide the valuable
information about the objects of interest have been used in many detection tasks.
In this area, the Histograms of Oriented Gradients (HOG) [3] are considered as
the state-of-the-art method. In HOG, a sliding window is used for recognition.
In the process of obtaining HOG descriptors, the window is divided into small
connected cells. The histograms of gradients are calculated for each cell. It is
desirable to normalize the histograms across a large block of image. As a result,
a vector of values is computed for each position of window. This vector is then
used for recognition, e.g. by the Support Vector Machine (SVM) classifier. The
HOG descriptors are very useful in many detection tasks. F. Suard [6] at al.
proposed the method for pedestrian detection using the HOG descriptors with
the SVM classifier. Boosting HOG features for the vehicle detection in airborne
videos are presented in [1].

In contrast with the HOG descriptors, the proposed method captures the
object information by the energy distribution of object areas instead of the
distribution of gradient magnitudes and directions. Using the proposed method,
the feature vectors of relatively small dimensions are sufficient for successful
description of the objects. The process of extraction of the proposed features is
described in Section 2, the results are shown in Section 3, 4, and 5.
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2 Proposed Method

In the process of extracting the proposed features, the image inside the sliding
window is divided into the regular blocks. We use the gravity centers of these
blocks as the places in which we put the temperature sources. For the purpose of
obtaining the distribution of temperature, the blocks are divided into the small
connected cells.

Let I(x,y,t) be a value of temperature at a time ¢ and at a position (x,y).
Inside each cell, the mean temperature Ip;; of the i-th cell at a time ¢ can be
calculated. The final feature vector is composed of these mean values (Fig. 1).
We note that the temperature transfer is computed in the whole image inside
the sliding window and temperature transfered from one source can influence
every cell inside the sliding window; the blocks and cells are formed only for
distribution measurement. In the next step, the SVM classifier is trained over
the proposed descriptors.

For the practical realization of the method, it is important to mention that
the thermal field over one position of sliding window can be solved by making
use of the following equation [5].

oI(x,y,t)
ot

where I represents the temperature at a position (z,y) and at a time ¢, div is
a divergence operator, VI is the temperature gradient and ¢ stands for ther-
mal conductivity. For the source points and arbitrary time ¢ € [0,00), we set
I(zs,ys,t) = 1, where (z4,ys) are the coordinates of source points (i.e. we hold
the temperature constant during the whole process of transfer, which is in con-
trast with the usual diffusion approaches). In all remaining points, we take into
account the initial condition I(z,y,0) = 0. We solve the equation iteratively.

= div(eVI), (1)

blocky block> blockn
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final feature vector

Fig. 1. The feature vector that is composed of the mean temperatures of cells.

3 Pedestrian detection

For this task, we collected 2500 positive samples and 10000 negative samples for
the training phase. For the positive set, we combined the pedestrian images from



48 Radovan Fusek et al.

the CBCL Pedestrian Database [2] with the images from the Daimler benchmark
[4]. For the negative images, the examples were randomly sampled from the
INRIA Person Dataset [3]. For the proposed method, each sample was resized
to the size of 91x151 pixels.

We experimented with the parameters of proposed features and we suggested
the Energysso configurations. The Energysso configuration was designed with
the size of block = 15x15 pixels; size of cells = 5x5 pixels (the number of cells
inside each block = 8); size of sources = 5x5 pixels; time for the temperature
transfer = 100 (the number of iterations). This configuration consists of 480 de-
scriptors for one position of sliding window. For the comparison, we designed the
HOGS3750 configurations of classical HOG features. The HOG37gy configuration
was designed with the typical parameters of HOG descriptors; the size of block
= 16 x 16 pixels; size of cell = 8 x 8 pixels; horizontal step size = 8 pixels;
number of bins = 9. This configuration consists of 3780 HOG descriptors for one
position of sliding window. For the testing, we collected 55 images from the [3].
The accuracy results of approaches are shown in Table 1. The detection results
of the Energysgy configuration are shown in Fig. 2.

Table 1. The detection performance (pedestrian detection).

Precision|Sensitivity||F'1 score
Energyasol|| 87.14% | 84.72% |/86.56%

[HOGi37s0 [[ 86.97% [ 81.97% [[84.03% |

Compared with the HOG37sp configuration (F1 score 84.03%), the proposed
features achieved the similar results, however the proposed method gives 7x less
descriptors than the classical HOG37g9 configuration.

4 Car detection

For the training phase, we collected the data set consisting of 900 samples (450
vacant spaces/non-cars, 450 occupied spaces/cars). Each sample was resized to
the size of 90 x 90 pixels. We designed the following configuration of our de-
scriptors that is denoted as Energyisa with the size of block = 15 x 15 pixels,
size of temperature sources = 3 X 3 pixels, number of cells inside the block =
4, iterations (time) for the temperature transfer = 450. This configuration con-
sists of 144 descriptors for one position of sliding window. For comparison, we
created three types of HOG descriptors HOG 1296, HOGggp and HOG3g. These
configurations consist of 1296, 900, and 300 HOG descriptors for one position of
sliding window.

To calculate the performance of approaches, we used Matthew’s correlation
coefficient (MCC) that is typically used in machine learning to assess the perfor-
mance of a binary classifier and MCC is useful when two classes have a different
size. (In our case, the numbers of TP, TN, FP, FN are different). The values
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of MCC are between -1 and +1. The higher value represents better predictions.
We collected 28 testing images from the parking lot to evaluate approaches. The
testing images were not used in the training phase and the images were taken in
several year seasons (in different weather and lighting conditions).

Table 2. The detection performance (occupancy detection).

sunny winter /rain/night ||overall performance
TP[TN[FP[FN[[MCC||TP[TN]FP[FN[]MCC MCC
HOGs0 ||406[351[25] 2 |/ 0.93 [[148457[170] 9 [[ 0.55 0.76
HOGqn ||408(353|23| 0 || 0.94 ||156(512|115| 1 || 0.68 0.83
HOG 206 ||408[357| 19| 0 || 0.95 ||156]317|310| 1 || 0.41 0.65
[Energy144]|408[361[ 15] 0 [] 0.96 [[146[599[ 30 [ 9 [[ 0.85 || 0.93 \

The proposed method shows that the cars can be described with a reasonable
number of features with very good detection results without need for the methods
for reducing the feature space. The accuracy results of approaches are shown in
Table 2. The example of detection results of our approach is shown in Fig. 2.

5 Face detection

For the training phase, our positive set consists of 1700 faces. We used the
face images from the BIOID database combined with the Caltech face dataset.
We manually cropped these images on the area of faces only. The negative set
consists of 3000 images that was obtained from the MIT-CBCL database. We
resized all training images to the size of 90 x 90 pixels. We experimented with
the parameters of our method and we suggested the following configuration:
ETF354. The ET F354 configuration is designed with the size of block 5 x 5, time
chosen for the transfer of temperature ¢t = 200, size of temperature sources is
1 x 1 pixels, number of cells inside the block is 1.

For comparison, we used the detectors that are based on the HOG features,
LBP (Local Binary Patterns) features and Haar features (Viola-Jones detection
framework); the HOG394 configuration was designed with the same number of
feature values like in the ET F394 configuration. The parameters were as follows:
the size of block = 32 x 32, size of cell = 16 x 16, horizontal step size = 32,
number of bins = 9. This configuration gives 324 HOG features. To calculate
the performance of approaches, we collected the set of 80 images that contains
117 faces from the Faces in the Wild dataset. In Table 3 and Fig. 2, the detection
results are shown.

The HOG based detector (HOGs24) is not able to describe all details of
the faces with such a small amount of descriptors (F1 score = 79.89%). We
experimented with many configurations of HOG features, but increasing the
number of features (without increasing training data and without the reduction
of feature space) did not improve the detection accuracy. Haar based detector
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Table 3. The detection performance (face detection).

Precision|Sensitivity||F'1 score
ETFs04 || 87.90% | 92.32% |/90.08%

[HOG324]] 67.25% | 98.29% [ 79.89% ||
| Haar | 74.45% | 87.18% [[80.31% |
| LBP | 62.07% | 76.92% || 68.70% ||

had less false positive detections (precision = 74.45%) than the configuration of
HOG features and LBP based detector. However, the Haar based detector and
LBP based detector missed some of the faces (sensitivity = 87.18% and 76.92%,
respectively).

Finally, the proposed technique shows that the faces, pedestrians and cars
can be described with a reasonable number of features with very good detection
results and also with a relatively small set of training data without need for the
methods for reducing the feature space.

"
I

|

Fig. 2. The detection results of our approach.

6 Conclusion

In this paper, we proposed the novel approach for the computation of image
features that are based on the distribution of energy (temperature). We demon-
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strated that the features were able to describe the faces, cars, and pedestrians
with a relatively small number of relevant features and with the high accuracy.
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Abstract. In this paper, we present a new image segmentation method
using iterated graph cuts. In the standard graph cuts method, the data
term is computed on the basis of the color distribution of object and
background. In this case, some background regions with the color sim-
ilar to the object may be incorrectly labeled as an object. We try to
overcome this drawback by introducing a new data term that reduces
the importance of color distribution. This reduction is realised by a new
part that uses data from a residual graph that remains after performing
the max-flow algorithm. According to the residual weights, we change
the weights of t-links in the graph and find a new cut on this graph. The
results and comparison with other graph cuts methods are presented.

1 Introduction

The interactive graph cuts image segmentation method was proposed in 2001 by
Boykov and Jolly [1]. They presented a new method for binary segmentation,
where the image is divided into two segments - foreground and background.
GrabCut segmentation method [2] replaces the single graph cuts by an iterative
procedure. The data term in both methods is constructed on the basis of a priori
known color distribution of object and background. This approach need not to
work in images in which the color of object and background is similar. In our
method, we decrease the importance of the color distribution and add a new part
that is independent on color, but uses data from a residual graph. We change
the weights in the original graph and find new cuts repeatedly.

The paper is organised as follows. A review of standard graph cuts method is
presented in Section 2. Section 3 contains a description of our iterative method.
The experiments and a comparison with other graph cuts methods are in Section
4. Section 5 is a conclusion.

2 Graph Cuts in Image Segmentation

In this section, we briefly describe an image segmentation method based on the
graph cuts. Let P be a set of all image points, let A/ be a set of all neighboring
points, and let £ be a set of possible labels. The goal is to find a labeling
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l = {lp|l, € L} that assigns a label I, € £ to each image pixel p € P such that
this labeling minimizes the energy function

ZR )+ A Z By qlp,lq (1)

pEP (p,a)eEN

The first term of this function is called the data term. It sets individual penalties
for assigning a label I, to a pixel p. The second term, called the smoothness
term, penalizes the discontinuity of labeling between the neighboring pixels, [,
and [, stand for a labeling of points p and g, respectively. The coefficient A sets
a relative importance of the smoothness term versus the data term. The data
term is defined as negative log-likelihoods

R,(“obj”) = -In Pr(1,|0), 2)
R, (“bkg”) = -In Pr(L,|B), (3)

where O, B represent the object and background points, respectively, I, is an
intensity of a given pixel. The smoothness term is defined as

By xex - U‘”) (1)

202

The graph G = (V, &) consists of a set of vertices V and a set of edges £. The
set V = P U{S, T} contains all nodes from P and two additional terminal
nodes S and T representing the source (foreground) and the sink (background),
respectively. The set £ contains two types of edges: t-links connect the nodes
from P with both terminals, and n-links connect the neighboring non-terminal
nodes. The weights of t-links correspond to the Egs. (2) and (3). The weights
of n-links are set on the basis of Eq.(4). For the minimization, we used the
algorithm from [3]. More information about the method can be found in [3-5].

3 Iterated Graph Cuts with Residual Graph

In the original graph cuts, the likelihoods in Egs. (2) and (3) are computed only
from the seeds. If the seeds are marked ineptly, probably the final segmentation,
carried out by the one-shot graph cut, will be incorrect. This drawback had been
overcome by the iterative approach [2], where the solution is reached by a se-
quence of graph cuts. When the min cut is found, this estimated segmentation is
used to specify the color distribution of foreground and background, the weights
of t-links in the original graph are changed, and the next cuts are carried out.
Using the color distribution seems as a logical approach that works in many sit-
uations but, in some images, background areas have a color similar to the object.
Then the methods may label some non-object points as the object incorrectly.
In our solution, we propose a new part of the data term that is not based only
on the color distribution. The construction of this data term is described in the
following subsections.
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3.1 Our Data Term

Our new data term consists of two parts. Use the notations O and B for the
sets of object and background points, respectively. The first part is similar to
Egs. (2) and (3). The likelihoods Pr(I,|O) and Pr(I,|B) are transformed to
posterior probabilities Pr(O|I,) and Pr(B|I,). It causes that the probabilities
are summed up to 1, which is a more suitable form for our data term, because
all the likelihoods will have similar importance. In the second part of the data
term, we assume that we have no information about the color distribution of
object and background. Since we want to minimize the false object detections,
we decrease the probability of being object point for every image point except
the seed points (Pr(O) < Pr(B)). Let £ be the coefficient that decreases the
probability. Then

Pr(0) = 0.5 — ¢, (5)
Pr(B) = 0.5+ ¢. (6)

For the object seeds, we have Pr(O) = 1, Pr(B) = 0, and vice versa for the
background seeds. At this point, all non-seeded points suffer from a reduction
of probability, although many of them, in fact, should belong to the object.
Our goal is to return the reduced value back for these points that are mainly
located in the neighborhood of the detected object areas. We found out that
the residual graph, described in the next subsection, has promising properties
for determining these points. The final segmentation is found iteratively because
the segmentation result from the previous process is used for setting the weights
of t-links in the next step.

3.2 Residual Graph

Let Ges be a residual graph, i.e., a graph that remains after executing the max-
flow algorithm. Since the data term in Eq. (1) is related to the t-links, we will
focus only on the t-links of residual graph. If the max-flow is reached, at least
one t-link is saturated for each p € P (otherwise, there is a path between the
terminals). The second t-link has some residual capacity or is also saturated. In
Eq. (5), we decreased the probability of being object for all image points, except
the seeds. Due to this fact, we need to decide whether some of these points
should not be possibly labeled as object (and return the reduced probability
back). Let wyes(p, T) be the residual capacity of the t-link connecting p and the
sink terminal 7. This capacity says, how “far” the edge is from saturating. If
the edge is saturated or its weight is very low, there is a certain chance that the
point should belong to the object instead the background as it was originally
detected. If, on the other hand, the value of wyes(p,T) is high, p was marked
strongly (and probably correctly) as a background point. We define a new term
that reflects the properties of residual weights. For the t-link with a low residual
weight, we correct the probability more than for the t-link with a high residual
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weight. Let k stands for the iteration step. The residual term f,e5 is of the form

( —
Fres (D)™ —exp< : (7)

where o estimates how low residual weight of edge {p, T} allows to the point p
to be alternatively considered as object point in the next step. The t-links with
low residual weights are mainly located around the areas convincingly detected
as object points. It is caused by a flow from the object terminal; the flow is
transported through the t-links {5, p} mainly to the neighboring object points.
Since the t-link {S,p} of the object point has a high weight and the second
t-link {p, T} has a very low weight, the only possible flow is through the points
neighboring with the object points. Then the flow reaches the sink through the
t-links of neighboring points. It causes that, for the neighboring points, the
weights of t-links between the point and the sink terminal are decreasing; in
many cases, the edges are saturated. The flow to the points outside the object is
eliminated by a low weight of the n-links connecting the points with a higher color
difference, which usually signalizes an edge between the object and background.
The behaviour of residual graph can be likened to a spreading of object points
from the seeds to the neighboring areas.

3.3 Iterated Graph Cuts

According to the properties of residual graph, we modify the weights of the t-
links in the original graph and find the new cut. The proposed method certainly
labels only new object points, not the background points. If a point is labeled as
an object in any iteration, it is added to the set O. All other points, except the
background seeds, are labeled as a background, but may be labeled as an object
in next iterations. To label certain background points too, we add one more
parameter into our data term. We assume that if a point is not labeled in the
k-th iteration as an object, the probability that it will change in the (k 4 1)-th
iteration is lower. Then, for all the points p € P,p ¢ (O U B)*) the inequality
Pr(0)*®) > Pr(0)*+1) holds. We propose the coefficient that decreases the
probability in the form of (ck)?, where ¢ sets how fast the value grows with
respect to k. The square causes that it grows slower in the first steps when a
change of object is more probable. The value of ¢ depends on the complexity
of object. If the object has constant color, ¢ can be higher, and the method
converges faster. All the previously described features lead to the definition of
our new data term as

fo(p)™ = nPr(O|1) + (1 = n) (Pr(O) + £ fres(p)® — (ck)?), (8)

which can be understood as a linear combination of our new part and the
posterior probability based on the color of pixel; as an initial value, we take
wl, . (p, T) = 00,Vp € P. The new part consists of the reduced prior probability
(Eq. (5)), the residual term (Eq. (7)) and the decreasing coefficient that reduces
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the probability during the iterations. If the probability for any point p is lower
than a chosen threshold (close to zero), p is considered to be a background point
and is added to the set B. The n parameter sets the importance of the term
relating to the color distribution. Since the probabilities Pr(O|I,), Pr(B|I,) and
Pr(0), Pr(B) are summed up to 1, and the value of fo(p) does not leave the
interval (0, 1), the penalties from Eq. (2) and Eq. (3) are replaced by

Ry (“obj")*) =-In fo(p)™®, ©)
R,(“bkg”)® =-In (1 - fo(p)™). o)

In the first step, the sets O and B contains only seeds of object and background,
respectively. If the set O or B changes in any iteration, the likelihoods Pr(O|I,)
and Pr(B|I,) are updated. After a certain number of steps, all the points will
be in the set O or B. A point p is added to O if it is labeled as object in any
of iterations, and it is added to B, if the value of fo(p) is close to zero. The
method converges to the state in which every point p will have one t-link with
zero capacity.

Err: 3.16%  Err: 0.05%  Err: 0.09%
Err: 0.93%  Err: 0.39%  Err: 0.83%
e~
Err: 19.60%  Err: 3.77%  Err: 1.11%
N B
- =
GT Err: 14.44%  Err: 6.72% Err: 1.51%

Fig. 1. The results of segmentation provided by the standard graph cuts [1] (column
3), GrabCut [2] (column 4) and our method (column 5). The strokes in the input
images (column 1) represent the seeds. The ground truth for each segmentation is in
the column 2. Below each result, there is the error rate of each segmentation.
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4 Experiments

In this section, the results of our method are validated and compared with the
standard graph cuts method [1] and with GrabCut [2]. The results of the new
method and the comparisons are in Fig. 1. The error rate is computed as the
ratio of number of points that differ between segmentation and the ground truth
to the number of pixels in the whole image. Identical seeds are used for all the
compared methods. In GrabCut, the color model of background is constructed
via rectangle around the desired object. In our experiments, we put the rectangle
along the border of image and, in addition, the seeds are used as well. According
to the error rates in Fig. 1, our method outperforms the standard graph cuts
algorithm. Comparing to GrabCut, our method is slightly worse, if the object is
unique (Fig. 1(a), 1(b)). On the other hand, if the image contains more objects
or background areas with the color similar to the object, our method provides
better results (Fig. 1(c), 1(d)).

5 Conclusion

We have presented a new segmentation method using the graph cuts algorithm.
We reduced the importance of color distribution, which is typical for previously
presented graph cuts methods, and added a new part into the data term that
consists of prior probability in combination with data from a residual graph.
Our approach eliminates false object detection that frequently appears in other
methods if the colors of foreground and background are similar. The graph cuts
are carried out iteratively until the energy converges. Our method achieves better
results than the standard graph cuts and it is slightly worse than GrabCut if the
image contains a unique object. On the other hand, our method achieves better
results if the image contains background with a color similar to the object color.

This work is a part of the paper published in the conference proceedings at the
9th International Symposium on Visual Computing.
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Indoor localization system using WiFi
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Abstract. This paper is concerned with application for gositlocalization
using smartphone built-in wireless adapter and tisleisensors. Wireless
adapter is used to determine initial device positamd inertial sensors like
accelerometer, magnetic sensor and gyroscope #neNgivton’s laws used to
determine device movement. Conjunction of theseapmroaches brings better
results than the standard triangulation or trigtien algorithms.

1 Introduction

Smartphone devices are spreading more and morkisnsociety [1] and these
devices themselves contain one of the most sopaistl sensors able to detect use
motion in the three dimensional space we are lium{dhe application itself uses two
types of “sensors”:

1. Wireless adapter for initial position estimation

2. Inertial sensors used for motion estimation

This paper describes use of these two sensor graugpshows measured results
and tests.

Wireless adapter is using fingerprinting algoritifion initial position detection in
known space.

Built-in inertial sensors which are:

* ST Microelectronics accelerometer - LIS331DLH cdpalif measuring
acceleration +8g on 16bit ADC. Thus accelerometeeggsensitivity of
3,9mg/digit. Sampling frequency of this accelercmetaries from 23-
26Hz in the normal setting but can go up to 50Hezase of necessity.

* Asahi Kasei Microdevices AK8973 3-axis Magneticldiesensor with
sensitivity 0,0625uT/digit. This sensor containslldasensors and
thermometer for error correction.

Following chapters describe algorithms used foitfmrsestimation and tests.

© M. Kratky, J. Dvorsky, P. Moravec (Eds.): WOFEX 2013, pp. 58-63.
VSB — Technical University of Ostrava, FEECS, 2013, ISBN 978-80-248-3073-5.
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2 Measurement

2.1 Wirelessadapter fingerprinting

Initial position is estimated using fingerprintimdgorithm [3]. Every smartphone
device has wireless adapter that scans surrouralieg for wireless AP (Access
Point) routers and returns following basic setnééimation about every wireless AP:

* SSID (Service Set Identifier) — human readable nafribe wireless network

* BSSID (Basic Service Set Identifier) — wirelesswark MAC address

* RSSI (Received Signal Strength Intensity) — reakisignal intensity on the
device’'s antenna in dBm units expressing poweonatlative to 1mwW of
power.

With fingerprinting algorithm known area is “fing#inted” which means that set
of measurements takes place in the know area ing0t directions. Such a map is
shown on picture figure (Fig. 1).
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Fig. 1 Fingerprinted area

All these measurements (RSSI values, x and y paositiare stored in the database
Values in this database are compared to the l@zhtievice measurement somewhert
in the known space. The closest position estimatiooalculated using Euclidian
distance algorithm from RSSI values which are sdfesl every 500ms.

Euclidian distance

Euclidian distance expresses distance between teiotsp in space using
Pythagoras theorem. Euclidian distance betweerptimts is then given according to
equation (1).

d(pa) = (0 P+ (0 P+ 0P =D AP) O
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g...measured point

p...reference point

n...number of access points

X and Y coordinates are then calculated using weidjhsum algorithm of
coordinate’s mean value from thenumber of the closest access points, equations (
3).

m o1 %, %,

X=3(5) *| 2+24 40
2 {dl 0, ", @
o 10y Ly y,

Y = ) x| 4224 4 0m 3
23 {dl d, dm} <

x; andy;...coordinates of selected fingerprints

d...distance to every node counted by Euclidian desgaigorithm

m...number of selected nodes

Selectedm numbers of nodes are the ones with the smalldeewaf d (closest
ones to the currently measured position).

According to the fact that RSSI signal rapidly fluetes in time, as seen on the
picture (Fig. 2) set of correction data from builtnertial sensors is used.

RO ®
@WvﬁScanActwny
jimbuOP 00:1e:2a:6a:8b:02

8708m = 1,9950W, 2437MHZ
[WPA-PSK-TKIP[ESS]

Ukong¢it

Fig. 2 Measured wireless signal

2.2 Inertial sensors

Inaccurate and time fluctuating wireless positiatadare corrected during located
device movement using built-in inertial sensor® l&ccelerometer, magnetic sensol
and gyroscope.

Speed of the movement is calculated from lineaelacation and direction is taken
from magnetic sensor that serves as a compassvdid knear accelerations along
the directions that does not introduce forward ererse movement an algorithm
detecting the user movement (step detection algojitnd filter out the false shaking
or other stationary accelerations.
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Linear acceleration

Linear acceleration which is used to calculate edlklistance is obtained from
accelerometer and magnetic sensor. These sendoes \ae used to get the device’s
orientation and gravitational pull along X, Y and¥es.

The most important acceleration value is longitatlimcceleration which is
expressed as the acceleration along the Y axicgte device is parallel with the
earth’s plane).

The movement's velocity (Fig. 3) can be calculatexin this acceleration with
equation 4).

d(p.A) = /(G -P)? + (T -P,)? +.+ (G -P,)° =i(0u— p) @)
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Fig. 3. Velocity time function calculated from acceleration
The movement’s walked distance (Fig. 4) can beutatied according to equation

().

d = Z(vi*AH%aiAtz) 5)
i=1
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Fig. 4. Walked distance calculated from velocity

Measured values were approximately 3x smaller tieah walked distance. This
error was caused by the false acceleration alom¢(taxis when the phone is rotating
and moving along its own axis. This error is fixedth the gravitational pull
correction calculations.

The problematic describing’s phone orientation agvitation components
influence is vast and is not described in thiscltiEquation used for the corrected
calculations is equation6), where Gy is total component summation from all
gravitational pull components.

Lin

Accy

= ACCy - Gtotal * COSg + ey) (6)
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2.3 Magnetic sensor and orientation

To define device’s direction while walking devicatsagnetic sensor is used with
the accelerometer. Accelerometer is used to determdevice's own initial
orientation. For this orientation calculation gyrope with its angular movement data
can be used as well. Angular movement can be ategrover time summed and the
result would be the angle change of the device.

This application uses magnetic sensor to deterhivice’s azimuth (Fig. 5) (0° -
north, 90° - east, 180° - south, 270° - west).

0.5
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-15

Fig. 5. Device’s azimuth time function.

2.4 Test and results evaluation

The tests were dived and analyzed the two majds jpéithe algorithm the wireless
fingerprinting algorithm and inertial built-in sesrs movement detection algorithm.

Wireess adapter fingerprinting algorithm tests
Algorithm is using time moving averaged data calted from the wireless adapter
RSSI values. The maximum error during this testiuag approximately 4m (Fig. 6).
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Fig. 6. Wireless fingerprinting algorithm test

Built-in inertial sensors movement detection tests

The device was tested in the building where thetiad 15 steps and 7,8 meters
were walked during these 15 steps. Calculated tresulvalked distance is seen on
figure (Fig. 7). The overall result of walking cha seen on (Fig. 8).
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Fig. 8. Walking test with the built-in inertial sensors

Application implementation notes

Application was implemented on android device usngely java programing
language. Algorithms testing and evaluation wasfopered in the python
programming language.

Conclusion

This article proposes improvement for current fipgmting based localization
algorithms using built-in inertial sensors to impeanovement detection algorithms.

Tests taken on this algorithm proved improvemennfthe solely wireless adapter
based localization algorithms.
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Abstract. Requirements on healthcare software products are becoming more
and more complicated and software systems of today are characterized by in-
creasing complexity and size. Therefore, software systems can no longer be de-
veloped feasibly without the processes supported by appropriate methods. We
propose a method for configuration and modification of agile processes behind
healthcare products development based on gathered knowledge and formal
modeling. Our approach allows to support and optimize the processes with for-
mal methods of modeling.

1 Introduction

In this paper we introduce software engineering method that focuses on healthcare
information systems development domain following best practices given by software
processes and formal methods of processes modeling.

We develop a new method and software tools as a part of our research on formal
methods, support of software processes modeling, simulation and executing. These
tools allow users to model the process with formal methods, simulate it and optimize
the whole process model and/or its process execution. This paper focuses on the mod-
eling of the software processes in companies with formal methods to achieve mathe-
matically precise and optimized version of the process.

2 Software Processes and Agile Methods

Business processes represent the core of company behavior. They define activities
which companies (their employees) perform to meet their customers’ needs. As for
the definition of a business process, we quote from Workflow Management Coalition
[6]: “Business process is a set of one or more linked procedures or activities which
collectively realize a business objective or policy goal, normally within the structure
defining functional roles and relationships.” A software process is also a kind of busi-
ness process; it comes with its development and maintenance phases. Our research
aims at healthcare and biomedicine information systems development processes. This

© M. Kratky, J. Dvorsky, P. Moravec (Eds.): WOFEX 2013, pp. 64-69.
VSB — Technical University of Ostrava, FEECS, 2013, ISBN 978-80-248-3073-5.
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can be divided into activities of different kind, as they are defined by the process life-
cycle engineering [5].

2.1 Agile Methods

Changes in software products are aspects that are anticipated in agile development,
and change is what the modern business software development is all about even in
critical systems in a field of healthcare and biomedicine systems.

Implementation of the changes required by software product features or customers’
needs might not be easy but agile methods respond to these requirements a give us a
solution. The basic paradigm of agile processes is that there should be only the bare
minimum of documentation [2] and the production of the actual executable software
product as its primary goal. The ‘agile’ idea is to develop the simplest solution that
could possibly work for the current feature [1].

2.2 SCRUM

SCRUM is an agile, lightweight and adaptable process for managing systems devel-
opment. SCRUM concentrates on how the team members should function in order to
produce the required system in a constantly changing business environment. [9]
SCRUM starts with the assumption that software development involves several varia-
bles that are likely to change during the project. These include requirements, re-
sources, time frame and technology. SCRUM defines an empirical process control for
ensuring that the current status of the project is visible [10].

It is an iterative process: a project developed under SCRUM is divided into sprints,
which are the iterations of SCRUM. It is incremental: each sprint produces a working,
shippable version of the software with additional functionality [9].

3 Formal Methods

Formal methods are techniques used to describe and model various systems as math-
ematical models. The big advantage of formal models we utilize in our research is the
ability to verify the system's properties and simulate behavior of the system [11].
There are many formal languages that could be used for our needs like finite state
automata, Petri nets or Workflow nets, or ontology languages like OWL [12],
PROLOG or Transparent Intensional Logic (TIL) [7], [13], [14]. We chose Petri Nets
[3] and TIL as a modeling languages as they meet our requirements for its transparen-
cy and rich procedural semantics and the ability of Petri Nets to be transformed to TIL
[15].
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4 Modeling Discipline and Model Notation

We need to define the modeling discipline of processes in order to utilize formal
models of software processes in simulation and optimization. The meaning of the
term ‘model’ can be understood as a representation of one system — the modeled sys-
tem — by another system. The modeled system often comes from reality or another
artificial complex system and the model is its simplification — abstraction. Three func-
tions of abstraction for modeling a process model are defined in [4, 19, 20]:

*  Aggregation: an entity consisting of some other domain entities is modeled as
one aggregated entity;

* C(Classification: a class of entities sharing some common features is identified;

*  Generalization: a new class of entities sharing common features is defined by
abstracting from those features in which they differ.

However, the software-process development for healthcare and biomedicine do-
main has some specific features that must be taken into account (see [21]) and it has
been characterized as “the most complex endeavor humankind has ever attempted”
[8]. Nonetheless, a software process can and should be modeled in a formal way [17].

A knowledge-based approach to software process engineering has been dealt with
in [18-20]. The benefits of the knowledge-based approach to modeling and simulation
(KBS) in comparison with a Discrete-Event Simulation (DES - [21]) and System
Dynamics (SD - [16]) are discussed in [12].

We have 3 basic types of entities that are fundamental for SCRUM process mod-
els: Project, Iteration, Task. A Project contains a set of Iterations. Iteration contains a
set of Tasks. SCRUM follows an iterative approach to development, using time-boxed
cycles. Each release of the system is implemented through a predefined number of
time boxed Iterations. Iteration has a start time, duration and, again, contains a set of
Tasks. Developers are the main actors/roles of an agile software development process.
DES generates experimental data and to facilitate the analysis of all this data, it is
conventional to compress the data into a handful of meaningful statistics. In this para-
graph are described two distributions from a family of continuous probability distribu-
tions. Exponential distribution refers to a statistical distribution used to model the
time between independent events that happen at a constant average rate A. Exponen-
tial distribution is used to model waiting time between events.

The Normal (Gaussian) distribution is a continuous probability distribution, and we
have used it to generate duration of events (obstacles in development). Proposed sim-
plified agile model entities are (fig. 1)

*  Project: This entity represents a software project. It is characterized by
Name, a Start Time, a Company and a Team.

¢ [teration: SCRUM follows an iterative approach to the development. It has
its own identifier (Name), a Start Time, a Duration and contains a set of Sto-
ries.
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* Story: Represents a single requirements specification of the system. It has its
Name, a Type and a Status.

¢ Task: Each Task has name, a priority, an Estimated Hours, a Remaining
Hours, and a Developer.

Process

-name
startTime

JAN

Task

-number
Iteration Stosy -priority

Lf.‘”lu-l”v duration '»Vf“-‘ l@p—————-estimatedHours
team status ‘ remainingHours
developer

Project

Fig. 1. Extract from Class Diagram of SCRUM Entities

5 Value Added Model

Even though the software products in healthcare and biomedicine are based on similar
and rather stable requirements the leading market healthcare and biomedicine compa-
nies often utilize SCRUM or other agile methodologies to support and control the
development of their products. With more complicated software processes in a field
of healthcare information systems development we capture their fundamental and
critical parts with formal systems and based on those models combined with
knowledge bases we can optimize them and utilize such formal models further in
validation, simulation and effort estimation.

Selection of healthcare and biomedicine domain was based on a strong (formal)
knowledge behind medicine and hospital fields. With good formal process model and
knowledge base behind software products development in software companies on the
other side it will be much easier to gather requirements from customers and validate
final software products.

6 Conclusion

In this paper we’ve introduced our approach to modeling of software processes for
healthcare information systems development on agile method SCRUM and formal
modeling tools. After the brief introduction we’ve described fundamentals of formal
modeling, software process modeling discipline and creation and machine-learning
and simulation methods.
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Based on our research we introduced the methodology a software tools we have im-
plemented within the development of healthcare information systems for university
hospitals and bigger clinics. The realization team of this software product works un-
der the SCRUM and with a good formal model and ontology described in a combina-
tion of PROLOG and TIL we could design and build a methodology and support tool
for a development process simulation. These simulations help the management to
estimate the effort needed for the development of some product parts based on team
attributes that are easy to get so they can optimize the process or plan better.

Future work should lead to more complex and precise formal model/ontology of the
software process that is executed within the company and a simulation tool that will
include more attributes and will be able to work with greater set of external factors
that can influence the implementation of the software products. We are also working
on our own modeling tool embedded into the simulation application so the tool will
be more user friendly to end users.
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Abstract. XML is usually understood as a universal file format for ex-
changing small data over the Internet. However, XML can also provide
an alternative way how to store large databases. Compared to the tra-
ditional relational model, XML does not need to be limited by a static
schema.

In this paper, we present the current state of our prototype of a na-
tive XML DBMS called QuickXDB using state-of-the-art techniques for
evaluating XML Queries. We compare the prototype to some other com-
monly used implementations and show that the prototype can give a
better performance.

Keywords: XQuery, XML, query processing, TPQ, DBMS

1 Introduction

Over the years, relational data model has become the most common way of
storing large amount of data. However, the relational model is not always the
best solution how to organize data. Especially, if we need to have a dynamic
structure of a database, we are limited by a static relational schema. XML data
model is a useful alternative where the data are naturally organized in a tree!.

There are many approaches [1, 8, 7, 6] dealing with particular problems around
querying XML. This work is focused on putting these pieces together into a real
prototype of a robust XML database.

2 Data structures

Since our research is oriented on large databases, we usually cannot load the
whole data into the operating memory. Instead, we have to use some efficient
persistent structures.

The main data structures of QuickXDB are called document index and par-
tition indez. Both of the indices are B trees [2], but they differ in what they use
as a key (see Figure 1). In the case of the document index, the key is an XML
node label (an unique node identifier), while in the case of the partition index it
is an XML node name.

! The reader is expected to understand the basic terms of XML data model.

© M. Kratky, J. Dvorsky, P. Moravec (Eds.): WOFEX 2013, pp. 70-75.
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Fig. 1. (a) Document index (b) Partition index

2.1 XSketch synopsis

XSketch synopsis [7] is a subsystem for estimating query result sizes. More con-
cretely we use the f-XSketch variant [3]. Estimating result sizes is crucial for
cost-based optimizations described in Section 3.2. XSketch synopsis is a directed
labeled graph, where nodes correspond to disjoint sets of XML nodes. The graph
is fully loaded into the operating memory to provide immediate response times.

3 XQuery processor

The processor was originally a separated application [5] operating over an in-
memory DOM representation of an XML document. It forms the front-end of
QuickXDB native XML database. As the name indicates, the processor is capable
to treat XQuery queries. We support most of the semantics of XQuery language
specified by W3C2.

typed

operator tree
. syntax tree » operator tree | . . L — o
XQuery —»{  Parsing Compiling Static typing - Optimization
optimized operator tree —I
Static N Query N .
. Evaluation |—» Result
Preprocessing | preprocessed unnesting | preprocessed

optimized optimized
operator tree unnested
operator tree

Fig. 2. XQuery processor

XQuery is a representative of declarative program languages, so the queries
are not directly interpreted. There is a block schema of the processor in Fig-
ure 2. After parsing and compiling a query, the crucial phase is optimization
performed together with static typing. Several rewriting rules (e.g., removing
unused variables, introducing efficient join algorithms or searching for TPQ (see
Section 3.1)) are applied to a tree of operators being constructed. We use an

2 nttp://www.w3.org/TR/2008/WD-xquery-11-20080711/
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XQuery algebra described in [8], which is a combination of relational algebra
and special operators resolving XML structural relationships. The static pre-
processing and query unnesting phases produce the final tree of operators (also
called a query plan), which is subsequently evaluated.

3.1 TPQ rewritings

Twig pattern query (TPQ) is another representation of XML query, expressing
core functionality of XQuery. Evaluating single TPQ by a holistic join algo-
rithm (e.g., GTPStack [1]) is usually much more effective than evaluating a
complex tree of operators. Identification of TPQ in the original query is not
always straightforward. Only a few approaches [6] deal with the problem how to
cover possibly the largest fragment of a query plan with a single TPQ. However,
they are not fully applicable to our solution, because of different operators and
different compilation rules they use.

There is a special operator TupleTreePattern with a TPQ as its static at-
tribute. The operator has been already introduced in [6] with a few differences.
We do not rewrite the original input query, all the rewriting rules are applied
to the tree of operators. We use TupleTreePattern and TPQ interchangeably in
what follows.

(@ (b) (b)

[descendant::c]

TupleAccess
[IN#] upleTreePatt) upleTreePatt) Cpleneepa)

TupleAccess

I I
TupleTreePatt.

I

s

$x sy
[IN#x]

TupleTreePatt.

Fig. 3. TPQ rewriting rules

The main principles of our TPQ rewritings are depicted in Figure 3. The first
rule (a) merges a single TreeJoin® operator with an instance of TupleTreePat-

3 TreeJoin represents a single XPath step. This operation is often called as naviga-
tional.
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tern. The second rule (b) merges two Tuple TreeJoins under a common MapCon-
cat (usually known as Dependent Join) operator. The last rule (¢) merges two
TupleTreeJoins under a common Selection operator. Due to space limitations,
it is not possible to fully explain the semantics of all operators.

In the ideal case, almost the whole operator tree is rewritten to a single Tuple-
TreePattern. However, the TPQ queries can never express the whole semantics
of XQuery, so there always have to be other additional operators in the plan.

3.2 Cost-based optimizations

In Section 2, we mentioned that there are two main data structures: document
index and partition index. Currently, there are 4 operators accessing data. Two
of them use the document index and two of them (including Tuple TreePattern
described in the previous section) use the partition index. It would be better to
let the operators choose what data structures will they use.

The operator TupleTreePattern is able to combine both methods. We can
partition TPQ on parts that will use the partition index and parts that will
use the document index. If we want to choose the best partitioning, we need to
estimate how long will a query with a given partitioning run.

Cost estimation cannot be done without knowing important characteristics
of the data stored in the database. The cost of a query should correspond to
the amount of XML nodes read from persistent storage. The XSketch synopsis
described in Section 2.1 should be able to give us the desired answer.

4 Experimental evaluation

We have performed an experimental evaluation comparing our processor to other
commonly used implementations of XML databases. We have picked up 2 data
collections and 10 queries for both of them. Some of the queries were oriented
purely on the structure of XML document, i.e. they they resolve only structural
relationships between XML nodes and do not access the text content. We call
them structure oriented queries. The other, which do access the text content are
content oriented queries. The queries can be found in the technical report [4].

The first data collection, XMark is a 1.2 GB large XML document. The
second collection, Treebank, is much smaller — 86 MB, but the structure is highly
recursive, so executing queries is complicated in a different way.

4.1 Compared databases

We have tested 5 other XML databases. Oracle database* and Microsoft SQL
Server® are mainly used as relational databases. However, they support a frag-
ment of XQuery over XML data. Monet DB and BaseX” are native XML

4 http://www.oracle.com/cz/products/database
® http://www.microsoft.com/sqlserver

6 http://www.monetdb.org/XQuery

" http://www.basex.org
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databases with full support of XQuery. Saxon® is a memory oriented XQuery

processor. We have tried various XML indexing options wherever it was possi-
ble. Due to lack of space we do not show the results of Microsoft SQL Server
and Oracle database systems. We only mention, that they were not able to treat
most of the queries.

4.2 Results

The results of the experiment can be found in Table 1. Note that the results
shown in this paper slightly differ from the results presented in [4], since we
have improved an algorithm for evaluating single-path queries using document
index.

XM1 — XM5 and TB1 — TBS8 are the structure oriented queries. XM6 —
XM10 and TB9 — TB10 are the content oriented queries. All the queries were
run 5 times on each database. The values given in the tables are computed as
average time without considering the best and the worst time. The best time for
each query is highlighted. In many cases a database was not capable to finish
executing a query. For example, the XM3 query could not be processed on any
database.

As we can see, for the most of the structure oriented queries on both collec-
tions, QuickXDB was able to give the best time. The structure oriented queries
can be mostly rewritten into a single TPQ, so evaluating TPQs by GTPStack
holistic join [1] algorithm seems to be very effective. The content oriented queries
run usually slower on our prototype than on MonetDB. This could be caused
by the fact that currently there is no data structure indexing content of XML
nodes in our prototype.

Table 1. XMark and Treebank experimental results

XMark XM1 XM2 XM3 XM4 XM5 | XM6 XM7 XM8 XM9 XM10
Saxon 037 - — 084 085] - 2,69 5294 905
MonetDB 0,17 - - 0,52 0,68 | 0,39 - 0,23 2,08 0,18
BaseX wo/idx| 1,13 - - 1,47 1,84 - - 252,46 9,04 -
BaseX w/idx | 1,02 - - 1,44 1,95 | 18,88 - 3,14 941 -
QuickXDB 0,07 0,08 - 0,31 0,31 | 66 9,82 6,15 3,5 -
Treebank TB1 TB2 TB3 TB4 TB5 TB6 TB7 TB8 | TB9 TBI10
Saxon 0,38 049 028 05 0,76 0,25 1,49 0,37 | 1,38 0,26
MonetDB 032 031 034 045 023 033 038 1,34 |0,36 0,33
BaseX wo/idx| 1,8 254 11,08 245 1,88 7,38 846 3,06 | 49 1,24
BaseX w/idx | 1,81 2,66 11,25 2,24 1,72 7,24 831 323 | 51 126
QuickXDB | 0,03 0,02 0,02 0,06 0,15 0,17 0,11 - | 0,68 0,22

8 http://saxon.sourceforge.net
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5 Conclusions and future work

We have shown that our QuickXDB, prototype of a native XML database, can
give a better performance than some other commonly used XML databases. We
have presented the techniques we use to effectively evaluate XML queries and
how the techniques work together.

As described in Section 3.2, we are currently introducing cost-based optimiza-
tions into our prototype. This should speed up evaluation of a class of queries,
since both main data structures — document and partition indices will be used
more effectively.

We want to extend the support of XQuery language. Currently, the prototype
does not support some significant features like working with XML attributes
(the prototype does not distinguish between attributes and actual XML nodes),
implicit type conversions or indexing content of XML nodes. The goal is to make
the prototype available for other database research communities.
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Abstract. Identity is a basic component of any logic system and ability
to recognize that two formulas are identical is key to the process of
logical reasoning. In Transparent Intensional Logic we recognize that
in addition to symbol-identity there is a more useful form of sameness
- procedural isomorphism, sameness of meaning. However the TIL is
partial and partiality has great influence on this topic. In this paper we
summarize the current results of our research in this influence.

Keywords: TIL, Transparent Intensional Logic, procedural isomorphism, iden-
tity, sameness, partiality, alpha-conversion, eta-conversion, beta-conversion, beta-
conversion by name, beta-conversion by value

1 Introduction

Identity is a basic component of any logic system and ability to recognize that
two formulas are identical is key to the process of logical reasoning. It is obvious
that the ability to construct a proof of a conclusion from a set of premises requires
us to recognize that the obtained conclusion is the same as the desired one.

While this is straightforward for the first order predicate logic, it is more
complicated in cases of higher-order logic systems such as Transparent Inten-
sional Logic (TIL). Since the formula of TIL (called construction) represents an
algorithm describing how to obtain a result rather than the result itself, our goal
is to recognize whether the algorithm of two constructions is the same.

For this purpose we define several variants of procedural isomorphism. T'wo
constructions are procedurally isomorphic if and only if one can be obtained from
the other through a finite series of conversions (such as a-conversion, etc.). The
variants of procedural isomorphism differ in the set of permitted conversions.
While the variants in themselves represent an interesting topic, in this paper we
focus on the elementary conversions.

Since TIL is a type A-calculus (described in more detail in the next section)
the conversions are also based on Church’s «, n and S reductions. However
another property of TIL, partiality, is in play here and influences which of the
conversions can be used and under which conditions. Each of them is described
in an individual section in order of increasing complexity.

© M. Kratky, J. Dvorsky, P. Moravec (Eds.): WOFEX 2013, pp. 76-81.
VSB — Technical University of Ostrava, FEECS, 2013, ISBN 978-80-248-3073-5.
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2 Transparent Intensional Logic

The main concept of TIL is a construction. It is a basic structural element
for capturing the meanings of sentences in natural language. Constructions are
structured entities and they are defined inductively. But the generated hierar-
chy has to start with some basic objects - most simple constructions. For these
purposes we define two simple constructions: Variable and Trivilisation. These
atomic constructions have no other constituents but themselves. Following defi-
nitions are in more detail described in [1] and [2]

— Variables are constructions which constructs an objects in depend on valua-
tion (they v-constructs, where v is a valuation parameter). We can describe
how variables (as a constructions) v-constructs objects. For every type « we
have countably infinite many variables x1, x3, ... Members of type « can be
sorted to infinite many countably infinite sequences < ai1, ai2, ...>, < ag1,
asg, ...>. Every valuation v is a function based on given sequence < a;1, a;2,
...> which assign an element a;; to variable x1, a;o to variable x4 etc.

— Trivilisation is another atomic construction supplying objects on which molec-
ular constructions are operating. If element of any type « is trivialized, then
this trivialization just constructs this element without any change.

Since we have these atomic non-molecular constructions, we can introduce
other basic (molecular) constructions. Molecular is because they contains
another constituents, not only themselves. These remaining constructions
are Composition, Closure, Execution and Double Ezxecution.

— Composition is an operation of application of function to argument. The
purpose is clear - we are doing this for getting a value of function f on ar-
guments ai, as,...There are cases, where this procedure may fail. It’s strictly
there, where the procedure does not provide any output. And this situation
occurs when the function f on arguments aq, as,... is not defined.

— Closure is an operation dual to Composition. Whereas Composition provides
that functions can be applied to arguments, Closure create whole function
by abstracting from values of its arguments.

— Ezxecution of construction C is equivalent to C and fails if C is not a con-
struction. Finally, construction of higher orders can be executed twice, that’s
why Double Execution.

Definition 1. Constructions

1. Variable z is a construction which constructs object A of appropriate type
in depend on valuation v. Thus x v-constructs A.

2. Let X be any object/construction. °X is a construction called Trivialisation.
It constructs just X without any change.
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3. Let X, X1, ..., X, be constructions which v-constructs (aB1, ..., Bm)-, B1-,
.oey Bm- objects, respectively. [XX;... X[ is a construction called Compo-
sition. If the function F v-constructed by X is not defined on the tuple of
objects by ,...,by, v-constructed by Xi,...,Xm, then [XX;...X,] is v-improper,
i.e., it does not v-construct anything. Otherwise it v-constructs the value of
F on by,....by,.

4. Let x1, ..., x,, be pairwise distinct variables ranging over By, ..., Bm, respec-
tively (B, B not necessarily distinct types for i # j) and let X be a construc-
tion v-constructing a-objects. Then [Azy...xn, X] is a construction called
Closure. It v-constructs the following function F: let < by,..., by, > be a tuple

of B1-, ..., Bm- objects, respectively, and v be a valuation that associates x;
with b; and is identical with v otherwise. Then F is undefined on < by, ...,
by > if X is v -improper; otherwise, the value of F on < by, ..., by, > is

what is v’ -constructed by X.

5. Erecution 'X is a construction which either v-constructs object v-constructed
by a construction X or if X is not a construction or it is v-improper then 'X
18 v-1mproper.

6. Double Ezecution X is a construction. This construction is v-improper if X
is not a construction or if X doesn’t v-constructs another construction or v-
constructs v-improper construction. Otherwise if X v-constructs construction
Y and Y v-constructs object Z then %X v-constructs Z.

Notice that a composition [X, X1, ..., X;,] is v-improper if any of X, X7, ..., X,
is v-improper. Let’s have some examples of v-proper (resp. v-improper) Compo-
sitions.

i) %910 °2] - example of v-proper Composition.

i) [% %10 %] - x1 ranging over 7 (real number type), is a v-improper construction
for all valuations that associate z; with 0.

iii) [% %y 90] - this Composition is v-improper for all valuations.

It is also notable that Closure is not v-improper for any valuation v. This
plays an important role in the following sections.

3 o-conversion

a-conversion is sometimes referred to as renaming of a variable. It is the simplest
of the three, not only in that the a-reduction is the same as the a-expansion, but
is is also quite obvious that it does not change the meaning of the construction.

Az [*Prime z]

!

Ay [*Prime y]
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As the example shows, this is a more or less a cosmetic change and therefore
does not alter the procedure of the construction. Also no operation is added or
removed, so the partiality does not influence a-conversion in any way.

4 m-conversion

As is illustrated in this following example, n-conversion may, at the first glance,
seem as a harmless transformation.

Az ["Prime z]

!

OPrime

While this is true for some constructions, it is not for all. The following
counterexample was given by Jif{ Raclavsky at the recent Epsilon meets lambda
conference. Consider this pair of constructions in case where function F is unde-
fined at the argument A.

Az [[°F 9A] z]

!
°F °A]

Per definition of Closure the first construction in the pair is definitely not
v-improper. Also according to the definition of Composition the second construc-
tion may be (and in this case is) v-improper for any valuation v.

Therefore these two constructions are not even equivalent, and so they can-
not be procedurally isomorphic (as this is a stronger requirement that entails
equivalence). While there is currently no published solution to 7-conversion, it
has become clear that the core of the problem lies in the change of Closure
to Composition (though the core of the solution may be eventually found else-
where).

We can see that n-conversion is at least allowable for such constructions,
where the reduced result may never be v-improper such as with the first case with
trivialisation °Prime or a variable instead of it. Later we refer to this approach
as safe n-conversion.

5 (B-conversion

The following three constructions are in order: an original (unreduced) construc-
tion, a construction after a classic S-reduction (by name) and a construction after
a (-reduction by value.
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ey [P+ 2 y] [%: 96 °0]]
Ay [+ %96 °0] o]
2[9Sub [OTr [°: 96 90]] %z My [°+ = y]]

The classic B-reduction here resembles the situation described in the previous
section. The original Composition that is possibly (in in this case definitely) v-
improper is transformed into a Closure which cannot be v-improper. This again
leads to non-equivalence.

The [-reduction by value instead describes the proper procedure that is in
line with the definition of construction with respect to partiality. First the result
of subconstruction [°: %6 °0] is computed. Due to its v-improperness the Com-
position with T'r function is also v-improper and the same goes for Composition
with Sub.

If the inner subconstruction was for example [°: °6 °2], its result would be
3. Per definition of function T'r, the result of that Composition would be a
construction such, that it would be a trivialisation of the argument - in this case
03. This construction is then replaced by function Sub for any occurrence of
construction z in the construction Ay [+ z y]. And double execution executes
the resulting construction Ay [°+ °3 y].

Further details on the functions 7'r and Sub can be found in [3] and are not
key for this paper. The important difference here is however, that the S-reduced
construction is again Composition and thus can be v-improper.

Though B-expansion has not been the focus of recent research, an similarly
elegant solution is not yet prepared. Is should be however noted, that not too
complicated approach using Closure is possible.

6 Procedural isomorphism

While the partiality of TIL has brought up some interesting issues in itself,
the main goal and result of our research is an extended variant of procedural
isomorphism - the almost 1 procedural isomorphism. The numbering refers to
Church’s equivalences of A-terms, where ’1’ referred to a combination of a-, -
and n-conversion.

Definition: Almost 1 procedural isomorphism Let C, D be construc-
tions. Then C and D are procedurally isomorphic, iff there are constructions
Cy, Co, ..., Cy (n > 1) such that °C; = °C, °C,, = °D and for each pair of
constructions Cj;, C;y1 holds that:

1. Ci41 is an a-conversion of C;,
2. or C;41 is a safe n-conversion of Cj,
3. or C;y1 is a B-conversion by value of C},
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7 Conclusion

In this paper we presented a key part of the problem of procedural isomorphism.
While new issues with n-reduction have arisen recently, we are satisfied with the
current approach to S-reduction. Though these uncomfortable consequences of
partiality may be a convincing argument for non-partial calculus, we are sure that
enforcing of total functions is a non-solution, especially in the area of analysis
of natural language.

Expanded paper on this topic will be published in the Logica Yearbook.
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Abstract. Our research is focused on the simplification of parallel pro-
gramming for distributed memory systems. Our overall goal is to build a
unifying framework for creating, debugging, profiling and verifying par-
allel applications. The key aspect is a visual model inspired by Colored
Petri Nets. In this paper, we will present how to use the visual model for
debugging and profiling as well. The presented ideas are integrated into
our open source tool Kaira. This paper is based on the joint work with
Stanislav Bohm and Marek Béhélek that it will be published at WAPL
2013, Krakow.

1 Introduction

Parallel computers with distributed memory have recently become more and
more available. A lot of people can participate in developing software for them,
but there are well-known difficulties of parallel programming. Therefore for many
non-experts in the area of parallel computing (even if they are experienced se-
quential programmers), it can be difficult to make their programs run in parallel
on a cluster computer. The industrial standard for programming applications in
the area of distributed memory systems is Message Passing Interface (MPI)!.
It represents a quite low-level interface. There are tools like Unified Parallel C?
that simplify creating parallel applications, but the complexity of their devel-
opment lies also in other supportive activities. Therefore, even an experienced
sequential programmer can spend a lot of time learning a new set of tools for
debugging, profiling, etc.

The overall goal of our research is to reduce complexity in parallel program-
ming. We are developing the tool Kaira® that is designed as a unified prototyping
framework for creating, debugging, profiling and formally verifying parallel ap-
plications, where a user can implement and experiment with his/her ideas in a
short time, create a real running program and verify its performance and scal-
ability. The key aspect of our tool is the usage of a visual model. In the first

! http://www.mpi-forum.org/
2 http://upc.lbl.gov/
3 http://verif.cs.vsb.cz/kaira
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place, we have chosen the visual model to obtain an easy and clear way how to
describe and expose parallel behavior of applications. The other reason is that
a distributed state of the application can be shown through such visual model.
Based on it, we are able to provide visual simulations where the user can ob-
serve a behavior of developed applications. In addition, this feature is available
for incomplete applications from an early stage of the development. In context
of this paper, the visual model is also useful for debugging and a performance
analysis.

On the other hand, we do not want to create applications completely through
the visual programming. Sequential parts of the developed application are writ-
ten in the standard programming language (C++) and combined with the visual
model that catches parallel aspects and communication. We want to avoid huge
unclear diagrams; therefore, we visually represent only what is considered as
“hard” in parallel programming. For more details about Kaira and its visual
model see [1,2].

2 Simulations and tracing of Kaira applications

In this section, we will introduce two crucial features: simulations and tracing
of generated applications. Both can be used for debugging and the latter for
profiling.

2.1 Simulations

Besides generating standalone parallel applications from the model, the user
can also run the developed application in the simulator. The main task of the
simulator is to expose an inner state and it allows for controlling a run of the
generated application. The inner state is shown in the form of labels over the
original model (see Figure 1). The three types of information are depicted:

— Tokens in place (The state of memory)

— Running transitions (The state of execution)

— Packets transported between nodes (The state of the communication envi-
ronment)

It completely describes a distributed state of the application. The user can
control the behavior of the application by the three basic actions: start an enabled
transition, finish a running transition and receive a packet from a network. By
executing these three types of actions, the application can be brought to any
reachable state.

This approach also gives us the possibility to observe the behavior of the
application in a very early state of the development without any additional
debugging infrastructure. For example, we can see which data are sent to another
process even if there is no implementation of the receiving part.

The user has complete well-formed control of the application in the simulator;
therefore, the application can be put into an interesting state (and the user can
observe the consequences) even if the application rarely reaches such state.
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Fig.1: The model in the simulator

2.2 Tracing

An application developed in Kaira can be generated in the tracing mode, where
activities of a run of the application are recorded into a tracelog. When the
application finishes its run, the tracelog can be loaded back into Kaira and used
for the wisual replay or for statistical summaries. Generally, issues with such
post-mortem analysis can be categorized into these basic groups: selection what
to measure, instrumentation and presentation of results. Such tracelogs can be
useful both for profiling and debugging.

In the case of debugging, we usually want to collect detailed information of
the run for the reconstruction of the cause of the problem. In the case of profiling,
we want to discover performance issues and therefore need to measure a run with
time characteristics as close as possible to real runs of the application. But the
measurement itself creates an overhead that devalues the gathered information
about performance. Therefore, in both cases, it is important to specify what to
store in the tracelog.

In Kaira, the user specifies what is measured in terms of places and transi-
tions. The tracing of transitions enables the recording of information about their
execution. The tracing of places enables the recording of information about to-
kens that go through them. The user can easily control what to measure and it
is obvious what information will be gained or lost after switching on or off each
setting.

The second task is the instrumentation, i.e. putting the measuring code in-
side the application. In our case, Kaira can automatically place the measuring
codes during the process of generation of the parallel application. Parallel and
communication parts are generated from the model, therefore we know where
are interesting places where to put measuring codes. By this approach, we can
obtain a traced version of an application that does not depend on the complier
or computer architecture.
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The results are presented to the user in the form of a visual replay or as statis-
tical summaries. In replay, the data stored in the tracelog are shown in the same
way as in the simulator, thus as the original model with tokens in places, running
transitions and packets on the way and the user can jump to any state in the
recorded application. Our tool also provides statistical summaries and standard
charts like a normal profiler, and additionally, information is presented using the
terms of the model. For example, the utilization of transitions (Figure 2), the
numbers of tokens in places, etc.

Utilizations of processes

Processes
T T

Time

Fig. 2: The example of zoomed chart of process utilizations in the heat flow example
with 4 processes.

3 Experiments

This section contains an example where we want to demonstrate features men-
tioned in Section 2 and compare it with one of the most successful freely available
tool Scalasca [4]. All programs were executed on a machine with 8 processors
AMD Opteron/2500 (32 cores in total) and compiled with Intel Compiler at the
optimization level -02.

As an example we use the heat flow problem on a cylinder. We will use
a version of this problem where the body is discretized by a grid depicted in
Figure 3. The implementation of this problem in Kaira is depicted in Figure 1.
The transition Compute executes single iteration of the algorithm. It takes a
process’ part of the grid and two rows, one from neighbor above and one from
below. It updates the grid and sends top and bottom rows to neighbors. When
the limit of iterations is reached then the results are sent to process 0 where they
are written.

On this example we show a comparison between the hand-made solution
profiled by Scalasca and the version created and profiled in Kaira. The imple-
mentations share the same computation code. It is about 380 LOC (lines of code
without comments). The solution in Kaira contains 25 LOC in transitions and
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Heat flow problem: Parallelization:
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Fig. 3: The heat flow problem on a cylinder and the used method of parallelization

places and 10 LOC for binding the external types. The hand-made solution con-
tains 100 LOC, which are not shared with the solution in Kaira. The following
experiments were executed on the instance of the size 6400 x 32000 and 300
iterations.

All places and transitions are traced except for places Up row and Down row.
The standard function writing token name for the type std::vector<double>
stores all values from the vector into the tracelog. (6400 doubles for places Up
row and Down row). In our example, we do not need such information, so we
can change this writing function to store a smaller amount of data or we can
just switch off the tracing (as we have done here). In the case of the hand-made
solution profiled by Scalasca, 5 patterns in the filter file was used (23 functions
were filtered out). These numbers are small, because of simplicity of the example.
Without the filter file, Scalasca produces extremely huge logs (in the order of
gigabytes) and it deforms runs of the application, because traced data are very
often flushed on the disk.

Table 1. shows the comparison between the solutions generated by Kaira
and the handmade solution. In both cases, the measurements were done without
writing the resulting matrix into the file. Our problem scales well up to 16
processors, then it reaches limits of used computer.

The measurements show that solution produced by Kaira is comparable to
handmade solution and our tracing introduces only a small overhead. For this
small number of processors, the measured times are better than the handmade
solution profiled by Scalasca. Scalasca is designed for thousands of processors;
therefore it is not well suited for this experiment. But our goal was to show
that Kaira tracing is comparable (in the scale of tens of processes) with existing
mature parallel profilers and Scalasca is a well-established tool in this area.

4 Conclusion

In previous papers, we have been focused on the development of MPI applications
by usage of the visual model and visual programming. Our visual language is
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Table 1: Measured values for the hand-made solution and Kaira’s solution of the heat
flow example

Number of processes 1 2 4 8 16 | 32
Handmade solution [s] 497.39 | 249.58 |134.39| 70.98 | 57.88 |73.38
Handmade solution + Scalasca [s]|3020.89|1525.62|763.63|380.23/193.08/99.33
. |Kaira solution [s] 443.5 | 205.57 |137.75| 72.95 | 68.04 |83.09
Kaira solution with tracing [s] 444.78 | 229.67 | 147 | 72.98 | 68.14 [83.06
Scalasca log size [kB] 128 160 | 216 | 336 | 576 |1126
Kaira log size [kB] 40 136 | 264 | 520 | 1126 |2150

based on well-known formalism — Coloured Petri Nets. In this paper, we have
presented how the same visual model and in fact the same approach was used
for debugging and performance analyses.

We introduced a simulator that allows the live introspection into developed
programs. This simulator uses the original visual model. Thus the developer is
able to inspect the developed application’s behavior using the same visual model
that he developed and that he understands.

Also for profiling we use a similar approach and we use the original model.
We use it not only to present the obtained data (application’s replay) but also
to simplify the measurement specifications. This is crucial for profiling, because
when we measure everything, the obtained data are usually useless and setup
measurement filters in a standard tool can be hard.

We also demonstrate that presented features can be implemented with a per-
formance that is comparable with existing mature tools. Practical experiments
show that a performance of the handmade solution is comparable with the so-
lution generated by Kaira. Measured times differences were up to 20%. The
overhead introduced by tracings in Kaira is up to 3%. Our tracelogs are bigger
than Scalasca’s tracelogs, but their growths are similar.

This paper is based on the [3] that is joint work with Stanislav Bohm and
Marek Béhalek.
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Abstract. The background subtraction is a technique widely used for
video analysis, mainly moving object detection for surveillance systems.
Such algorithms must be robust, fast and it has to be able to deal with
dynamic backgrounds like water surface or moving tree branches. This
paper is an extraction of a paper accepted for presentation at 9th Inter-
national Symposium on Visual Computing ISVC 2013. In this paper, we
propose an algorithm for background subtraction based on a model of
layered RC circuits. We tested our method on video sequences acquired
from level crossing and on commonly used datasets.

1 Introduction

The background subtraction is a common technique for moving object segmen-
tation from video sequences. In many cases, we are not able to predict the size,
shape, or color of the objects, that we are trying to detect. In such cases, we are
ought to use the background subtraction algorithms. These, instead of training
the object detector, model the background and subtract from it the “moving” ob-
jects in the foreground. The result of background subtraction is a binary image,
where the pixels indicating “moving” objects are marked with white color and
background pixels with black color. Then the connected components algorithm is
used to find the individual objects in the segmentation. An example application
of such an algorithm is the project Pfinder by Christopher Richard Wren et al.
[1]. Their system tracks people and interprets their behavior. The tracking itself
is done using the background subtraction algorithm. Generally, PDE based algo-
rithms have the best performance in computer vision applications. Our method
is inspired by the model proposed by Pietro Perona and Jitendra Malik [2]. They
presented a model, using a grid of resistors and condensers organized in a grid,
functioning as an image filter. In this paper we present our modification to this
model. We have modified the filter so it can be used for background modeling.
The model is extended by excitation contacts used for connection of the input
video sequence images with the model. Our paper has the following structure: in
Section 2 we describe our modified model, in Section 3 we conduct experiments
and compare our method with other commonly used methods, and in Section 4
we conclude our work.
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2 Proposed Method

The inspiration to use a layered RC circuit model for background subtraction
came from paper by Pietro Perona and Jitendra Malik [2]. In their work, they pre-
sented a method for scale-space image filtering based on heterogeneous isotropic
diffusion. They also presented a model of diffusion process using electrical com-
ponents, namely resistors and condensers (RC circuit). The scheme for filter
they proposed can be seen in Figure 1. As we can see, the circuit is a grid of
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Fig. 1. The image filter model proposed by Pietro Perona and Jitendra Malik

condensers connected to neighboring condensers trough the resistors. Each con-
denser represents one pixel in the image and the voltage is the pixel intensity (or
color if we think of the voltage as an vector). If the condenser has lower voltage
than its neighboring condenser, then it is being charged by that neighbor (the
neighbor is being discharged by it) and vise versa. Charging speed depends on
the resistance of the resistors. The greater the resistance is the slower is the
charge/discharge rate.

Before we describe modification to the model, we have to understand the
background itself and how it differs from foreground. Generally, the background
consists of objects that are in most cases stationary and the foreground represents
the “mowving” objects. Basically, the background model represents the values
occurring with higher probability and are not changing that much over time.
The foreground objects are represented as values occurring less frequently and
are significantly different from the background model.

2.1 Simple RC Model

Our method uses for background modeling a simulation of diffusion using a grid
of condensers and resistors as proposed by by Pietro Perona and Jitendra Malik
[2]. This model is modified in such a way, that each condenser representing one
pixel of the background and the voltage over condenser is a representation of
pixel intensity. This condenser is connected to excitation voltage representing
the input image pixel values trough the additional resistor. The one-dimensional
example of one block of the original filter and in comparison the modified fil-
ter can be seen in Figure 2. This way the video sequence values are filtered
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and the voltage u. over the condenser C' represents the filtered value (modeled
background), which is an equivalent of the mean p value used in TGBS. The
standard deviation parameter u., can be modeled similarly using the absolute
difference between input excitation voltages (values) and modeled background
u. as an excitation voltage for u, circuit. The differential equation describing
the background update has the following form

Olc .y 1
ot = ﬁ (U‘C,I*Ly F Uezt1y + Uca,y—1 T Ucay+1 — 4”&%?;)
1
+CR (Ue,z,y — Uc,z,y) (1)

where the u,. is the background model value (voltage over condenser), x and y
represent the position in the circuit grid, C' is the condenser capacity, R is the
resistance value of the resistors connecting the condenser C with the neighboring
condensers, and the resistor R, connects the excitation voltage u. (new value)
to the background model condensers. The magnitude of the excitation resistance

Ue
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Fig. 2. The scheme of one block of the original (left) and modified filter (right)

R, regulates the speed of background model adaptation. If the resistance is too
small, the adaptation speed is fast, and if it is big, the adaptation speed is slow.
Fast adaptation leads to imprint of slowly moving objects into the background
model. On the other hand, if the adaptation is too slow, some parts of the
background image might be outdated.

This model is most similar to the TGBS method. The main difference between
these two methods is in filtering. The TGBS filters the data only in time domain,
because it filters the values for each input image pixel separately, but our method
considers the background model as a whole, where all the pixels are connected to
theirs nearest neighbors, which allows filtering also between background model
pixels.

2.2 Layered RC Model

The simple layered RC model is already able to distinguish between foreground
and background, but it still needs to be modified for adaptation to the dynamic
backgrounds. Firstly, this was solved by C. Stauffer and W.E.L. Grimson [3] in
MoGBS. They developed a method, where the background is not modeled only
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by one Gaussian, but by a mixture of K Gaussians. There, each of the Gaussians
adapts to one kind of the backgrounds emerging in the video sequence.
Inspired by this method, we introduce the layered RC circuit model (LR-
CBS). We added to our circuit (model) additional layers, that are used to repre-
sent multiple backgrounds, the DEMU X which is a demultiplex connecting the
input voltages u, (input values) to specific layer, which is selected by selector S.
Each layer is also connected by the inter-layer resistor Ry providing inter-layer
filtration. This helps mainly in initialization step, if the backgrounds are set ran-
domly, and also when one background disappears. Layer, that does not represent
any background moves towards to the nearest active background layer, where it
helps to represent its background. The modified background modeler scheme can
be seen in Figure 3. The adaptation of this model is driven by selector S. When

Fig. 3. The scheme of one one-dimensional block representing the layered RC model

the new excitation value u, emerges, the selector S connects it using the demul-
tiplex DEMU X to the layer, where the absolute difference between new value
u. and mean value u.; is minimal. The other layers excitation values u.; are
leveled to theirs corresponding voltages u.; (no excitation). This is performed
for each block in the model and then the following difference equation is used
for the update

(t+41) _ (8 dt . (t) (t)
Ut = Yooyt T po Uea—1yd T Ueatiyit T Yeay-1,

(*) ®) dt ®)
+uc,x,y+1,l - 4Ic,x,y,l) + Rec(ue,x,y,l - uc,x,y,l)

dt . ®) ®)
RLC(uc,z,y,l—l + uc,m,y,l+1 - 2uc,a:,y,l) ) (2)
where uiti gl 18 the value representing the background for pixels at position

x,y in the layer [ at time t. The dt is a time difference constant, and Ry is
the resistance of the resistor connecting individual layers. Similarly, the wu, is
modeled. The pixel is marked as foreground, if the input value is not within the
distance of 2.50 from the most similar layer value.
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3 Experiments

In this section we experiment with the complete method and we compare it to
other commonly used methods. The experiments were conducted on real video
sequences captured from IP cameras installed on a level crossing, that we use
for tests of obstacle detection and obstacle behavior monitoring. Furthermore,
we use standard datasets, often used for testing and comparison of background
subtraction algorithms.

The first experiment that we have conducted was a test of the abilities of
the proposed method under different conditions like dynamic backgrounds and
changing illumination. Resulting segmentations in Figure 4 clearly show that
our method is able to adapt under many difficult conditions. The tests were

f =

R 1 :h- " “

Fig. 4. Testing images their foreground segmentations and ground truths. First row) in-
put images; Second row) ground truth; Third row) Our segmentations, a) Level Cross-
ing; b) Bootstrap; ¢) Campus; d) Escalator; e) Fountain; f) Lobby

conducted using the following configuration: R =2 M2, C =1 uF, dt = 0.001,
Rp =2 M, Roin =20 kS2, Rpar =200 k2, A=5.0, K =5.

Our second experiment is quantitative. We compared our method with other
commonly used methods. In this test, the level crossing dataset has been used.
This dataset consists of high resolution images, and therefore, moving object
detection can be measured more accurately. As a quantitative measure the pre-
viously presented Matthews Correlation (Phi) Coefficient (MCC) [4] is used.
The results can be seen in Table 1. There, you can see that our method per-
forms better than other commonly used methods. The layered version LRCBS
is in addition able to deal with dynamic backgrounds. It is clear from the exper-
iments that it outperforms the MoGBS.
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Table 1. Algorithms comparison: LRCBS: layered RC; MoGBS: mixture of gaussians;
TDBS: temporal difference; TGBS: temporal gaussian; TMBS: temporal median

TP TN FP FN | Phi

LRCBS ||681225]20385616{103824| 62999 |0.89
MoGBS [3](|489913(20329902(295136| 118713 | 0.7
TDBS [5] |[461445|19816336|323604| 632279 | 0.48
TGBS [1] [|630959/18605493|154090(18431220.41
TMBS (6] ||535682|17712377|249367|2736238|0.29

4 Conclusion

We have developed a novel algorithm for background subtraction using a layered
RC circuit for background modeling. We have shown in the experiments that our
algorithm is able to adapt to many difficult conditions like strong illumination
changes, casting shadows, and dynamic backgrounds. Furthermore, our method
performs better than other commonly used methods for background subtraction.
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Abstract. One of the key issues of all companies is to try to optimize the
cost of everyday operations. Company management would like to know how
are operations or processes executed and if there are any deviations that waste
much money. There are many ways how to support the process enactment, but
at the end when there are some data from the process usage the analysis of the
efficiency is needed. One of the ways how to analyze the process and effective-
ly analyze the process data is to use process mining methods. In this paper, we
present the usage of process mining methods to real invoicing process and show
the possible impact of the results to the process or organizational improvement.
Paper also describes research in the area of process estimation and process
modeling that is connected with the process mining.

Keywords: process mining, case study, SAP, process improvement, process
estimation

1 Introduction

Companies enact most of their key business processes with the support of infor-
mation systems. Enacted processes are represented by workflows, partly managed by
the information system, partly managed by users’ decisions and activities. It is not
easy to understand whether specific process runs efficiently, because usually many
various activities are processed in parallel and process definition allows plenty of
process enactment variations. Our task was to analyze specific process with request to
suggest steps for its simplification, curtailment and enact the process cheaper.

Our paper is organized as follows: Section 2 introduces the state of the art; Section
3 depicts the experiment that we have performed: describes the data that we have
obtained; shows the usage of the process mining methods and explains obtained re-
sults and its interpretation in real business; concluding Section 4 provides a summary,
discusses the planned future research and explain connection to our other research.

2 State of the Art

In last decades, systems started to be more and more process oriented [1]. The shift
from the data oriented systems to the process oriented systems brought the companies
tools to control and check the enactment of the processes and resources that are in-
volved.

Business process definitions are sometimes quite complex and allow many varia-
tions. All of these variations are then implemented to supportive systems. If you want
to follow some business process in a system, you have many decisions and process is
sometimes lost in variations. Modeling and simulations can help you to adjust the
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process, find weaknesses and bottleneck during the design phase of the process. If you
want to analyze the real usage of the system, recognize its weaknesses, bottlenecks or
strongness on the real data, you have to know how the process was followed in reali-
ty. Process mining is an approach that is used for the analysis of real enactment of the
processes. Process mining uses logs of real process enactments to analyze the process
itself [4].

2.1 Related work — case studies

There is a lot of papers that describe new ways or improvements of methods, tech-
niques and algorithms used in the process mining. Surprisingly only several papers
are focused on the case studies, that mean in fact practical use of the process mining.
Detailed overview of recent case studies up to 2011 can be found in [5]. Authors de-
scribe 11 case studies in several domains, mainly in public services.

The range of process mining case studies and variations of process mining types
and methods shows the wide range of process mining applicability to answer different
questions in different domains.

3 Case study

This cases study reacts to a company request to analyze business process of the in-
voice verification in SAP system with aim to identify context in which the process is
not effective and provide a suggestion to the process improvement. The analyzed
company runs SAP system in five countries (with five different jurisdictions) and
process approx. 30 000 supplier invoices per year.

3.1 Context

Examined business process of the invoice verification is implemented in SAP ERP
and SAP DMS, user activities are controlled by SAP business workflow. Users partic-
ipate in the invoice verification workflow in several different roles (creator, account-
ant — completion, approver, and accountant — decision and posting).

Generally, it is process where the accountant should create the invoice, verify it,
then send to the approvers and finally when he gets it back he does invoice posting.
The case study is about verification of the idea about the process, find deviations and
in case of it do retrospective view to the particular instance of invoice verification.

3.2 Data obtaining and data structure

The main task during data preparation was to collect and adjust the application logs
to the final structure (see Table 1) needed for the process mining analysis. Data was
collected from the workflow system log containing most information about activities.

Table 1. Data structure of the log

IDOBJ ID of the invoice mandatory
IDACTIVITY ID of the activity mandatory
DATESTART Date when the activity started optional

TIMESTART Time when the activity started optional

DATEEND Date when the activity ended mandatory
TIMEEND Time when the activity ended mandatory
ROLE Role of the invoice processor (creator, accountant, | mandatory
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approver)

USER User account of the invoice processor (real user | optional
name)

TRANSACTION System transaction run by the user during proces- | mandatory
sing the activity

DATA Detailed information about context of the invoice — | optional
specifically ORGID, INVOICETYPE, ...

We have loaded the log with DATEEND between 1. 1. 2012 - 30. 6. 2012, totally we
loaded 37 991 records for adjusting.

3.3 Preprocessing of data

The main task of the data preprocessing is to map records from the application log
to the parts of the process in the process mining.

We recognized following event classes:

- Invoice Creation — this event in the real business process means completion of the
invoice (scanned originals, completion of all important fields) or recompletion of
the existing invoice.

- Invoice Verification — this event verifies the formal correctness of the current in-
voice (VAT, accounts, ...)

- Invoice Approval — this event approves the invoice (responsible persons approve
the factual correctness of the invoice and approve or reject the invoice, or send the
workflow back to the Verification/Creation)

- Invoice Posting — alternative decision of accountant (largely the final posting of
the invoice and change of the responsible approver)

The analysis was performed on 36 711 records, or respectively events.

3.4 Analysis of process model

Process model is depictured in the figure Fig. 1. We have reconstructed process
model from the log by BPMN Analysis (using Casual Net Miner) [11]. Process starts
by artificial event Start and then continues by event Creation. Next one is Verifica-
tion. These two events Creation and Verification can be done repeatedly. Next, there
is a gateway where the Approval event can be skipped. Approval event can be done
repeatedly too. Last events are Posting and artificial event End.

Fig. 1. Process model

The process model shows even the frequency of the transitions between events. It
is depicted by numbers next to arcs or by thickness of arcs. When the arc is bolder,
then the path is more frequented. We can see the high frequency of regular repeating
of Approval event. It means that invoice is Approved more than once quite often.

Other interesting finding is that Creation and Verification evens are done always
together sequentially.

We have discovered the most frequented paths, respectively all the used paths.
Number of all used paths (patterns) is 76. The Table 2 shows summary of the most
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frequented and most interesting paths that were discovered. Detailed analysis of these
most frequent paths is provided in the next section.

Table 2. Interesting paths in the process model

Path Case(s) Occurrence (relative) Number of events
Path 1 — 1 most frequented 2436 44.912% 7

Path 2 — least time consuming path | 1 0.018% 10

Path 3 — without Approval event 1 0.018% 5

3.5 Analysis of interesting paths
This section describes the analysis of most interesting paths that we chose from all
paths of the process model.

Path 1 — 1* most frequented path

This path is used by most process enactments (cases) of the log. It is almost the
half of all cases. The process model of this path is depictured on the Fig. 2. Process
starts by start artificial event, continues by Creation event, Verification event. Next,
there are two repetitions of Approval event and process ends by Posting event fol-
lowed by the end event.

Fig. 2. Process model - Path 1

Path 2 — least time consuming path

This path is least time consuming path. Same as like most time consuming it in-
cludes only one case. The path is depictured in the Fig. 3.

Process of this path, or case, is following:

1. Start artificial event

Three times — Creation and Verification event
Approval event
Posting event
End artificial event

2.
3.
4.
5.

Fig. 3. Process model - Path 2

Path 3 — without Approval event
We chose this path for detailed analysis because it do not contains Approval event.
This is some kind of deviation we are looking for. The path is depictured in the Fig. 4.
Process of this path, or case, is following:
1. Start artificial event
2. Creation and Verification event
3. Posting event
4.  End artificial event
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Fig. 4. Process model - Path 3

3.6 Results and retrospect to real business

We have analyzed specific paths and we have found following results:

- Path 1: The invoices from this class were found as invoices connected to the
purchase order/contract and with proper receipt without differences (amount,
price). Typically there are invoices for the investments, strategic raw material
and overhead invoices with two persons approving the invoice. This proves that
the purchasing system is well defined and settled.

- Path 2: there was not found any workflow for specific invoices, there are notes
at these invoices with link to the documents with confirmation (meeting notes) —
it means the invoice was confirmed by competent people, but out of the work-
flow system. Such path must be analyzed separately.

- Path 3: repetition of the “posting” step always means that the first approver of
the invoice refused the responsibility for this invoice (step “not me”). Such deci-
sion has mostly reason in assignment of competencies, sometimes in mistakes in
invoice classification or other typing error. Monitoring of this path is suggested
for the future.

4 Conclusion and future work

There are some conclusions that we have found about the invoice verification pro-
cess using process mining techniques.

1. Very specific cases were found in Path 2 — they do not have any frequent pattern
and from this reason are not interesting for conclusion.

2. Path 3 provides the information about the model of competencies and it is ap-
propriate to monitor this path.

This case study opened several tasks for future work. First of all, we have not paid
attention to the resources. In future work, we would like to focus also on users, their
interaction during the process and construction of their social network

We have been concentrated to most frequent paths with the aim to find reserves
and improving themes — in the future, we would like to focus also on deviations that
can mean some specific problem.

Our study proved that even the basic process mining methods used to analyze the
enactment of the processes can be very useful for the real businesses. The processes
performed by humans and supported by different systems have often wide range of
variability, thus it is not always possible to predict and control the real usage of the
process even with the sophisticated system. Thus we have to use information from the
real enactments to see what really happened. We can reconstruct the process by the
process mining tools; find deviations and other many useful pieces of information by
still grooving bunch of process mining methods. This analysis can be then used to
improve the process, supporting system or the organizational behavior, to estimate
process behavior. Our intention for the future is to study the usage of the process min-
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ing methods, find their best value for the business and try to present new methods that
can answer the questions that arise from the real business needs.

Our research is also focused on estimation of process and its parameters and on
process modeling. This can be also used in the connection with the process mining.
There is a lot of task to resolve so we will continue with our research in this way.
Papers where we describe our research are: [12-17].
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Abstract. Many image processing tasks exist. Segmentation is one of
the tasks we deal with, especially with the mean-shift method. Our
goal is to improve its speed and reduce the over-segmentation problem
that occurs with small spatial bandwidths. We propose new mean-shift
method family called Hierarchical Layered Mean Shift. It uses hierar-
chical preprocessing and stacking hierarchical segmentation outputs to-
gether to minimise over-segmentation. Significantly better speed should
be achieved and suppression of the over-segmentation of the layered ver-
sions should be preserved or even improved.

Keywords: mean shift, segmentation, acceleration, hierarchy

1 Introduction

Segmentation is the image processing tasks that should find significant objects
in digital images. It is still constantly developing and the goal is to improve not
only the accuracy and the segmentation quality but also the speed of algorithms.
We are focused on the method that is called Mean Shift. It was released in 1975
[6], but it started to be developed more 20 years later, in 1995 [2]. Very important
papers about this method are, for example, [3], [5], and [4].

The main idea of the mean-shift method is in iterative motion of data points
to the position of their highest density. In digital images, these data points are
image pixels. For each pixel, a kernel density estimate is computed and it is
shifted according to this estimate. It is repeatedly computed until the point
converges to an attractor, the place of the highest density of pixels. In general
Mean Shift (MS) [6], we need two datasets. The first one is the original dataset
that is used to compute the density estimate of the data points and the second
one holds the shifted values (the actual data points for which the density estimate
is computed). If we use Blurring MS [1], only one dataset is needed. The source
dataset is replaced by the computed values after each iteration. The BMS method
also has the smaller number of iterations per data point.

The hierarchical approaches [7] showed to be a very fast way to accelerate
the algorithms with a very small influence on the segmentation quality. They use
more stages of the algorithm with different bandwidths and they use the output
from the first stage as the input for the following one. A small bandwidth in the
first stage ensures fast computation as well as the smaller input in the next one.

© M. Kratky, J. Dvorsky, P. Moravec (Eds.): WOFEX 2013, pp. 100-105.
VSB — Technical University of Ostrava, FEECS, 2013, ISBN 978-80-248-3073-5.
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The layered approaches, on the other hand, run several MS computation
and stack them together. If the pair of pixels belongs to the same segment
in more resultant segmentation (threshold has to be set, for example, in two
segmentations of the three processed), they are merged together.

We present Hierarchical Layered Mean Shift (HLxMS) methods that use
the hierarchical approach and stacking of segmentations to reduce the over-
segmentation problem. The “x” stand for unspecified mean-shift method, for
example, hierarchical layered mean-shift method using the Blurring MS approach
is denoted as HLBMS. The version using the general MS, is denoted basically
as HLMS. Difference between hierarchical and layered approach are visible in
figures Fig. 1 and Fig. 2 respectivelly.
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Fig. 1. Stages of the HBMS method.

(b) 2nd iteration (c) 3rd iteration

Fig. 2. Iterations of the LBMS method.

2 Mean Shift Methods

Let X = {;}]_, C R? be a dataset of n points in the d-dimensional space, the
kernel density estimator for BMS method is given by the following equation

o) = 2K (). m

where the first fraction is a normalisation constant and o is the bandwidth. It
sets the diameter of the searching window (kernel function K(x)). We use two
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types of bandwidths in digital images. The spatial bandwidth o, is limiting the
neighbourhood of the processed pixel in z and y axis. The range bandwidth
o, indicates the maximum possible luminance difference between the processed
pixel and the pixels in its neighbourhood. MS can use broad kernels (for example,
the Gaussian) that cover all the data points and o parameters change only the
shape of kernel as all pixels are involved in computation. If we use truncated
kernels (for example, the Epanechnikov, uniform), the bandwidth parameters
limit the size of kernel. In our algorithm, we use only truncated kernels, because
it is based on using the small kernels that improve the speed of the algorithm.
The Epanechnikov kernel is given by the equation

1= if x| <1
K(z) = { 0, otherwise (2)

The mean-shift vector that is iteratively needed for each pixel in the processed

image, is given by
112
(B

-2, 3)
Sk (l===))

where the function k(z) is a derivative of the kernel K (x). This equation indicates
the difference between the former position of the processed pixel  (on the right-
hand side of the equation) and a new position of the processed pixel z. In each
iteration, the point is moved to the new computed position until the movement
is zero or close to zero. Each iteration consists of moving all the points according
to their mean-shift vectors, than the output of this iteration is converted to the
input for the next one.

Mo k(x) =

3 Hierarchical Layered Mean Shift

Our new method called Hierarchical Layered Mean Shift (HLxMS in general)
combines the hierarchical and layered approach. The hierarchical approach di-
vides the segmentation of the image into several stages. The first stage use very
small spatial bandwidth and, therefore, it is carried out very fast. It creates a
large number of small segments. We consider the segment as one data point with
the weight proportional to the number of points it contains. This output is used
as the input for the next stage with a larger spatial bandwidth. Because this
input is smaller due to preprocessing in the first stage, the next stage can be
carried out very fast too even if the larger spatial bandwidth is used (the dataset
is smaller). HBMS results can be seen in Fig. 1.

The layered approach uses a larger number of stages on the same dataset.
We carry out computation with several small, but different bandwidths. Each
result has the same boundaries around the significant objects but it has variously
shaped segments in the flat areas of the image. If we stack the segmentation re-
sults, the most significant boundaries would be clearly seen (Fig. 3). The merging
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algorithm is straightforward. If two random pixels are, for example, twice in the
same segment in two different segmentations of three processed segmentations,
they are assigned to one bigger segment.

We can carry out much more segmentations and we need to set the threshold
t lower than this number to denote the number of segmentations, where two
random pixels need to be in the same segment in order to assign them to the same
final segment. We have to check all the pairs of pixels that are in the distance
equal or slightly higher than the maximal used spatial bandwidth (we do not
need to check all the pairs of pixels in the processed image). It greatly reduces
the computational cost of the algorithm with no influence to the segmentation
result.

R R
(a) stacked LBMS (b) stacked HLBMS (c) merged HLBMS seg-
segmentation segmentation mentation

Fig. 3. Stacked LBMS and HLBMS (hierarchical LBMS) image and the result after
merging the HLBMS segments.

HLxMS combines both approaches together. It carries out one very fast ini-
tial segmentation with a very small bandwidth. Its output is used as the input for
two or more layered segmentations. General layered approach uses the original
image as an input, whereas the hierarchical layered approach uses the first pre-
processing stage for creating its input as in the hierarchical versions of mean-shift
methods. Simply, the hierarchical approach makes one over-segmented image and
the layered segmentation post-processing will decide which segments should be
grouped and which boundaries should be preserved. Of course, more hierarchical
stages can be executed in order to minimize the computational time if we process
very large images.

4 Experiments

We present the experiments carried out with Blurring MS (BMS) and Evolving
MS (EMS) [8]. General MS is not presented as it is not very suitable for such
stacking. We show original single-layered algorithms (BMS, EMS), hierarchical
versions (HBMS, HEMS), layered versions (LBMS, LEMS) and new hierarchical
layered versions (HLBMS, HLEMS).

The speed comparison can be seen in Table 1. It is obvious that new hier-
archical layered approach slightly improved the speed of algorithms and almost
completely reduces the over-segmentation problem.
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Fig. 4. Rows 1: the original image; 2/3: BMS/EMS (spatial bandiwdth o5 = 20); 4/5:
HBMS/HEMS (o = 4/16/64); 6/7: LBMS/LEMS (o5 = 4, multiplier of the bandwidth
mul = 1.4); 8/9: HLBMS/HLEMS (o, = 3.5, mul = 1.35).
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Table 1. The comparison of speed depending on algorithm

’ Hsynthetic Syn. noise\airplane\ hills \savana‘
BMS 31.8 s 37.5s | 34.7s [40.2s|34.7 s
HBMS 8.7s 10.1 s 96s | 89s | 825
LBMS || 42.2s 434s | 46.1s |44.3s|41.1s
HLBMS|| 6.4s 5.6 s 6.1s | 64s | 6.1s
EMS || 812.2s | 603.8s |168.3 s|198.9 s{160.9 s
HEMS || 29.7 s 33.8s | 18.8s [17.3s5|204 s
LEMS || 561.5s | 440.2 s |149.2 5 [156.2 5|153.2 s
HLEMS|| 20.3 s 20.7s | 16.8s [17.0s|17.8 s

5 Conclusion

We have shown that the layered approaches can almost eliminate the over-
segmentation problem in a reasonable time. The general layered versions are
sensitive to parameter settings. Especially BMS and EMS algorithms are very
useful in their layered versions. Hierarchical layered versions that we have pre-
sented in this paper do not suffer from the need of proper setting of parameters
and they work very well with general MS. It outperforms the hierarchical mean-
shift methods in both areas of the speed and the segmentation quality.
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Abstract. This article presents a brief introduction into current state
of financial markets trading. It describes markets dynamics that causes
price changes of financial assets and states most popular algorithms used
nowadays to predict this changes. Finally article provides a summary of
popular trading software including their capabilities.
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1 Introduction

Trading financial markets is becoming very popular and with todays technologies
available almost anyone can start trade markets at almost no initial costs. In past
it was much more difficult to became trader. One had to call broker by phone,
create account, and then call broker to initiate every transaction buy and sell
commands. Broker then would try to pass those commands to person present at
floor of trading house and execute the command physically.

Nowadays, it is much easier. It is possible to establish everything online,
transfer money from bank account and became live trading.

At this article we describe basic fundamentals of how financial markets be-
have, how can we predict market behavior and what software and platforms can
be used to accomplish trades on various financial markets.

2 Financial markets behavior

Financial markets uses principles of auction to satisfy supply and demand of
participants. The two main auction principles incorporated in markets are called
English auction and Dutch flower auction. Typical form of English auction used
is called ”open outcry”. It means that on seller offers goods to multiple buyers
that make a bid on price they are willing to pay for the goods. Highest bid wins.
The Dutch auction works in the opposite way. Seller puts an item at high price
and continually decreases until buyers accept the current price.

There is two main ways of analyzing financial market behavior. Fundamen-
tal and technical analysis. In fundamental analysis we decide value of specific

© M. Kratky, J. Dvorsky, P. Moravec (Eds.): WOFEX 2013, pp. 106-111.
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market product from events that relate to it. Eg. political, geographical aspects,
climatic conditions or any other events that can influence the value. Investors
who invest in accordance with fundamental analysis must watch news perma-
nently and individually decide on impact any information can have on their
trade. Another approach of predicting market behavior is technical analysis.
This type of analysis uses only mathematical and statistical instruments and
does not pay attention to any events happening to financial instrument in real
world. Computers helped greatly with evolvement of technical analysis. Typi-
cally predictions are made by applying mathematical and statistical methods
to previous market behavior. Predictions are made especially while inspecting
three main market attributes - price, time and volume of traded contracts at a
specific time.
In this paper we will focus only on technical analysis instruments.

2.1 Efficient-market hypothesis

Efficient-market hypothesis was developed in early 1960s by Eugene Fama. It
stays that there exists three forms of market efficiency depending on how much
is market determined by public information:

— in weak-form efficiency market behavior prices are determined by all pub-
licly available information thus it is not possible to predict future prices from
historical values. Fundamental analysis is suitable for this type of market ef-
ficiency and can provide good trading results

— semi-strong-form efficiency means that market reflects all public infor-
mation so quickly, that it is very difficult by investors to constantly beat
market values

— strong-form efficiency assumes that prices fully reflect all public and pri-
vate information and that it is impossible to achieve excessive trading returns
consistently.

2.2 Financial market theories

Many theories have been created about market behavior. There exist many
investors who advocate Random walk Theory saying that market price ran-
domly fluctuates around it’s real value and change in value cannot be pre-
dicted from historical information.

Other theories use waves and cycles to explain price changes. Elliot wave
principle claims that prices creates 5 waves in direction of main trend (up
or down) and 3 waves in opposite direction (price correction).

There is many different market behavior theories. In any of them in general
we can say that price changes in respect of following paradigms:

— trading market: this type of market is characterized by price fluctuation
in a relatively low range and is most commonly seen. Price rises up until it
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reaches price level called resistance level. From that point price goes down
until it reaches support level — lowest price. Then it continues back up and
repeat the cycle.

— trending market: this is market with clearly defined up or down trend. Up
trend is called bull market. Down trend is called bear market. Bull market
is usually slow and covers greater time period whereas bear market is often
very quick.

— changing market: this is period at which market is going to change from
trading to trending or vice versa.

3 Technical analysis instruments

First technical analysis attempts were made by Charles Dow in 19th century
when he developed his Dow Theory. This theory uses two market indices -
Dow Jones Industrial Average (DJIA) and Dow Jones Transportation Average
(DJTA) to analyze market behavior.

Dow theory is described by six main principles:

1. Market price is determined by all public and private information. This in-
clude economic and psychological factors and other behavior of all traders.

2. There is three trends that define market. Primary trend, lasting for months
or years, it contains secondary trend lasting for weeks, that contains minor
trends lasting less then few weeks.

3. Trend goes through three major phases. Accumulation — well informed in-
vestors start follow the trend. Public participation — majority of investors
realize trend and start to trade it. Distribution — positive economic news
attract a mass of investors which results in change of trend direction.

4. Both DJIA and DJTA must confirm each other to clearly indicate signal of
an coming trend.

5. Trend is confirmed by trading volume. In bull trend volume increases, in
bearish trend volume decreases.

6. A trend ends at the moment when signal of opposite trend is confirmed.

3.1 Trading indicators

Trading indicator is type of algorithm used to analyze financial markets. There
is literally hundreds of different indicators used nowadays. We can divide them
into several types according of what they try to measure.

Trend indicators Trend indicators are used to identify trend in a market. Ex-
amples are Moving averages or Moving Average Convergence-Divergence (MACD).

Momentum indicators These indicators can be used to detect overbought or
oversold positions and to determine possible start of new trend. Examples are
Commodity Channel Index (CCI), Relative Strength Index (RSI) or Stochastic
Oscillator.
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Volume indicators Volume indicators take advantage of information about
volume of traded goods. This information can tell a lot about future possible
move of a market. Examples are Chaikin Money Flow and Money Flow Index.

Volatility indicators These indicators try to show behavior of traders and
advise entry signals for new trades. Fo example Bollinger Bands.

4 Technical aspects of trading

There exists many of exchange trading software systems. In this section we will
cover the most frequent ones and compare their price and trading techniques
here.

4.1 Exchange of trade information

Several network protocols were developed to allow data transfers between com-
modity exchange and others who want to use data for their purposes. There is
some widely used protocols as well as some others used only by specified ex-
changes that developed their algorithms for their own purpose. Commonly used
protocols include FIX(Financial Information eXchange), FAST (FIX Adapted
for STreaming), ITCH , HSVF (High Speed Vendor Feed), STAMP (Securities
Trading Access Messaging Protocol) and others.

FIX FIX is a textual protocol used to transfer market and trades information.
Official documentation[4] defines FIX as:

"The Financial Information eXchange protocol was invented by Salomon
Brothers and Fidelity Investments in the early 1990s to address the problem of
communicating securities orders and their executions in the wholesale banking
industry. Since the early 90s FIX has been expanded, through 7 protocol re-
leases to cover all asset classes and extend its reach fromtrade initiation to trade
confirmation. FIX is today the most widely adopted protocol in the wholesale
markets and the defacto standard for all institutional trading globally.”

FAST As electronic trading increased in volume it became evident that FIX
protocol is not efficient enough and too verbose. This led to unwanted delays in
communication. From this reason FAST protocol was developed. In a nutshell
FAST acts as thin layer above FIX protocol that removes data redundancies
resulting into significantly smaller message size.

ITCH Protocol with ultra low latency.

HSVF This protocol is designed and developed by Montreal Exchange (owned
by TMX Group). It is part of Sola Trading Solutions.
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4.2 Trading platforms and software

TradeStation Most recent service description is located at the official webpage
http:/ /www.tradestation.com.

Trade station is company based in USA that provides one of the most popular
trading platforms. It offers access to most of the used markets such as stocks
and ETFs, options, futures, forex, mutual funds and bonds.

It has its own programing language called EasyLanguage to allow programing
of automatic trading strategies.

It offers various pricing options. Stock, ETFs and options can be priced either
per share or flat-fee commission from each trade. Futures and forex are priced
as commission from each trade.

Oanda USA based company that is specialized at providing forex trading plat-
form. Service is located at http://www.oanda.com.

Oanda supplies real-time forex data that can be used in trading softwares
to perform trades. It is possible to create two types of accounts. Demo account
is free and allows to practice trades on real data with unlimited virtual funds
for unlimited time. It behaves exactly as real trades would behave but operates
only with virtual money. This type of account is convenient for testing trading
strategies. Live account is identical to demo account but operates with real
money. Oanda earns money as a little commission from each trade.

Instaforex Is Asia based forex broker company. Their service is located at
http://www.instaforex.com.

Instaforex works very similarly as Oanda. It offers two types of accounts —
demo and live with only difference, that demo account operates with virtual
money.

NinjaTrader Is options and futures trading platform that has it’s own software
called NinjaTrader. All information is located at http://www.tradersplatform.com.

It offers only 30-day trial free service. After that point it is paid as a com-
mission from each trade.

Plus500 London based company that delivers trading facilities on commodities,
forex, shares, ETFs, CFDs and indices. Their service is located at webpage
http://www.plus500.com.

As similar to other platforms, Plusb00 offers two types of accounts. Demo
account that has no limitations and operates virtual money. And live account.
Plus500 platform includes software for Windows, web browser, iOS and Android.

MetaTrader MetaTrader is not broker platform. It is software, that is able
to connect to to platform providers and perform trades on their platform via
API. Currently most recent version is version 5 and is free to download at
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http://www.metatrader5.com. MetaTrader cooperates with various brokers such
as Oanda. It is only for Windows computers.

5 Conclusion

At this article we have briefly described the ways of how can financial markets be
traded nowadays. We stated some basic theories that try to explain why financial
markets behave the way the they behave. These theories cannot be applied to
all possible cases and thus one cannot rely fully on them. At next part we have
described how trading works at physical way. Which protocols and systems are
used to transfer trade information from trader to exchange house. Predicting of
future prices can be also based on historical data. There exist lots of algorithms
called market indicators that use historical data to predict future market moves.
These are briefly described in last part of the article. Together with list of most
commonly used broker platforms and software to perform market trades.
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Abstract. High quality assurance is an important element of any production
process. Therefore, an important factor is a comprehensive quality examination
carried out quickly, thoroughly and in a cost effective manner. This article pre-
sents a method of examining the quality of cast elements by means of image
processing techniques.

1 Introduction

The most effective quality control is carried out in a dynamic manner. It makes it
possible to take into consideration all processes occurring in a particular object's pro-
duction by identifying and anticipating quality-related problems.

An effective and quick identification of defects requires an examination after the
completion of each stage of production. In this respect, there are two possible ap-
proaches - supplied components can be examined before they are used subsequently in
the production process or the production process can include an auto-control system
operated by a person manufacturing or processing components.

From the technical point of view, the objective of quality control is to check, e.g.
by measuring or benchmarking, a product's one or several characteristic properties and
compare the acquired results to the required ones for the purpose of confirming their
compliance with the design. This task is usually performed by the dedicated personnel
whose operating activities do not include production workers' duties. Products which
do not comply with specifications are rejected or returned for corrections [1].

2 The methods used in assessing the quality

The simplest method of product quality control is the precise measurement and as-
sessment of a product's condition by the qualified technical personnel. Examinations
can be carried out by means of simple measuring devices such as meters, slide calli-
pers, micrometer gauges and comparative control models. An assessment of a
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product's condition includes also a visual evaluation of workmanship or the placement
of a manufactured element in a properly prepared mould or master die, which allows
one to verify the correctness of the production process. Such methods are simple and
cheap. Their main disadvantage is a long execution time and consequently - low effi-
ciency. In such methods here is also a probability of major mistakes in comparison to
automated methods of evaluating a product's quality.

Another type of measuring methods comprises the use of coordinate measuring ma-
chines. Measurements taken by means of coordinate measuring machines are charac-
terized by a very high degree of accuracy and objectivity. A considerable advantage of
this measurement technique is the possibility of taking measurements of objects with
complicated shapes which cannot be measured by means of basic workshop measuring
tools such as slide callipers, metroscopes or dial gauges. With respect to casts which
are to be subjected to further machining, the use of coordinate measuring machines is
inadequate in view of their costs and the required measuring precision at a level of
(50+100) um. A measuring robot constitutes a solution offering a comparable func-
tionality. In comparison to coordinate measuring machines, measuring robots are
characterized by a higher speed of the arm up to 0.5 m/s. Their acceleration is also a
few times higher up to 4 m/s>. The operating conditions of a measuring robot located
in a cabin can correspond to those of factory production halls [2].

The optical shape measurement methods ensure a high resolution as well as a vari-
able sensitivity and scope of measuring the surfaces of three-dimensional objects.
Depending on technique, they can be used to measure distances as well as a three-
dimensional micro- and macrostructure of a tested object. They can be divided into
two basic groups: point and field methods. In the point method, information on an
object's shape is acquired from a particular set of points isolated from its surface (sim-
ilarly to coordinate measuring machines). On the other hand, in the field method,
information on an object's shape is acquired by means of pictures of the whole object
under examination recorded by means of a camera.

The point methods are related to active and passive triangulation techniques. Their
basic disadvantages include a limited number of points which can be analyzed in the
case of fully automated data processing and a long time of data processing.

The field methods constitute a much larger group of the optical shape measurement
methods. Their major advantage is the fact that they provide information on an ob-
ject's shape simultaneously from the whole field of vision. This generation's methods
are based on the analysis of the intensity of deformed fringe images projected onto the
surface of a tested object. Projected fringe images can be created by means of various
techniques, e.g. the projection of a grid image or the creation of interference fringes
from a coherent light source. Changes in height and deformation of the surface of the
tested object cause interferences in the fringe pattern of a known shape, which is sub-
sequently compared to the original.

Two structures in the form of linear rasters imposed on each other cause the ap-
pearance of an image of dark and light bands of moire. They are dependent on the
frequency of spatial structures, the ratio of the widths of dark and light lines and the
grids' mutual positioning.

A raster image placed in the projection branch is projected onto the object. In the
other branch of the system there is an identical optical system which maps the fringes
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from the object onto the reference raster, the same as the raster of the projection
branch. The rasters' planes are perpendicular to the optical axes, which, in turn, are
parallel to each other. The rasters are shifted transversely and, in order to illuminate
the largest possible surface of the tested object, a high degree of precision is necessary
in the adjustment of the optical systems. An analysis of fringe images can be treated as
a process of a complete recreation of a measured value encoded in such images, con-
stituting sinusoidal intensity fluctuations [3]. The optical shape measurement tech-
nique based on the moire effect is presented in Figure 1.

branch projection raster grid reference

LK1 7 1=y 7
N [ \ | /

projection system

77/ 77 / ~
// /S 7/
AP AIPI I IIIIIII)

measured object

Fig. 1. The phenomenon of projection moiré

Apart from the aforementioned optical methods based on geometrical relations, cal-
ibrated photographs can be used in some measurements. Product examination can be
performed indirectly by comparing photographs of a model to photographs of a par-
ticular detail, or by detecting particular shapes. This method is presented in more
detail in the following chapter. The application of the optical method in the examina-
tion of the quality of casts could be a quick and relatively cheap method as compared
to, for example, the use of a measuring robot. In view of a short duration of measure-
ment, all casts could undergo examination.

3 Analysis of the object

As an object is to be examined in a short period of time, about 2—3 seconds per point
and with accuracy at the level of 100 um, an examination method has been developed
whose measurement determination procedures are based on the analysis of images
acquired from a high-resolution camera.

The method requires the maintenance of constant illumination conditions and a re-
peated state of an object's surface. In this method, the compliance of photographs of a
particular detail with a model can be defined with respect to selected fragments, e.g.
holes. The method is simple and quick in application because it requires the taking of
just one photograph. Photographs can be taken by means of a camera with a standard
lens. As it has already been mentioned, no measurements are taken in this method,
only comparisons are made. Because of the ascending perspective, the same details
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located at various distances are visible on photographs as details with different dimen-
sions. Figure 2a includes deformations which appear if a standard lens is used. The
use of a telecentric lens (Figure 2b) eliminates such deformations, which can cause
serious problems with computer-based image analysis.

In this method, image deformations are not important because the use of the same
measuring system causes the occurrence of deformations on both the model and the
inspected object. For example, only holes located on the lens's axis are circles. As the
distance from the axis increases, circles change into ovals.

© ® ©® ©

a) b)
Fig. 2. Photos a hex screws of different lengths of the lens: a) standard b) telecentric

Practical experience shows that it is difficult to achieve the method's good effec-
tiveness with respect to the complete consistency of images. The method's effective-
ness can be improved by using transformed images, e.g. edge detection (Figure 3) so
that only selected elements (e.g. holes' edges), and not the texture of an object's sur-
face, are compared.

Fig. 3. Image after processing, prepared to compare [4]

The measurement of the diameters of the holes on the cast's side turned out to be a
difficult problem. The diameters of these holes decrease stepwise. Because of the
holes' considerable depth and the consequent half-shadow, the taking of measurements
with top illumination does not give the expected results. Thanks to cracks through
which light can reach certain sections of the hole, this problem can be solved by illu-
minating the cast from the bottom (Figure 4). Such illumination makes it possible to
take measurements in a few sections [4].
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Fig. 4. Lighting of the lateral holes at different depths hole [4]

Such measurements required the use of a multipoint controllable illuminator and an
additional holder for the inspected element. The most difficult problem to solve was
the measurement of the height of the cast's selected points in relation to the plane of
reference. Assuming that the cast's support occurs under three points (determining the
plane of reference), the measurement of the cast's upper edge (if the cast's thickness in
a given place is known) can confirm, e.g. the presence of twists. We took test meas-
urements of the height by means of the triangulation method, illuminating a selected
point at a known angle (60°) with a laser beam (Figure 5).

Fig. 5. Lighting selected the laser beam [4]

In order to record the image, the object needs to be darkened because of low laser
light scattering on the cast's surface in the case of lateral illumination. In the second
solution, the selected place is illuminated with two cones of light (an apex angle of
more than 30°), with shifted foci necessary for the determination of the sign of devia-
tion. In the event that the plane is at the determined position, two circles will be visi-
ble: one with a minimum diameter of about 1 mm, and the other — 2 mm (Figure 6).
The indirect measurement of the height consists in the measurement of the diameters
of both circles [5].

Fig. 6. Lighting two points to measure the height of the object [5]
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An evaluation of an object's parameters should include optical defects which worsen
an image's parameters, thus impairing the accuracy of taken measurements. In order to
eliminate occurring deformations, the photographs underwent the deformation correc-
tion process.

4 Conclusions

Image processing has numerous applications in various fields. Due to low costs of
implementing necessary software, we can acquire a handy tool for a comprehensive
evaluation of cast elements. Currently the most popular method of evaluating the con-
dition of such elements is the use of appropriate moulds or master dies. This method is
cheap, but relatively slow. The method described in the paper is quick and accurate.
More accurate measurement results can be acquired by means of coordinate measuring
machines; however, evaluation costs are disproportionate to the task.

An important aspect of the discussed method is the application of adequate diag-
nostics equipment. The solution proposed by the authors for evaluation of holes' dis-
tribution and shapes can constitute a quick and accurate tool for evaluation of the
workmanship of cast elements.
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Abstract. The possibilities for using absolute vibrations for on-line monitoring
of industrial electric motors have been presented in this article. An engine
applied in the cement industry and made on sliding bearings served as
an example. In the article there have been included the following descriptions:
of the measurement technique, the measurement system, the applied sensors
and the vibration signal transducers. The rules have been described which
should be followed while selecting the spot where the control equipment is to
be installed as well as the assembly method. Possible sources of interferences,
which can cause serious failures of the performed measurement of the vibration
signal, have been indicated. The diagnostic possibilities in a continuous
operation of material electric machines have been presented in the study after
performing the vibroacoustic and spectral analysis of the occurring absolute
vibrations.

1 Introduction

Ensuring continuous and safe operation of electric machines applied in industry is
a basic aim of each production company. It is necessary to promptly recognize chang-
es of dynamics of the supervised machines, the level of wear of material parts, the type
and level of damage. Maintenance services make use of various on-line systems
of diagnostic testing whose measurements enable reducing the number of failures and
serious damage to critical electric motors. Vibration diagnostics based on the meas-
urement and assessment of relative and absolute vibrations of the tested electric
engine is one of the best monitoring methods. In numerous cases vibration measure-
ments carried out on non-rotating parts of machines are enough to characterise proper-
ly their current motor conditions with respect to parameters of proper work. They are
used, first of all, for the current operational supervision and acceptance tests. General
conditions and measurement procedures, assessments of vibrations of non-rotating
parts of machines, as well as general valuation criteria are all included in the PN-ISO
10816-1: 1998 standard Mechanical vibration — Evaluation of machine vibration by
measurements on non-rotating parts — Part 1: General guidelines [1]. A sample
machine supported on sliding bearings is presented in Figure 1.
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Fig. 1. Motor of a mill in a cement plant, that is three-phase induction slip-ring motor
DOLMEL SYUe-1481/01 type, with power of Py= 1000 kW, n = 738 rpm.

2 Measurements of vibrations of electric machines

A well designed and performed machine is characterised by a low level of vibrations.
In the course of operation, a machine wears out, its foundations subside, machine
elements become deformed and slight changes of the dynamic qualities of a machine
appear with time. What occurs is excessive non-coaxiality of shafts linked to clutches,
wear of parts, increased imbalance of vibrating elements and increased play. All these
factors are reflected in the rise of energy of machine vibrations [2]. Resonance vibra-
tions and significantly increased dynamic loads are caused as a result. A vibrating
signal carries a lot of information connected with the technical condition of electric
motors and is a basis for these signals to be applied in on-line monitoring systems
as indicators of machine condition trend. The spectral analysis of these signals allows
to identify the type of damage [2], [3].

2.1 Measurement methods

The following values can function as vibration measurement parameters:

a) vibration relocation, measured in micrometres;

b) vibration speed, measured in millimetres per second;

¢) vibration acceleration, measured in metres per second squared.
It should be taken care of for vibrations to be measured in a wide band encompassing
the scope of a machine frequency spectrum. A range from 10 Hz to 1000 Hz is
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frequently assumed. However, different frequency ranges and different measurement
values may correspond to different types of machines. Vibration measurements are
carried out in various measurement points, in one, two or three directions. The maxi-
mum broadband value of spot vibration intensity is called the intensity of machine
vibrations. Measurement points of absolute rotations of electric engines are located
on the casings of bearings and their supports, non-rotating structural elements carrying
dynamic loads and characteristic of the vibrating condition of a machine. Typical
spots for the location of vibration transducers are shown in Figure 2.

b)

©)

Fig. 2. Recommended location of transducers for measurement of absolute vibrations:
a) for small electric machines, b) on bearings in casings, ¢) on free-standing bearings.

In the process of making a decision concerning the type and size of a transducer
of absolute vibrations, as well as the location and manner of mounting it, the following
rules should be observed:

a) the weight of the installed transducer cannot effect a change of vibration
characteristics of the entire structure, that is it cannot exceed 1/10 of the
vibrating element weight;

b) the dynamics and the applied frequency range of a transducer cannot be
limited by too low stiffness of its mounting as this may lead to deformation
of measurement results of vibrations with frequencies higher than 500 Hz;

c) prior to assembling transducers, it is recommended to carry out initial meas-
urements in different parts of a machine in order to determine the most
appropriate location of measurement spots;

d) preparing and marking measurement spots in advance is likely to increase
measurement precision and repeatability of vibrations caused by transducers
which are not permanently fixed.
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2.2 System for measuring absolute rotations

Five low-profile accelerometers of SKF CMSS-2200 type, with a constant
of 100 mV/g, were mounted in the tested engine, Figure 3:

- accelerometer 1 — bearing stand, drive end, vertical direction;

- accelerometer 2 — bearing stand, drive end, horizontal direction;

- accelerometer 3 — bearing stand, non-drive end, horizontal direction;

- accelerometer 4 — bearing stand, non-drive end, vertical direction;
Acceleration sensors were mounted on the stands of sliding bearings with the use
of a screw connection, which assures the broadest band for transmitting vibrations.
Among other methods of mounting transducers, there is manual application, attaching
them with the use of wax or glue and a magnetic grip. The sensors used for measuring
absolute vibrations were connected to the SKF analyser with the use of a special
screen cable with a double shielding layer CMSS 9200.

a) b)
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Fig. 3. Measurement accelerometers a) mounted on a bearing stand of an engine,

on the drive end, b) sample acceleration meter used in the measurement system —
CMSS 2200 [5].

Absolute vibrations are measured in three reciprocally perpendicular directions: verti-
cal, horizontal and axial. Such a measurement makes it possible to test values such
as acceleration (a), speed (v) and relocation (s). Selecting a proper measurement value
depends on, first of all, the qualities of the tested electric motor. Measuring accelera-
tion is the best measure to reflect vibrations of a machine with low frequencies
of about 10 Hz and slow-rotation machines whose rotary speed does not exceed
600 rpm. This is because low frequencies of vibrations are characterized by consider-
able relocations. Vibration speed is the best way to represent the condition of a ma-
chine with frequencies within the range from 30 Hz to 1500 Hz, whereas drive accele-
ration, is best for high frequency machines [4].
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3 On-line monitoring of absolute vibrations

The existing critical drive with power of Py = 1000 kW and rotary speed of
n = 738 rpm, applied in one of Polish cement plants was used for diagnostic testing.
@ptitude Observer software by SKF company was used for visualisation of measure-
ment results. The highest registered vibrations in the assumed period of time for the
spectral diagram of a sliding bearing of the tested electric motor were shown in Fig. 4.
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Fig. 4. Registering the highest values of absolute vibrations for the spectral diagram of a sliding
bearing a) accelerometer 1, drive end, vertical direction; b) accelerometer 2, drive end,
horizontal direction; ¢) accelerometer 3, non-drive end, horizontal direction; d) accel-
erometer 4, non-drive end, vertical direction;

Frequency analysis of absolute vibrations consists in studying the characteristic bands
appearing in the spectral diagram and corresponding to the damage that occurs. From
the above diagrams we can read that on 10th November 2012, at 11:00 pm., the follo-
wing vibration speeds on drive end were registered: for the sensor measuring
in vertical direction 0.404mm/s at the frequency of 12.188 Hz, and for the sensor
measuring in horizontal direction 0.855 mm/s at the frequency of 12.344 Hz. In the
same measurement period, the following vibration speeds on non-drive end were reg-
istered: for the sensor measuring in vertical direction 0.52mm/s at the frequency
of 100 Hz, and for the sensor measuring in horizontal direction 4.06mm/s at the fre-
quency of 67.188 Hz. Taking into consideration the fact that the tested electric engine
belongs to class Il — large driving units and other large machines with vibrating
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weights, mounted on fixed and heavy foundations with low vibration measurability
and the classification of vibration intensity in accordance with the ranges shown
in Table 1, we can perform current valuation of the technical condition of a machine.

Table 1. Typical limit values of effective vibration speeds, corresponding to individual zones
for class III of machine classification, in accordance with PN-ISO-10816-1:1998 standard.

Bottom values of Upper values of
Zone name the zone RMS the zone RMS
[mm/s] [mm/s]

A Zone — machines directly after technical 028 280
acceptance
B Zone — machines approved for long-term
operations without any operational re- 2.80 7.10
strictions
C Zone — machine is not suitable for long-
term operation, taking remedial measures in 7.10 18.0
necessary
D Zone — machine may be damaged in the

. 18.0 45.0
course of further operation

By carrying out the frequency and spectral analyses of the obtained results, we can
conclude that the condition of sliding bearings on the drive end is within the A zone,
whereas those on the non-drive end are in the B zone. The drive is fully operational
in case of both bearings.

3 Summary

Online monitoring of absolute vibrations is a good, frequently applied and relatively
easy manner of analysing technical condition of the supervised electric motors used
in industry. One should remember that vibration measurement is limited due to the
factors influencing signal passing. Among the most important ones there are: internal
machine dampening, phase delay of a signal, structural resonances and, most of all,
the influence of oil film in the bearing, which is characterised by high non-linearity.
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Abstract. This paper presents the calculation of copper and iron losses in the
permanent magnet synchronous motor (PMSM). Calculations are performed
using a three-dimensional field-circuit finite-element numerical model. In order
to validate correctness of the calculation results, measurements on the physical
model of the machine are carried out.

1 Introduction

In recent years synchronous motors with permanent magnets (PMSM) are gaining
more popular in drives dedicated for continuous operation such as pump and fan [1,
3]. These machines, by using neodymium magnets, are characterized by high effi-
ciency, high power density, reliability and a wide range of motor speed. Additionally
PMSM motors are characterized by a high overload torque, combined with a relatively
low moment of inertia of the rotor provides good dynamic properties [2]. One of the
most important aspects in the design of PMS motors is to determine the losses occur-
ring in the motor. This analysis allows to determine the efficiency and assess of heat-
ing machines. Otherwise increase the power output of an electrical device is dictated
mainly by its thermal behavior. In addition, in the case of permanent magnet motors
thermal analysis is extremely important because of the risk of a partial demagnetiza-
tion of permanent magnets as a result of too much of their warm-up. Therefore, works
connected with determining of power losses occurring in motors with permanent mag-
nets in various phases of their work become appropriate. This article attempts to
analyze iron losses in the PMSM.

2 Electromagnetic Model of PMSM

The work adopted a synchronous motors with permanent magnets Sh80-6B
SMKwsg90MS8 as the object of research. The motor parameters:

— rated output P,=2kW,

— rated current /,=3,7A,
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— rated voltage U,=400V,

— rated speed #,=22000br/min,

— efficiency 7=91%.

In order to determine the losses in the test PMSM was built field-circuit model in
Flux3D environment, based on the finite element method (FEM). The complexity of
the field-circuit model require the use of sophisticated algorithms and computers with
high calculating powers. Despite continuous improvement in both areas, the existing
software does not provide the user with the freedom of action due to software limits
and high hardware requirements. Therefore, it is necessary to make the necessary
assumptions, and limiting the complexity of the task, and at the same time ensure
a correct solution. Therefore, a natural approach to the construction field models of
electrical machines is the use of boundary conditions allow to minimize the numerical
cost. In designed field model of the analyzed motor, were used the periodic and the
symmetry boundary conditions, thereby reducing the calculations to 1/8 volume of the
entire machine. During the analysis the following simplifications were made:
hysteresis was ignored as well as eddy currents, constant density of coil current was
assumed.

Fig. 1. Discretization mesh of the PMS motor

3 Results of analysis

Based on field-circuit model, a number of computer simulations were performed. In
order to verify the correctness of the numerical model in the first stage of the study,
the calculations the phase current waveforms in steady state for different operating
conditions were performed. In Figure 2a shows a computer simulation of currents
waveforms in the phase for machines loaded torque 7; = 0.46 N-m at nominal speed
and voltages Uy = 265V. Figure 2b shows current waveforms with an motor load
torque 7; = 8.7 N-m.
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Fig. 2. The phase current waveforms in steady state

Power losses in the copper are calculated according to the formula:
AP, = RI? ™

where R is the phase resistance, / is phase current.

Since the object of study is the synchronous motor, iron losses are mainly formed in
the stator. In the case of the rotor 4Py, losses are due to the presence of harmonic.
But these losses globally are negligibly small and therefore the study the only losses in
the stator. The calculation of iron loss is based on the modified Steinmetz equation
that accounts for hysteresis, classical Joule eddy-current, and excess losses[4].

3
- 2 1¢7| _d*(dB, .\ dB )2
APFe = I-V[I(kh Bmfkf +FJ.O UE[E (t)) + ke (E(t)j kf dt)dv (2)

where k), is the hysteresis coefficient, B, maximum flux density excursion over an
electrical cycle, f'is the frequency, 4 is the packing factor of the laminated core pack,
o is the electric conductivity, d is the thickness of a single sheet of lamination, and %,
is the excess loss coefficient, v is the volume of the region. The iron losses is calcula-
ted within each element of the meshed core region using (1) and then averaged over
the entire stator core volume. Table 1 lists the material coefficients used for the iron
losses predictions.

Table 1. Material coefficients for M470-50A lamination

Coefficients Symbol Value Unit
Hysteresis coefficient ky, 143 [Ws/T*m’]
Excess loss coefficient k, 2,6 [W/(Ts'])3/ 2/’
Packing factor ky 0,96 -
Density o 3,03-10° [(Qm)"]
Lamination sheet thickness d 0,5-10° [m]
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Copper and iron losses were determined for the two specific areas of the stator: stator
yoke and the stator teeth (Table 2).

Table 2. Calculated loss in PMSM

Load on th APp, [W]
oad on the
APc, [W] | Stator
motor
teeth Stator yoke
T70,46N-m 17,11 36,31 17,14
778, 7N'm 64,89 40,6 21,82

4 Summary

The paper presents the results of the field-circuit analysis to determine the copper and
iron losses in the permanent magnet synchronous motor. In order to validate correct-
ness of the calculation results, measurements on the physical model of the machine are
carried out. With the use of the constructed model one may fast and at the same time
with sufficient precision determine iron losses. This approach allows a better determi-
nation of heat sources present in the motor needed to thermal analysis of the machine.
Thermal analysis of the test motor is planning in the further part of the work.
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FREAK descriptors, and their effectiveness when
comparing images undergoing geometric
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Abstract. Currently, the key problem in Computer Vision applications
is efficient and effective approach to generating keypoints of images, and
creation of descriptors for later comparison and matching. In this article
I will try to bring the most popular and effective SIFT, BRIEF methods,
and confront them with new methods appearing on the horizon, such as
FREAK. And to consider in the end which of the algorithms will be the
best during the times of an increasing emphasis on the deployment of
these solutions on such mobile devices as smartphones and tablets and
other embedded devices that impose restrictions in terms of memory
capacity and computing power and focus on performance in real- time
applications at the same time.

Keywords: SIFT, BRIEF, FREAK, geometric translations

1 Preamble

Object recognition and matching, 3D reconstruction, and motion tracking — all
rely on the presence of stable, representative features in the image.

The ideal keypoint detector finds salient image regions such that they are
repeatably detected despite possible image translations.

The main objective of teams dealing with this issue is to create an algorithm
running as efficiently as Scale Invariant Feature Transform (SIFT) proposed in
1999 by David G. Lowe.

The search is on algorithms with lower computation requirements and a main-
tained invariance to the most popular image translations (e.g. scaling, rotation,
geometric distortions ...).

The works to date resulted in the creation of methods that meet the above
requirements at least in principle i.a. such solutions as the following:

Speeded Up Robust Features (SURF) [2]

— Binary Robust Independent Elementary Feature (BRIEF) [3]
Binary Robust Invariant Scalable Keypoints (BRISK)[4]
Fast Retina Keypoints (FREAK)[1]
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2 Overview of solutions

2.1 Scale Invariant Feature Transform (SIFT)

Introduction The approach proposed in 1999 by David G. Lowe, a Canadian
professor working at the University of British Columbia, called the Scale Invari-
ant Feature Transform (SIFT) [1] has become a generally accepted model, due
to its effectiveness. The descriptor provides invariance to most of the most popu-
lar image translations. Unfortunately, SIFT method requires a lot of computing
power.

This algorithm is used for the following:

— object recognition, robotic mapping and navigation, image stitching, 3D
modeling, gesture recognition, video tracking, match moving.

The algorithm was patented in the United States and is owned by the University
of British Columbia.

The mechanisms of the algorithm First, the keypoints of objects are ex-
tracted from a set of reference images, and stored in a database.

An object is recognised in a new image by individually comparing each feature
from the new image to this database. Then, a set of keypoints is sought, whose
mutual Euclidean distances are as close as possible.

The obtained set of keypoints is filtered for compatibility according to the
location, scale, and orientation in the new image in order to filter out good
matches.

The determination of consistent clusters is performed rapidly by using an
efficient method based on hash table. The table implements generalised Hough
transform methods — methods of extracting regular shapes.

2.2 Binary Robust Independent Elementary Features (BRIEF)

A milestone, designed to create a solution tailored to devices with limited re-
sources, was to develop a method to create an image descriptor called Binary
Robust Independent Elementary Features (BRIEF).

BRIEF algorithm in combination with the method for detecting the keypoints
called Features from Accelerated Segment Test (FAST), allowed to apply it in
real-time applications.

The authors have proposed the use of binary strings as an efficient feature
description. Thanks to a range of treatments, BRIEF is a very efficient algorithm
for creating, comparing and matching features.

Authors of the paper [2] tested their algorithm with standard benchmarks,
and compiled the results with other rapid methods such as SURF and U-SURF.
Analysis of these data shows that the fruit of their work achieves similar or
sometimes higher effectiveness in a shorter time and with lower computational
requirements.

Unfortunately BRIEF is characterised by a low tolerance to image distortions
and noise, especially to rotation and change of scale.
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Table 1. Problems and solving methods, and the benefits of using SIFT algorithm.

Problem Technique Advantages

Key localization /  DoG(Difference of Gaussians) accuracy, stability, scale
scale / rotation / scale-space pyramid / orien- & rotational invariance
tation assignment

Geometric distortion blurring / resampling of local  Affine invariance
image orientation planes

Indexing, matching Nearest neighbours / Best Bin  Efficiency and speed
First search

Cluster identification =~ Hough Transform voting reliable models pose
Model verification /  Linear least squares better error tolerance
outlier detection with Fewer Matches

Hypothesis accep- Bayesian Probability analysis reliability
tance

2.3 Fast Retina Keypoints (FREAK)

The motivation for the authors of this algorithm was to achieve the best possible
results based on solutions which are suggested by the human body while main-
taining the computational complexity as low as possible. They were inspired by
the human retina.

Topology of the human retina proved to play so important role for the authors
that they decided to transpose its structure, and design image descriptor on its
basis.

Based on the progress of medicine in understanding of the methods of how
the image is transmitted to the brain, i.e. the assertion that the human retina
extracts details from images using Difference of Gaussians, and encodes such
differences with action potentials, the authors decided to use these methods in
their own algorithm.

3 Tests and results

3.1 Introduction

The comparative test for descriptors operation was carried out for three methods
recognised by me as the most interesting, i.e. SURF, BRISK and FREAK.

The sequence of testing operations is as follows:

— Conversion of input image to grayscale
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Fig.1. From human retina to computer vision: the biological pathways leading to
action potentials are emulated by simple binary tests over pixel regions. (Upper part
of the image is a courtesy of the book Avian Visual Cognition by R. Cook.)

— Detection of keypoints and extraction of descriptors from input grayscale
image
— Generation of all transformed images using passed transformation algorithm
— Then, for each of the transformed images:
e Detection of keypoints and extraction of descriptors
e Match of train descriptors and query
e Computation of statistics for the testing procedure

Testing conditions for computing platform The whole process of testing
was conducted using OpenMP (called Open Multi-Processing) — an applica-
tion programming interface (API) that supports multi-platform shared memory
multiprocessing programming. Tests were conducted on a MacBook Pro laptop
equipped in the following components:

— The processor in the equipment used is a Quad Core i7, which loaded all
cores for 100% during the tests, 16GB RAM, 256Mb SSD

3.2 Results

Results are shown in Figures 2 to 4.

4 Conclusions

In a surprising way, the results have shown how low is the level of matching ratio
for SURF in the case of testing images that have different rotation with respect
to each other.

Based on the above results we can say that BRISK algorithm has proved
to be very positive. It is characterised by a fantastic effectiveness at two times
faster operation. Taking into account the results of the tests, I think that from
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the group of presented algorithms BRISK (and some cases FREAK) is a natural
candidate to be used in applications focused on efficient and effective analysis
and image matching in real-time applications.
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Abstract. This paper presents the performance improvement achievable in
Gaussian Puff Model through parallelization of the plume rise procedure. Cal-
culations carried out in the massively parallel architecture allowed to accelerate
the calculations associated with the appointment of transitional momentum
plume rise.

1 Introduction

In air quality management system the assessment of air pollution is performed on
the basis of measurement systems and mathematical modeling. There are many models
for simulate the spread of pollutants in ambient air. Starting from simple box models
to complex models used for large-scale and different meteorological conditions [1, 2].
One of the universal tools recommended by the Ministry of Environment in Poland is
CALPUFF (CALifornia PUFF Model) [3].

2 CALPUFF model

CALPUFF is a universal model which can be used to model the spread of vari-
ous kinds of gaseous and particulate pollutants in ambient air. In this model the plume
of pollutions emitted from the source is approximated by a series of the puffs which
transport and shape is determined by the weather conditions [2, 3, 4]. CALPUFF
model allows to determine the concentrations of pollutants coming from various emis-
sion sources: point, line, surface and volume [3].

In the CALPUFF calculation are performed in the three grids: meteorological,
computational and receptors. The concentration of pollutants at the reception point is
determined by adding the concentrations of all puffs. Whereas the number of generat-
ed puffs depends largely on weather conditions. In the CALPUFF model calculations
are performed in three main loops: hours loop, puffs loop and receptors loop [3].
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3 Plume rise procedure

One of the procedures of the CALPUFF model is PRM (plume rise momentum)
procedure. The PRM is called by the GRISE procedure, which is responsible for the
calculation of height of gradual plume rise at a given point. The plume rise algorithm
takes into account phenomena such as plume buoyancy and momentum, vertical wind
shear, stable atmospheric stratification, area sources plum rise and line source plume
rise [3]. The plume rise is estimated by the formula (1).

3E,x 3Fx?
Z":Kﬁfu?)+ ZBfu?)] 0
1 ug
Pi=3++ 2)

where: F,, — the momentum flux,
F — the buoyance flux,
u; — the stack height wind speed,
x — the downwind distance,
B; — the neutral entrainment parameter,
fj— the jet entrainment coefficient,
w — the stack gas exit speed.

The distance in which the plume reaches a maximum elevation (3)

3.5x*, F>0
= =14D(w + 3u,)?
Xr f(x) M, F=0 (3)
Ugw
S
. 14Fs, F <55
x*=f(x) = 2 @)
34F5, F>55

where: D — the stack diameter.

This routine is used for calculate transitional momentum plume rise for neutral
and stable condition.

4  Parallelization

To speed up the calculations used the massively parallel architecture of the GPU
(Graphics Processing Unit) and OpenCL standard. Implementation of parallel compu-
ting in OpenCL starts from defining the problem in the N-dimensional space. Each
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independent component in the index space is called a work-item. Each work-item
performs the same program kernel, but for different data [5, 6, 7].

The calculation was carried out on the following platform: software: Visual Stu-
dio 2010, NVIDIA CUDA SDK 5.0, Intel OpenCL SDK 1.5; hardware is as shown in
Table 1.

Table 1. Comparison of computational resources

| Host GPGPU
Device Intel Core i7-2630QM NVIDIA GT 540M
Platform Intel(R) OpenCL 1.1 OpenCL 1.2 CUDA5
Compute Units 8 2
Processing Elements 8 96
Frequency 2000 MHz 1600 MHz

Each processing element (PE) determines the value of PRM function for a given
point of a grid.
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Fig. 1. Results of the computation time between the CPU and GPU

Performance results show that OpenCL has good potential to be speed up one of
the procedure of CALPUFF model. For a small number of points experimental results
show that OpenCL implementation on GPU achieves a longer computation time. In
this case, the initialization time of the platform and transfer the data to a computing
device significantly affects on the total computation time. The OpenCL implementa-
tion gives better performance when the number of independent tasks is sufficiently
large and do not need frequent references to main memory.
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S Summary

The results show that the implementation of the PRM procedure in the massively
parallel architecture enabled to accelerate the calculations associated with the ap-
pointment of transitional momentum plume rise. However, as shown by the results,
reducing computation time is remote. This is due to of the size of task and the need to
copy data between the CPU and GPU memory.
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Abstract. In this paper the author compares the predictive method for determin-
ing the duty cycle rate of modulation (PWM) with the predictor-corrector
method. The use of these methods could reduce the error on the trajectory of the
mobile robot. The simulations were carried out for two different process control
steps and it was assumed that the pulse width modulation (PWM) frequency
was equal to 5 kHz..

1 Introduction

One of the most frequently discussed issues in the literature is precise control of au-
tonomous mobile robots. Currently, the algorithms used are robust or adaptive [1, 2],
which significantly reduces the errors. It should also be noted that when more sophis-
ticated control algorithms are used, they need more computing power. Another prob-
lem is a relatively low frequency carrier wave of PWM, which in the DC motor con-
trol in mobile robots, currently rarely exceeds 10kHz. In practice, the appropriate
choice of duty cycle rate of modulation is a prerequisite for correct control.

Therefore, when design of the robot does not allow for complex control algorithms,
it still uses predictive methods which can be written in a simple form and do not re-
quire complex computing power. In that case, two algorithms were compared: a pre-
dictor Adams-Bashforth 1 and 2™ order algorithm and Adams-Moulton predictor-
corrector algorithm of the 2™ and 3™ order.

The aim of this paper is to answer which of the algorithms is more suitable for
practical applications with computing power absorption being reduced at the same
time. Both methods were compared designating the duty cycle to PWM rate without
prediction.

The results were obtained by computer simulation of a three wheeled mobile robot
Pioneer 2DX [3].
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2 Mobile robot model

Model of mobile robot and equations are taken from [3] and written in the follow-
ing form:

M(q@)q +h(q,q) =T, (2)
where:
2myl +m 12+IZ +21 bt . —msl,ryf
M(q) = 14 1) 25 i h( ,q): 521.2
(Zmy +ms)r” +21 mshyn B

T=|:(M1 -M,-N,/ +N2f2)h1} q =[,B ‘//]7
M, +M,—N,f; =N, f,

where M and C describing robot dynamics, T consist forces and generalized forces,
m; — mass of the drive wheel, m; — mass of construction, 7; — radii of the drive wheel,
[; — distance between the center of the frame mass and the characteristic point,
[, — distance from the characteristic point to the driving wheel, M;, M, — torques,
N;, N, — drive wheel pressure of the ground, f;, f> — friction coefficient of the ground,
h; = Uy/ry, L;, Ls, I,; — moments of inertia, y — rotation angle of the substitute drive

wheel, f — rotation angle of the frame.

The simulation was carried out using the real DC motor Dunkermotoren GR63 param-
eters with gear PLG52 1:20.25, where: U,=24.0V, [,=2.7A, R=1.2 Q, L~=0.0029 H,
where: U, — rated voltage, /, — nominal current, R, — armature resistance, L, — armature
inductance.

In the simulation the author included a simplified model of the inverter voltage which
was presented in [4].

2 Predictor and predictor-corrector algorithms

Below the author compares the predictor Bashforth algorithm with the Adams
Moulton predictor-corrector algorithm for two different time steps of the control pro-
cess. It is assumed that the PWM frequency is 5 kHz and the step process control step
of duty cycle rate is 7€{0.002s; 0.02s}. For the 1" and 2™ order, the author analyzes
Bashforth method, and for the 2™ and 3™ order — Adams-Moulton method.

Therefore, the algorithms are written below:
1* order Adams-Bashforth [5]:

Xn+1 =xn+hf(xn’tn)’ (3)
2" order Adams-Bashforth [5]:

3 1
Xn+1 = Xp +h{5f(xn’tn)_E.f(xn—lﬂtn—l)} ) (4)
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2" order Adams-Moulton [5]:

Xyt =Xy +h{%f(xn+l’ln+l)+%f(xn’tn)}’ ®)
3" order Adams-Moulton [5]:

5 8 1
Xpl =Xy +h{§f(xn+l’tn+l)+ﬁf(xn’tn)_ﬁf(xn—l’tn—l)}' (6)

3 Simulation results

Simulation results are shown in Tablel:

Table 1. Simulation results

Algorithm Process control step Root mean square
error [m]

without prediction  t=0.002s 1.84.10™

without prediction t=0.02s 18510

Adams-Bashforth ~ t=0.002s 1.69:10"

1% order

Adams Bashforth t=0.02s 1.59-10""

1% order

Adams Bashforth t=0.002s 1.12-10"

2" order

Adams Bashforth t=0.02s 1.27-10"

2™ order

Adams  Moulton t=0.002s 1.69-10"

2" order

Adams  Moulton t=0.02s 1.59:107!

2™ order

Adams  Moulton t=0.002s 1.39-10"

3" order

Adams  Moulton t=0.02s 1.31-10"!

3" order

Based on the results shown in Table 1, it can be concluded that the predictor method
of Adams-Bashforth for the 2" order is sufficient for use in case when the computing
power of microcontrollers is low. Errors obtained by using the Adams-Moulton pre-
dictor-corrector algorithm are to a significant extent comparable with the results ob-
tained after using the Adams-Bashforth algorithm. The results for the 2™ order Ad-
ams-Moulton algorithm and the 1% order Adams Bashforth algorithm are equal. The
method without the prediction has the same errors for both process control step.
Figures 1 and 2 show the simulation results:
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When comparing figures 1 and 2, we can see that for the process control step
t = 0.02s, in case of the Adams-Bashforth method of the 2™ the area of stability has
been violated, and thus at the end of the robot motion trajectory oscillations occurred
(17-20s).

4 Summary

Based on the simulations presented above it can be concluded that for industrial
tasks, when computing power is limited, the Adams-Bashforth algorithm of the 2™
order can be applied. But when the process control step is too large, the Adams-
Bashforth algorithm could locally generate larger errors. A much better solution
would be to apply the Adams-Moulton algorithm correction, which is stable regard-
less of the process control step.
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Calculation of Locomotive Tractive Power During
the Starting Phase

Maro$ Durica
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Abstract. In railway freight and passenger transport a problem of a locomotive
starting uphill with a given train load with regard to adhesive force needs to be
solved very often. Magnitude of the starting tractive power of a locomotive de-
pends on a track reduced gradient and a load value, which can be modified by
increasing or decreasing a number of wagons. A limiting factor of starting up to
speed of a locomotive with a load is an adhesive force which relates to a loco-
motive weight and a surface of rails.

Keywords. tractive power, adhesive force, reduced gradient, wet and dry rails,
locomotive weight

1 Introduction

Adhesion is a physical phenomenon which occurs when transmitting a tractive or
braking power by a wheel to a rail. A cause of adhesion occurrence is intermolecular
force on an adhesion limit. Adhesion coefficient ¢ depends on: run speed, railway
track superstructure condition, weather (dry — wet), mechanical and electrical ar-
rangement of a vehicle — considering a vehicle weight and a number of driving axles
of an undercarriage. When starting up to speed, the adhesion coefficient is less by
approximately 70 N/KN while wet than while dry. [1, 2]

Minimum tractive power of a train with a locomotive for starting and braking is calcu-
lated as follows:

thin = GL' (poL + Psredmax +102 - aL : (Dmin) + Gv' (pv + Psredmax +102 - &_;v ° (Dmin)
(N, KN, N- kN, N-kN', m - s?) 1)

where Gy, por, & are values applying for a locomotive,

Gy, Pov, &y are values applying for wagons.

For starting up to speed of a locomotive on a given track segment in the most
unfavourable conditions the following equation applies:

Fadhwet2 GL. (poL + psredmax+102 : E,aL : wmin) + Gv' (pv +;Jsredmax+102 : av . (Dmin)
(N, kKN, N - kN N - kN, m - s7) ()

Fadnwet 18 an adhesive force while rails are wet; it must be equal or higher than a mini-
mum tractive power to start the train run.
Psredmax 1S the highest reduced gradient in the given track segment.

© M. Kratky, J. Dvorsky, P. Moravec (Eds.): WOFEX 2013, pp. 147-152.
VSB — Technical University of Ostrava, FEECS, 2013, ISBN 978-80-248-3073-5.
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2 Data of 181 and 380 type locomotives, a Faccs wagon and a track

A calculation of minimum tractive power for starting up to speed of 181 - E. 661 and
380 — 109E type locomotives has been performed with the aid of Mathcad software for
the Bohumin — Cadca track segment at the worst adhesion conditions in dependence on
a number of loaded Faccs type four-axle freight wagons for bulky goods of 38 m® capa-

city. [3, 4, 5]

Fig. 1. Comparison of parameters for the 181 and 380 type locomotives and the
Faccs type wagon

181 type locomotive

Manufacturer: Skoda Plzet works
Factory identification: E 661.2
Year of manufacture: 1961-62

Undercarriage arrangement: Co'Co'

Traction system: 3kVv=
Rotational mass coefficient: 1.25
Service weight: 120 t
Permanent tractive power: 213 kN
Maximum tractive power: 345 kN
Permanent output: 2 610 kW

380 type locomotive

Manufacturer: SKODA Transportation

Factory identification: 109 E
Year of manufacture: 2008-2010
Undercarriage arrangement: Bo'Bo'
Traction systems: 3 kV=; 15;25kV~
Rotational mass coefficient: 1.25
Service weight: 82t
Permanent tractive power: 213 kN
Maximum tractive power: 274 kN
Permanent output: 6 400 kW

Carriage nominal weight: 27t
Weight of Charge: 5Tt
Loading space — capacity: 38m’
Rotational mass coefficient: 1.25

Faccs type four-axle freight wagon

Manufacturer: VagonkaPoprad
Factory identification: Faccs
Year of manufacture: 1970
Number of axles: 4
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Table 1. Data of Bohumin — Cadca No.320 railroad track

Se;lt(:.on Station Distance (km) M?E;Sflfed Redu:;c/lkgl\ll';l dient
1 Bohumin 0 40 0.85
2 1.182 110 6.21
3 Dolni Lutyné 4.052 110 4.16
4 7.902 60 2.16
5 Détmarovice 8.494 100 3.14
6 Karvina hl.n. 15.223 40 3.99
21 Jablunkov- navsi 49.924 70 16.22
22 50.544 70 16.32
23 51.094 80 17.32
24 Bocanovice 53.144 70 14.92
25 54.069 70 16.12
26 55.144 80 14.12
27 57.144 70 15.13
28 Mosty u Jabl. 58.722 70 -14.76
29 61.616 70 -12.3
30 62.144 80 -11.6
31 Svréinovec 65.785 80 -9.8
32 Cadca 68.842 80 0

3 Calculation of Tractive Power During the Starting Phase for 181
and 380 Type Locomotives

Train speed values in particular stages have been substituted into an equation of spe-
cific driving resistance of the 181 and 380 type locomotives and the Faccs wagon. We
have obtained Po,g;, Posgo and Poy,en matrixes. Then we perform a calculation of an
adhesive force for wet rails Fmaxwet and for dry rails Fmaxdry by product of weight
of carriages, adhesion coefficient and a constant determining utilization of the loco-
motive weight. The locomotive weight is a product of the weight and gravitational
acceleration. [6]

Poyg; =3.8+0.02 - V1 +0.0004 -V2 (N - kN, km - h™) 3)
Posgo = 2.8 +0.00085 -V2 (N - kN, km - h™) 4)
POyagon = 1.3+ 0.00033 -V2 (N - kN, km - h™") 5)
Pi81.380.vagon = P0181,380,vagon + psred (N - kN™") (6)

GLi81,L380,vagon = M1 380vagon * & (KN) 7
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Fmaxwetig 380 = GLigi 380 "eL” @adhwet (N,kN,1, N - kN_l) ®)

Fmaxdryig 330= Grisi 30 €0 @adhdry (NKN,1, N - kN™) 9

where padhwet is an adhesion coefficient while wet and padhdry is while dry,

gL 1s a coefficient of utilization of the adhesive force, it reaches a value 0.90 for a
locomotive which has all axles driving,

Gy 31380 1 an adhesive weight of the 180 and 380 type locomotive.

Necessary minimum tractive power for starting a train with the 181 type locomotive
and eleven wagons is as follows:

Ft181 = GL181' (p180+102 ' &L ! (Dmin) + Gllv' (pvagon+102 : &v ' (Dmin) (N) (10)

Necessary minimum tractive power for starting a train with the 380 type locomotive
and eight wagons is as follows:

Fizg0 = Grago® (P3sot102 - EL - Omin) + Ggv' (PragonT102 - &, - Omin) (N) (1)

97963 149782 138840 109376

135716 202876 187856 150782
174903 151394 156293 168968 128756 109384 113133 124433
176295 160087 165505 166380 129771 116154 120850 121487
173783 143935 174515 174826 126880 104722 127414 128700
Fugi = 187921 193386 242001 216097 Foso =1 137180 140748 177638 157203 |
257265 257995 269310 247739 187285 187816 196473 180345
256532 245864 249278 44971 186751 179392 181466 32625
48338 57453 70639 142429 35078 42132 51738 104039

Now we obtain matrixes pisi, P3so, Pvagon DY Summation of a specific driving resistance
individually for the 181, 380 locomotives and the wagon with the track reduced gra-
dient.

A hauled weight of the locomotives is created by Faccs wagons, the weight of one
Faccs wagon is 57 tons.

The 181 type locomotive has been loaded with 11 wagons, the 380 type locomotive
has been loaded with 8 wagons, this has been substituted into equations (10) and (11)
and it can be seen from the resulting matrixes Ft;g; and Ftsg that some values of mi-
nimum tractive power for the 181 and 380 type locomotives with hauled weight ex-
ceed the adhesive force value for wet rails which is 269 310 N for the 181 type loco-
motive and 196 473 N for the 380 type locomotive.

It is shown in kN in graphs 1 and 2.
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4 Conclusion

In this paper the problem of calculation of tractive power for starting up to speed of
181 and 380 type locomotives with regard to an adhesive force in the given Bohumin
— Cadca track segment has been solved.

Bad meteorological conditions which had caused wet surface of rails have been taken
into consideration.

Regarding the relation no. 2, the adhesive force must be higher or equal to the mini-
mum tractive power of a locomotive train for starting up to speed. The most unfa-
vourable conditions for star-ting are in the track segment no. 23 where the reduced
gradient value is 17.32 N/kN.

In this Bohumin — Cadca track segment the minimum tractive power value for the 181
type locomotive exceeds the adhesive force value (wet rails), when 11 loaded wagons
are being hauled, as it is depicted by a red dashed line in Graph 1. It can be seen in
Graph 2 that for the 380 type locomotive the minimum tractive power is higher than
the adhesive force, when 8 loaded wagons are being hauled.

The 181 type locomotive can cope with the given Bohumin — Cadca track when haul-
ing 10 loaded wagons, whereas the 380 type locomotive can haul only 7 wagons in
no. 23 track segment, as it is shown in Figure 2.

It is probably caused also by the 181 type locomotive weight which is by a third high-
er — 120 tons — than the 380 type locomotive weight — 88.2 tons.

Graph 1. Dependence of minimum tractive power on the track reduced gradient for the 181
type locomotive with regard to the adhesive force, while rails are being wet or dry
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Graph 2. Dependence of minimum tractive power on the track reduced gradient for the 380
type locomotive with regard to the adhesive force, while rails are being wet or dry
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Fig. 2. Rate of a number of loaded wagons to the 181 and 380 type locomotives on the
Bohumin — Cadca track
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Abstract. Today they are used blackboards on which are written by
chalk or marker and the other type is the interactive white-board. In-
teractive whiteboards can replace both classic blackboard and projec-
tion screen. Information displayed by these means, we can see mainly
through the eye, therefore we accept visual information. The human eye
responds primarily on luminance contrast. The goal of this work is to
compare the photometric properties of the projection screen and inter-
active whiteboard with EN 12464 - 1. Properties are compared under
different lighting conditions, in order to give an optimal set of lighting
systems.

1 Introduction

Interactive whiteboards have become a new teaching tool not only in universities,
but it can already be found even at primary and secondary schools. For the
general definition of what is an interactive whiteboard can be considered: “The
interactive whiteboard is a touch-sensitive surface, through which runs for active
communication between the user and the computer to ensure the maximum
possible level of clarity displayed content.”.

The luminance analysis was compared to the interactive whiteboard and
projection screen. Interactive whiteboard creates a mirror glare, while the screen
can be considered Lambert surface. Measuring the luminance was under different
lighting conditions.

2 Description of measurement

For comparison, projection screen and interactive whiteboard classroom was
chosen for VSB-TU Ostrava. This work was inspiring because of complaints
of glare, not only in the classroom. Screen is the hung above the interactive
whiteboard and can be rolled up to the need for screening. In the classroom are
surface mounted in two rows of three. Fluorescent lamp is a type 4 x 58 W with
opal diffuser. Each light can be switched on and off separately. The room can

© M. Kratky, J. Dvorsky, P. Moravec (Eds.): WOFEX 2013, pp. 153-159.
VSB — Technical University of Ostrava, FEECS, 2013, ISBN 978-80-248-3073-5.
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eliminate daylight with shutters. On projection screen and board is projected by
the data projector BenQMP626 in preset mode “Dynamic”.

In the classroom were measured using a luminance analyzer these situations
while the video player:

1. Fully lighted classroom.
2. The first series of lights off.
3. All lights off.

Each situation was measured at eye seated person (about 1.2 meters) from
the first and second rows of benches in three positions, and in the place closest
to the door, center — a direct view on the interactive whiteboard / projection
screen and place closest to the window (Fig. 1). Was selected as the background
color white, which is the worst possible option in terms of the highest luminance,
the screen was placed black point that was always focused to the same point of
measurement points. Measurement was carried out using the luminance analyzer
LMK-based SLR Canon EOS 350D.

The processing of the measured images used software LMK 2000. As a basis
for the evaluation of the data used in CR2 format in which the image is recorded
in the form of RAW image.

stred
stred inter. tab /
platna

2,3m 1,75m |

13m| | 166m

VAT N e
!

0,6m

1.5m I 0,6m ‘

| 81eAp |

ewyo

5,5m
_ / ‘ |

\: Dataprojektor

0,9m

6m

Fig. 1: Sketch plan view classroom

2.1 Projection green

Projection screen is hung on the wall and consists of a white surface with black
borders on the left and right side (3 cm). Screen is a pop-up type with dimensions
of 1.8 x 1.8 m.
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B

Fig.2: A - the projection screen, B - the interactive whiteboard

2.2 The interactive whiteboard (SmartBoard Model 680)

Surface of interactive whiteboard is resistive type. Touch board resolution is
approximately 4000 x 4000 pixels. Active area has dimensions of 1.56 x 1.17 m.
Blackboard can be controlled using a PC, you can use a special pen (4 colors-red,
blue, green, black) or use the hand as a means of control.

In the classroom interactive whiteboard is used with front projection. The
disadvantages include a front projection screen by itself, if it enters into the light
beams transmitted data projector. When using a front projection was detected
mirror reflection.

3 The norm EN 12464-1

Norm EN 12464-1 specifies the conditions for illuminance of internal work space.
The conditions for illuminance are given help instead of visual task and the
immediate surroundings of visual task and background visual task (Table 1).
Figure 3 shows the defining point of visual task, the immediate surroundings of
visual task a background visual task.
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Table 1: Relationship between illuminance immediate environment and task
lighting in place of the visual task (EN 12464-1)

Illuminance Immediate

place visual task | vicinity of the

Etask (IX) task illuminance

(Ix)

>750 500
500 300
300 200
200 150
150 Etesk (1X)
100 Etask (|X)
<50 Etask (IX)

4 TINuminance

Vertical illuminance interactive whiteboard and projection screen was measured
at the visual task and the immediate surroundings of visual task (distance 0.5
m) using luxmeter.

Table 2: A — vertical illuminance values for in.whiteb. for the disabled lamps
above (1st row lights off) — White projection, B — values of vertical illuminance
for in.whiteb. for full illumination (all lights on) — White projection

A | 05m | Left | Middle | Right | 0,5m B 0,5m | Left | Middle | Right | 0,5m
[lux] | side [lux] side | [lux] [lux] | side [lux] side | [lux]
[lux] [lux] [lux] [lux]

lrow | 90 j 860 | 1100 760 80 lrow | 450 § 1100 | 1380 | 1060 § 380

2orow | 90 J 890 | 1200 840 90 2row | 430 § 1210 | 1610 | 1100 § 370

3.row | 100 § 780 | 1090 700 95 3row | 420 § 1000 [ 1290 | 1020 § 330

Eave(int.board./ 913 Eavg(int.board./
1197
screen) screen)
EAVG(O,Sm) 91 EAVG( O,Sm) 397

According to (Table 1), the value of the visual task illuminance should be
higher than 750 lux, in the case of the interactive whiteboard and screen is
average 913lux, which means that the illuminance the visual space corresponds
to the standard task. The immediate surroundings of the visual task should have
the illuminance of 500 lux, but the value of interactive whiteboard cannot be
achieved full explanation classroom. The value of illuminance immediate vicinity
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of the visual task with full lighting 397 lux and when the condition first of all
lights off (directly above the board) value is just 91 lux illuminance in diameter.

5 Luminance analyses

Luminance analysis was performed for the three light modes, as mentioned
above. For each measurement point was done 5 RAW image with different ex-
posure time. The resulting image is then composed of those shots with different
exposures. To simplify the sensing location, was created on a white background
point on which all images have been focused.

When comparing the mean values on the screen, you can see almost the
same value for all three measurement locations. On the contrary, the value of
interactive whiteboards has the same average value and direct view even vary by

up to 100cd.m?. Comparing the maximum luminance values from direct view
(Table 3a and Table 3b) is up to 5-fold difference.

Fig. 3: Luminance analysis of inter. Whiteb., direct view light of the board

J
—_}

I,

RS

Fig. 4: Luminance analysis of projection screen, direct view — lights off of the
green
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Table 3: Luminance analysis

(a) (b)
Lavg I-max Lavg Lmax
[cd.m™?] [cd.m?] [cd.m™] [cd.m?]
Direct view 309,7 1490 Direct view 2421 3229
Mirror 902,7 1490 Mirror
reflection reflection

5.1 Luminance distribution

Change Z1 EN 12464-1 from 2005 shows the optimal ratio of the brightness of
visual space mission to the brightness of the immediate vicinity of the visual task
(maximum distance of 0.5 m) and the brightness of the background (distance 3
m — field of view of the observer) at a ratio of 10 : 4 : 3

Table 4: Ratio of luminance interactive whiteboards and screens compared with
the norm

Ratio 10 4 3
Direct view 2945 129,3 19,36
Pr. screen 10 4.4 0,66
Direct view 934,3 177,2 18,35
in. board. 10 1,89 0,19

5.2 Luminance contrast

For the resolution of the observed objects in the visual field, it needs to be
sufficiently different subjects’ luminances. Luminance contrast by which we judge
the visibility of objects is defined by the relation: K — contrast, L, — observed
object (mirror reflection, [cd.m™]), Ly, — surroundings (interactive whiteboard
without mirror reflection [cd.m™2]).

6 Conclusion

When analyzing the luminance interactive whiteboard was detected mirror re-
flection from all points of measurement (example Fig. 3). Mirror reflection can
be observed even when the data projector, including off the board. In this case,
the mirror surface mounted lamps. The canvas mirror reflection arises; on the
contrary, we can say that the screen is a Lambert surface with diffuse reflection.
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Table 5: Luminance contrast interactive whiteboard

. L, [cd m?] L, [cd m?]
View door 448.7 1632
Contrast 1,75
_ L, [cd.m?] L, [cd.m?]
View center 9027 2615
Contrast 2,45
o L, [cd.m?] Ly [cd m?]
View window 600.3 1867
Contrast 2,26

This statement is confirmed by the average brightness values that are around
the value 242 cd.m?.

The luminance distribution that shows a change in standards EN 12464-
1 Z1 should be in the ratio 10: 4: 3 to place the visual task, the immediate
surroundings of visual task and the background. The interactive whiteboard is
the ratio of nearly 10: 1.89: 0.19 (Table 5), which is not the standard. However,
the standards screen also does not answer, the ratio is 10 : 4.4: (Table 5). To
improve the brightness ratio, it would be necessary to increase the brightness
of the surroundings and reduce the brightness of the background or interactive
whiteboard and screen. It would also be suitable for optimum power lighting
system, change the type of interactive whiteboard’s surface, matt and glossy for
possibly change the data projector distance from the board and its slope.
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Abstract. The article deals with database of faults, measured data and backup
alternatives for 110 kV power lines. This is important data to determine the
technical condition and importance of line. Technical condition and impor-
tance of line are input parameters for restoration method for 110 kV power
lines. Restoration method is based on reliability centered maintenance (RCM).
The needed data are: faults on power lines which provide information on tech-
nical condition, amount of distributed energy and effects of a failure to show
importance of a line.

Keyword: RCM, power line, technical condition, importance of line, restora-
tion method

1 Introduction

Reliability centered maintenance is generally applied on different elements in the
same way. Firstly, importance and technical condition of a given element must be
assessed. The assessment of these parameters differs from an element to element.

In case of 110 kV power lines, the technical condition is assessed from the failure
database of the particular distribution area. The importance of a power line is as-
sessed on the basis of two parameters: distributed power and the effect of a line fail-
ure. To our benefit, all the mentioned parameters are monitored and recorded in
some way by the distribution network operators. The above mentioned parameters
shall be elaborated in the following paragraphs.

The aim is to develop a methodology for restoration 110 kV power lines, which de-
pends on technical condition and importance of line.[1]
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2 Technical condition

The database of faults on 110 kV power lines gives information on the technical
condition. The data is from 5 distribution areas. The system of recording has
changed several times in history, but since 1.7.2009 a mandatory integrated system
has been established. First records are from 2002 — Table 1 shows numbers of re-
cords and time periods. So far there are three record periods: to 2006, from 2007 to
6.2009 and from 1.7.2009 (the table shows fault up to 26.9.2012). This distribution
of records is due to major difference in recording of faults into the database.

Table 1. Count of records in database of faults

Time period to 2006 from 2007 to 6.2009 | from 7.2009 All
Distribution area | Number Number Number Number
DA 1 2228 1633 2438 6299
DA 2 0 635 1421 2056
DA3 173 1187 2064 3424
DA 4 7 242 1274 1523
DA 5 0 80 1822 1902
DA1-5 2408 3777 9019 15204

The distribution companies need a database which can record various pieces of in-
formation on a fault. The distributor’s internal system gives a database in a format
suitable for EXCEL. Altogether, 213 pieces of information on fault can be found,
e.g. serviceman’s name, cause, priority, quantity etc. However, most of this data is
irrelevant and therefore removed from final assessment. The most important are:
priority, quantity, maintenance area, distribution area, and code (type) of fault. Prior-
ity of fault tells when it is necessary to remove the fault. There are four priorities of
faults in the database, today (Table 3). Based on the priorities of fault was made
basic evaluation.

An important parameter — quantity — is ambiguous. When the fault line or earth
wire, the quantity is given in meters — in other words the entry is the length of the
part in which there is a failure (e.g. tree branches in the power lines). On the other
hand, the amount means a number of items (pieces) if the fault is on warning notices
or isolators. After independent evaluation of identical items, three categories for
quantity were determined. (Table 2)

Table 2. Categories for quantity

Quantity - category

Meters Pieces
to25m 1 to 10 pcs 1
from 25 to 50 m 2 from 10 to 30 pcs 2
above 50 m 3 above 30 pcs 3
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Concerning faults, it must be noted that they are not recorded with respect to a par-
ticular line but a technical spot. Technical spot is a section of a line — in other words
its maintenance section. Some lines have one maintenance section, some have more
of them. In total, there are 388 maintenance sections in the database. [2]

Table 3. Evaluation of priority of faults with quantity

Quantity
Priority of Fault 1 2 3
1 - Urgent 127 1
3 - Month 78 3
4 - Year 688 63 30
5 — Control at RPU 327 65 39

2.1 Determination of technical condition

Concerning technical condition, only quantity is categorized. There can be more
individual records with only one priority in one maintenance section, therefore we
need to know the total number of failures with the same priority for the same quan-
tity category. This can be easily determined from the 110 kV power lines failure
database for each maintenance section. We use contingency table of MS EXCEL for
the determination of failure quantity.

To directly determine the technical condition TS after the evaluation of quantity,
priority and maintenance section would be very complicated concerning the devel-
opment of future software. Therefore a ‘point technical condition” BTS was intro-
duced. This can be calculated in the following equation (1):

BTSZZVPX 'Z(lex +K, - Py, K 'pMsx)’ 1

where VPx is the value of the weight for priority number x. Further, pyy is the num-
ber of failures for priority number x and quantity category 1. Similarly, the number is
the same for other quantity categories. Coefficients k, and k; help to increase the
point evaluation for higher quantity categories.

From total value the TS technical condition can be determined. The initial method
design counts with five categories (Table 4). To debug the method, a functional file
for MS EXCEL was created, whereby all weight values and coefficients can be modi-
fied. Hereby given values are not to be considered terminal. They are meant to ex-
plain the whole system for the evaluation of the technical condition of power lines
which will enter the future software for the restoration of 110 kV power lines on the

principles of RCM.
Table 4. Evaluation of priority of faults with quantity
Value ranking for BTS
50 | 100 | 200 | 400 [ >400

Technical condition TS (%)

95% | 80% | 70% | 60% | 40%
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3 Importance of line

Assessment of line importance was theorized about in a previously published paper
[3]. There, back-up alternatives and their ranking were designed with the method of
reliability schemes. This theoretical analysis gave us a short overview of 110 kV
power lines back-up alternatives and has been used to evaluate one distribution area.

3.1 Effect of failure

The term “backup alternative” has been replaced by the term “effect of failure”, as
the latter directly denotes the consequence which takes place if a 110 kV power line
fails, meaning what the type of its backup is. The distribution field experts helped us
to evaluate a hundred and sixty-eight 110 kV power lines in total from one distribu-
tion area. For each failed line there is one effect of failure to be selected out of seven
alternatives. The evaluation result is that almost 56 % of lines are backed up by a hot
reserve, i.e. no manipulation in the distribution network is necessary. Further results
are in Table 5.

Table 5. Effect of failure

Effect of Count Count
failure “) (%) Name of effect

1 93 55,95% | “No effect” — no manipulation necessary

) 5) 30,36% Back-up by 110 kV line of approx. the
same length

3 1 0.60% Back-up by IIQ ky line of approx. the
same length - limited power

4 12 7,14% | Back-up by a longer 110 kV line

5 1 0.60% Back—up by a longer 110 kV line - lim-
ited power

6 9 5,36% | Back-up by MV line

7 0 0,00% | Back-up by MV line - limited power

3.2 Distributed power

The assessment of 110 kV power lines importance on the basis of solely on the effect
of failure would be incomplete without counting in the power distributed by the line.
This parameter is easy to determine from the power outputs measured in a
distribution area. To calculate the distributed power we used data measured in 2010
which were at our disposal. These are 365 XLS files of 20.1 MB each. A file of a day
record comprises measured active power, voltage, current, reactive power and other
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system data. The values are recorded hourly and their average, maximum and
minimum levels are given. We used the average values. The daily record contains
measurement on 110 kV power lines plus the measurements on 22 kV lines,
substation taps, transformers etc.

The calculation of total energy had several steps. First, total energy in one day was
calculated and saved in a new file. The energy from the following day was recorded
in a column next to the first one in the same file and the procedure was repeated on
and on. In order to check the numbers, the evaluation was divided into two terms
which were subsequently added. All these operations had been programmed as
macro in the MS EXCEL table processor.

When evaluating distributed energy, it is very important to verify the accuracy of
calculated numbers. Abnormalities occurred during the calculation of energy for
particular lines. Gradually, a control system was devised using functions in
MS EXCEL (COUNTTIF, IF a COUNT).

3.3 Determination of line importance

For the future design of RCM software it is not important to know the exact value of
distributed energy. Four categories of the energy distributed in a year were selected.
The results are in (Tab.6). Distributed energy data were added to the evaluation of
the effect of failure. Altogether, there are 28 possible combinations of the effect of
failure and distributed energy.

Table 6. Evaluation of distributed power

Distributed power Count (-) | Count (%)
Value range Category
to 50 GWh 1 47 29,01 %
from 50 to 150 GWh 2 61 37,65 %
from 150 to 250 GWh 3 34 20,99 %
above 250 GWh 4 20 12,35 %

As mentioned above, the final importance of a line is determined form the distrib-
uted energy and effect of a failure. With these two pieces of input information - both
of them categorized — we can use a matrix in Table 7.

The values in the matrix are selected on the basis of previous analyses of input im-
portance and theoretical analysis. It is evident that the power line backups which
transmit reduced power have considerably higher values. Also, MV line backups
have higher values compared with HV line backups. The same holds for the length
of the line backup. Concerning distributed energy, the higher the value of distributed
energy, the higher the final value of line importance.
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Table 7. Importance of line - matrix
Matrix Distributed power
Impqrtance of 1 5 3 4
line
1 0% 5% | 10%| 20%
< 2 5% | 10%|  15%| 25%
g 3 15%]  25%| 30%| 45%
9‘: 4 7% | 12%| 17%]| 27%
o= 5 25% | 35%| 40%| 50%
= 6 20% | 25%| 30%| 40%
a 7 35%|  45%| 55%| 70%

4 Conclusion

The introduction of this paper describes the issues of the restoration of 110 kV power
lines on the principle of RCM. In second and third section are deal with input pa-
rameters to restoration method — technical condition and importance of line. Evalua-
tions of both parameters are described in these parts of the article. This section also
describes the problems that occurred during the evaluation of technical condition and
distributed energy.

Our further aim is to accurately analyze our evaluation of input parameters and then
we have to use them to calculate priority of restoration. Create a functional file for
MS EXCEL to analyze and design type power lines.
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Abstract. This paper describes their own consumption, biogas technology, as
well as flows of energy in cogeneration units. Chapter deals with the possibility
of using biogas as a storage resource for improving the quality of supply in the
local electricity distribution system. In conclusion discusses the annual energy
balance of agricultural biogas plants.

1 Introduction

Being one of a few renewable resources of electric power, biogas stations are easily
controllable and predictable from performance point of view. Their output can be
controlled by remote means, which makes them one of the potential storage resources
using biomass as the primary source of energy. However, the performance generated
by these resources is fairly low rendering them unsuitable for higher voltage levels. In
spite of that, they are mostly situated in the countryside and close to power line ends
and very convenient as subsidiary supply units for local distribution grids that have
become more prone to quality of electric power due to connection of a large number
of photovoltaic power plants within.

1.1  Own Electric Power Consumption

The electric energy consumed by a BGS is very hard to enumerate in accurate figures,
as the volumes differ per technology. Yet it is still possible to identify certain main
components of technologies associated with substantial electric power consumption
within. The largest consumers of electric power can be found among appliances used
to process the input material. Those are heavy electric power consumers as crushers,
for example. Further heavy consumers include a pump/pumps for the integrated
pumping system of BGS. Another aspect not to be missed is consumption generated
by the fermenter contents mixing unit - units, which depends on the fermentation tank
size. Further appliances comprise the very CHPU's (pumps integrated in motor, motor
electronics, gas vent) and potential devices for processing of digested product
(centrifuge). These are also components with their consumption substantially different
from normal values and it can indicate insufficient engineering solution.

The total operating consumption of electric power may even range in the area of
approx. 15-30 % of the energy produced, depending on the unit size and technology
installed. 2]
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1.2 Own Heat Consumption

Utilisation of heat is strongly affected by the ingredients in input raw materials.
Genuine agricultural BGS would project the own heat consumption figure far below
levels shown by BGS for processing of waste. The law implies that biologically
degradable waste must be deprived of pathogenic germs. This process comprises
heating the input raw materials to a high temperature required to kill all hazardous
microorganisms. That may be even up to 80°C for a period exceeding 1 hour. This
process needs to be applied especially on kitchen and slaughterhouse wastes. The
remaining heat consumed is used to keep the temperature inside fermenter stable. It
depends on the quality of fermenter heat insulation and obviously the actual season of
the year, rising several times in winter compared to figures achieved during summer
months. That is the reason for very broad range of own heat consumption of 30 % to
80 % of energy produced.

2 Co-Generation Unit

The co-generation units currently used within biogas stations are mostly represented
by diesel combustions engines modified for biogas combustion purposes. This
modification lies in replacement of the fuel system. There are two methods of fuel
ignition used, with adding of diesel into fuel to ensure its ignition upon achievement
of certain compression and resultant heat-up of fuel to the ignition point. The
disadvantage of this system is large consumption of diesel during higher performance
operation, when the diesel content might exceed 10 % of the fuel volume. Another
option deals with fitting a glow plug in the motor associated with certain technical
problems as these motors are not designed for such solutions.

The motor is coupled with generator via a clutch. The electric efficiency of co-
generation unit ranges around 30 to 40 % of energy contained in fuel. Together with
heat efficiency reaching values of 45 to 60 %, the total efficiency of CHPU amounts
to approximately 90 %) Current CHPU designs are being supplemented with the
organic Rankin-Clausius cycle (ORC) represented by a modification of power plant
Rankin-Clausius cycle with the only different that water vapour driving the turbine is
replaced with organic liquid featuring a lower point of volatilisation (70-130°C),
while operating pressure is preserved. When using the ORC, flue exchanger is
coupled with steam turbines connected to the generator instead of heat off-take. That
will increase the electric efficiency up to 45 % (sometimes even more), while the heat
efficiency will be reduced at the same time. The heat output of CHPU require to
operate the ORC is equal to approx. 10 kWt/kWe of the ORC performances
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3 BGS Utilisations Options

3.1 BGS as Backup Compensation Supply

One of the options to utilise controlled BGS is to connect it on the same line as a non-
controlled, stochastic power supply, e.g. photovoltaic or wind power plant. The BGS
serves as a compensation supply in this case and it produces electric power and heat
during periods of reduced supply from the primary source only. The specific area
would then experience reduction of peak output and achievement of better production
stability. As far as their control is concerned, both supply units would have to
cooperate together and the BGS would require a larger gas container. For up to half a
day production of biogas and with double output motor. It is more convenient rather
for collaboration with a photovoltaic power plant that ensures better operation
stability compared to wind power plants, which might incur several days of downtime
period due to zero wind. 3

3.2 BGS as Supporting Services

Potential connection of BGS as a supporting service will require improvement of its
storage capacity for produced biogas. Six hours of downtime will require raising the
motor output by 30 %. Stopping, launching and reduction of production have been
addressed at existing BGS facilities for standard conditions of power supply
connection and disconnection under crisis situations. The existing control software of
BGS has been already modified accordingly and enables full remote control of whole
BGS operation. As BGS units feature a relatively low output (regularly up to IMWe
of installed output) and they are greatly dispersed mainly over countryside areas, their
significance lies mainly in provision of supporting services to operators of
distribution grids. Owing to the increase in production of electric power by
photovoltaic power plants, this method for BGS utilisation represents one of the
options for maintenance of required electric power quality. This method will be even
better to exploit following introduction of the so called "Smart Grids". Provision of
supporting services to the transfer electric power grid requires joining of several BGS
units into virtual blocks with the minimum output of 10 MW and up to 30 MW in
optimal case. The variety of owners possessing individual BGS units poses a problem
to utilisation of confined control output only. The reason is, whether all BGS's reduce
their output evenly or in proportion to their nominal output only. Higher efficiency
will be preserved by shut-down of one or more BGS units. That will invoke certain
problems associated with distribution of profits. Another disadvantage would be the
continuous production of biogas running independent of CHPU operation. That
implies the need to provide such services in regular (daily) intervals to avoid non-
productive combustion of stored biogas by the safety burner. (3,
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3.3 Control Using Natural Gas Distribution Network

The natural gas distribution network can be used for distribution of biogas process to
match the quality of natural gas. That will help towards achievement of maximum
utilisation of energy potential from the obtained fuel. The storage effect of
distribution network serves mainly to correct the imbalance between almost stable
production of biogas and peak operation of the co-generation unit. This method is not
utilised to a greater extent due to significant costs incurred by processing of biogas. It
is considered for large power supply units in future. However, further progress of
technologies applied for biogas processing might result in reduction of investment
amounts required for the technology to such extent that the solution could pay its way
for smaller power supply units as well. 3

3.4 Involvement of BGS in Electric Power Equalizing Market

The law in energetics stated that every BGS operator must be registered for this
particular market. Each registered participant then has the opportunity to participate in
the equalizing market and offer its control capacity within short-term electric power
trading transactions. Those are simple transactions between producers and the power
grid operator. As it is mostly negative control energy, this is a good opportunity for
BGS. The disadvantage of overall shut-down is mainly the increased heat load on
certain parts resulting in substantial reduction of their service life. It is therefore better
to reduce the output to approximately 30 % of the installed output. Even though the
minimum output is not limited, the BGS would be more convenient when connected
into a virtual block with higher output. 3

4 Farming Biogas Station

The biogas station is situated in the premises of farming enterprise concerned with
pork farming, besides other. The input raw materials for production of biogas include
maize silage and pig's slurry, which represents a sufficient source of liquid for the
implemented wet fermentation technology. One of the reasons for this layout was to
utilise the exhaust heat for heating in adjacent pigsties.

The installed output of BGS is 1,090 kWe and its calorific power is 1,080 kWt.
The initial set-up included 3 co-generating units (CGU) only; those were two diesel
units with output of 2 x 250 kWe and one petrol unit with output of 340 kWe. Due to
excess in biogas production, these units were further supplemented with another
diesel with identical output of 250 kWe.

The electric power is fed through a transformer station rated 0.4/22 kV into the
outside line operated by a power distributor. The transformer station comprises one
transformer unit with the maximum output of 1,250 kVA and the nominal current of
1,804 A.
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Fig. 1. Course of biogas consumption and electric power production at individual co-generation
units

Fig. 2. Course of terminal production and supply of electric power into the electric power
distribution network (utilisation percentage of BGS)

The chart 1 shows a gradual approach BPS since December 2011, when the first
two were launched KJ, each with an output of 250 kWe. Approximately two months
later was desolate third cogeneration unit with an output of 340 kWe. The fourth KJ
of power was put into operation before the end of 2012. Due to the necessary
technical adjustments in the engine room a decrease in monthly consumption and
production for the third KJ, this had to be shut down for a few days. The graph shows
almost constant performance from all cogeneration units with a maximum deviation +
2.5%.

The chart 2 shows that the terminal electricity production is holding steady at
around 96% of installed capacity with a maximum deviation of + 2.5%, indicating
good technological discipline. It is also seen that the consumption of the stable at the
5%, which is excellent value.
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Fig. 3. Course of biogas consumption and electric power production for the whole biogas
station

The chart 3 shows how production is directly related to the actual production of
biogas and almost perfectly replicates the shape of the curve.
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5 Conclusion

From this article you can clearly conclude that the current biogas plants are not
equipped for gas storage for longer than a few tens of minutes. Therefore, their
performance depends on the actual production of biogas and power fluctuations
accurately traced the curve of biogas production. The possibility of using biogas as
compensatory resources or support services would be necessary to build biogas tanks
for at least 3-6 hourly production and at the same time increase the performance of
cogeneration units.
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Abstract. This paper is about active charging stations for electric cars. Active
charging station is usually part of modern electrical grids, known as a Smart
Grids or Micro Grids. This paper also include executive summary existing
knowledge about the structure and service of electricity distribution network,
analysis of electric car industry and its potential impact on electrical network
and also conceptual solution charging stations electric cars with minimal effects
on power network.

1 Introduction

Electromobility is currently perhaps the most commonly discussed terms of automo-
tive technology. Low number of vehicles operated in the Czech Republic is also corre-
sponding a low density of charging stations, most of which are also operation of an
amateur way. In order to be declared the expansion of electric vehicles will increase
the demands on the construction of an adequate network of charging stations.

For these purposes seems to be very advantageous to combine the emerging system
of infrastructure charging stations with renewable power sources such as the sun on
the possibility of accumulation of energy produced and its subsequent delivery to the
uniform charging infrastructure.

2 Connecting charging stations for electric cars to the distribution
network

If the number of operators of electric vehicles will increase, will be necessary to build
sufficiently dense network of charging stations available to ensure not only the range
of electric cars in its area of operation, but also allows for the occasional crossing at
medium distances up to about 300 km. This requires the deployment of charging sta-
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tions along major roads within a maximum of 50-60 km. Their density is present in the
Czech Republic is very low (Fig. 1.) and is essentially unmatched density in the
neighboring Germany (Fig. 2.).
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Fig. 1. Map of electric charging stations in the Czech Republic [1]
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Fig. 2. Map of electric charging stations on the territory of Germany [1]

2.1 Estimation of the amount of electrical energy needed for charging vehicles

The amount of electric power consumed can be estimated based on the expected per-
formance vehicle structures and their fail safe distances. The need for energy average
range electric vehicle 120 km in three distinctive categories gives us tab. 1. For the
analysis we selected three basic categories of electric vehicles [2] characterized by
different engine power. Category "A" - a small urban vehicle traction engine power 10
kW, category "B" - standard vehicle lower middle class performance traction motor of
about 30 kW and category "C" - a higher class of 80 kW. Range will be in all three
categories averaged 120 km. The energy required for operation of the vehicle was
determined simplified calculation based on basic physical equations for calculating the
energy performance of engine vehicles (Table 1).
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Table 1. Energy and sampling intensity in terms of charging electric vehicles in selected cate-
gories for a single driving cycle

Cooyar S o Coan s

vehicle km) & t=8 hours t=4 hours t=0,5 hour
A 13,3 kWh 51 A 10,2 A 81,6 A

B 30,0 kWh 10,2 A 20,4 A 1632 A

C 41,1 kWh 142 A 284 A 2272 A

In a similar way, was calculated for the stored energy and the expected nominal
voltage of 350 V battery charging current for three different charging times. These
times have been set for probable modes:

— t =8 hours - long-term (e.g. night) charging electric vehicles by low current at full
capacity battery,

— t =4 hours - charging electric vehicles during the day (e.g. a vehicle parked during
working hours around lunch breaks or business meetings),

— t=0.5 hours - so-called fast charging as during a long journey stops.

2.2 Estimation of the amount of electricity needed to charge the vehicles in the
region of Ostrava

The basic premise solutions and designing active networks of charging stations is to
create conditions for adequate consumption of electrical energy in repetitive cycles,
which can be linked to the cycles of the daily load diagram distribution network.

The second prerequisite for successful application of active power stations in the
area is its positive effect on the network. The solution must be open enough to allow
even the use of non-traditional and renewable energy sources.

Types of electric vehicles operated in the Ostrava region, in accordance with the
breakdown as shown in Table. 1 could look under table. 2.

Table 2. The expected number of electric vehicles in the Ostrava region in the period 2015 -
2020

Category of vehicle Number of vehicle (%) Number of vehicle (pc)
A 70 17 500

B 25 6250

C 5 1250

On the basis of this distribution can be calculated by energy stored in vehicles for
daily cruising range of 120 km, which would correspond to daily charging cycle.
Stored energy in all vehicles,
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Wiceety = Nay “Wakeay + Negy “Warey + Ny " Waey
=17500-13300 + 6250 - 30000 +1250- 41100 =
— 4716 (MWh) M

It can be assumed that the actual status of distribution network in the Ostrava re-
gion, in terms of its design and in terms of possible sources would not be enough to
cover the requirements of electromobility in a certain period of time (increase output
by about 42 MW). The solution shows the necessity of using active charging stations.

3  Concept of charging stations for electric cars with minimal
impact on the supply network

The concept of charging stations must ensure that the energy required for charging
electric cars were available regardless of network options, such as at the time of de-
commissioning the vehicle and its charging even during peak sampling network.

Another key requirement for active charging station is the suppression of reverse
effects of different types of semiconductor chargers, which will additionally among
themselves independently connected to the distribution network at different times of
the day. A possible structure of such network shows Fig. 3.
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Fig. 3. The integration active charging station into the structure with the accumulation of re-
newable sources [4]

A distinctive feature is the use of multiple sources of energy, which significantly
reduces the particular peak load distribution networks. The typically is utilization non-
traditional and renewable resources in the temporal distribution of energy to the grid
along with energy storage in the charging station for the network creates a stabilizing
element. Involvement of active charging stations, in addition to its stabilizing function
to perform a variety of additional features:
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— minimizing the consumption of reactive power from the network and the conditions
EMC as network traffic and RF interference,

— achieve the highest energy conversion efficiency for all types of converters,

— remote control charging modes of dispatching (e.g., discontinue charging vehicles
from the network and go to the charging of the battery charging station),

3.1 The basic structure of the active charging station

For a conventional vehicle charging typically uses its own charger connected directly
to the AC grid. Charging power usually does not exceed 10-15 kW. This simple meth-
od of charging usually causes problems with increased power draw in the 3. and 5.
harmonic, which is due to the concept of switching power supply in the electric
charger. This concept does not allow for the fast charging.

The process allows fast charging the vehicle's battery in less than 1 hour, which is a
charging current of up to several times larger than the current amp-hour capacity bat-
tery. A basic comparing size of these currents is performed in the Table. 1.

Block diagram of the active charging station with AC output is shown in Figure 4.
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Fig. 4. The structure of the charging station for electric vehicles

charging
connector

The concept charging station uses the parallel connection of storage to the power
supply charging socket. The basic power blocks are bidirectional inverter, which al-
lows bidirectional power flow between the network and the battery. This arrangement
allows to separate electric charge only from the network as part of the common charg-
ing a battery charging station, and part of the network and battery charging from the
network in the event that the charging socket is not connected to an electric vehicle.
The whole system is controlled by a unit of measurement, control and communication.
The power section of active charging station must therefore satisfy the following re-
quirements:

— high dynamic management of operating conditions,
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— four-quadrant operation relative to the grid,

— active filtering reversing the effects of electric chargers,
— high efficiency of conversion of electrical energy.

This solution enables the charging station not only cover the needs of electric vehicle
charging power when it is on the network by the lack of drawing power from the aux-
iliary battery charging station is active, but also allows for convenient control inverter
suppress the negative feedback effects of electric vehicle charging on the power grid
as the basic harmonic reactive power supply, and in the higher order harmonics. The
advantage of the solution is also that in the case of energy shortage in the auxiliary
accumulator station can only operate as a so-called parallel active filter. [5]

4 Conclusion

The paper deals with active charging stations for electric vehicles in the event of mass
deployment. This type of charging stations is not yet used by us, so it’s no experience
with operation and impact on the power grid. The aim is to create such an active sta-
tion, which is in equilibrium with the opportunities and needs daily load diagram at
the site. Therefore, the whole calculation is based on the need for continuous cycling
of energy in one day.

One important result of this analysis is the educated guess that the current distribu-
tion network in the Ostrava region in terms of its design and in terms of possible
sources would not be enough to meet the requirements of electromobility in a certain
period of time (increase output by about 42 MW). The solution shows the necessity of
using active charging stations. In connection with an appropriate geographical distri-
bution of active charging stations in both locations with their high density in cities and
in areas that are likely to be filled in infrastructure passageways between the larger
sites, caused by the use of active charging stations new opportunities for management
and operation of distribution networks.

The work was performed with the support of Student Research Project Grant Com-
petition SP2013/137.
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Abstract. This paper deals with the power quality measurement in laboratory
environment on 22 kV power line model and measurement in manufacturing
company focused on engineering manufacture, too. The first part of the paper
presents especially problems concerning on harmonics in 22 kV power line
model. The next part includes problems of measurement of qualitative indica-
tors in the manufacturing company. The results obtained from measurements
are simulated and analyzed and are assessed following the standards.

1 Introduction

In the generation, transmission and distribution of electric power are used many
modern technologies and this brings new actual problems. As a result of moderniza-
tion, the problems not observed in the past occur in electrical networks. Producers,
distributors and consumers of electricity are becoming more concerned about the
power quality. The power quality involves a large number of different types of faults
in distribution systems. Power system resources and appliances are interconnected
and the system elements affect each other. An incorrect operation of equipment can
have serious impacts on other devices operating in the network [1], [3], [4].

The power quality is closely linked to economic impact on suppliers and consum-
ers of electricity, as well as manufacturers of various appliances. We are often hearing
about the price of non-delivered electricity or about the price of failure in operation
due to reduced quality of electricity. Such failure may considerably affect economy of
company. Definitely we can say that every problem connected with a variation of the
voltage, current or frequency which causes a failure or incorrect operation of the
equipment, it is the problem of power quality. Therefore, in this article we deal with
the spread of higher harmonics through the distribution line model, their generation
and effects to other customers [1], [2], [4].

Voltage or current harmonics are voltages or currents with sinusoidal waveform
and a frequency that is an integer multiple of the fundamental frequency at which a
network is designed to operate. There may not be only harmonics with an integer
multiple of the fundamental frequency in a network but harmonics whose frequency
is not an integer multiple can also occur. These are called interharmonics and can be
generated by various devices, e.g. static frequency converters (inverters),
cycloconverters, inverter cascades, induction motors, arc welders or arc furnaces.

© M. Kratky, J. Dvorsky, P. Moravec (Eds.): WOFEX 2013, pp. 178-183.
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The major negative effect of current harmonics is that the RMS value of a non-
sinusoidal current is higher than the RMS of its fundamental component at which the
equipment is designed [1], [4].

Harmful effects of harmonics can be divided as follows:

*  Short-term — are associated with failure and malfunction or decreasing the
quality of equipment operation caused by incorrect zero-crossing detection.

*  Long-term — are essentially thermal effects. These occur after a time period
of more than 10 minutes.

The most severe negative effects of harmonics in the field of energetics are:

*  Improper function of control devices.

*  Additional power losses in capacitors and rotating machines.

*  Malfunction of telecontrol signals and other network signalization devices
or protection relays.

*  Thermal conditions impairment.

¢ Occurrence of undesirable resonances.

The most severe power quality problems are voltage sags, swells, interruption,
harmonic and flickers. Failures due to such disturbances create high impact on pro-
duction cost. Especially, modern industrial equipment is more sensitive to voltage
sags. STN EN 50160 defines a voltage sag as a short term reduction in voltage magni-
tude at a value in the range 5 to 90% of the supply voltage. Even the shortest voltage
sag can cause serious equipment damage, interruption of production cycles and thus
financial losses as well. There are several ways how to compensate voltage sags and
swells. One of these is to introduce dynamic voltage restorer, which belongs to
FACTS [1], [5].

2 Analyses of power quality in a power line model

In laboratory environment conditions at the Faculty of electrical engineering of
University of Zilina there is a three-phase 22 kV power line model. All the measure-
ments of the harmonics and sags propagation were performed on this model.

Considering model construction, I discovered marked deterioration in total har-
monic distortion of power voltage at higher leakage current. It was particularly the
module with parameters of electric line representing the length of 10 km. It is caused
by the fact that there were used coils with ferrite cores ETD 59 made of SIFFERIT
material for inductance in modules. In the case of this material the core saturation
occurs at the magnetic induction value of By, = 0.49 T. After exceeding this limit by
means of the current increasing the generation and propagation of harmonics are
expected because of the iron-core nonlinearity as it can be seen in Fig. 1 right-hand
side.

If the model is low current loaded, as for example %2 Iyax, the size of harmonics is
at a lower level. Therefore I can maintain that at model loading up to %4 lyax, there is
no harmonics generation and just harmonics from PCC are transmitted to the model.
Harmonics spectrum can be seen in Fig. 1 on the left side. For comparison
THDy=2% (I=1 A), THDy= 5 % (Iyax= 2 A) and THD~= 8 % (I= 2.5 A). As it is
evident from the FFT, there occurs mainly to generating 3™ harmonic.
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I also explored influence of the interference source (rectifier) on other customers
connected in distribution system. According to connection in Fig. 2, I monitored
THDy, at three consumption places (Load A,B,C) and in PCC.
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Fig. 2. Scheme of the distortion measurement

The resulting values of measurement where as an interference source was connect-
ed 6-impuls rectifier are shown in Table 1. The values show that the nearer the meas-
urement point (customer) is to the interference source and farer from the connection
point PCC, the greater influence interference has.

In PCC is distortion the smallest (THD = 2 %). This distortion was brought from
superior system. In the point Load ,,A” is THD,= 8 % and in Load ,B” is

THD = 11 %, because Load ,,B” is nearer to the interference source.

Table 1. The values of THDy, at various consumption points

Rectifier- ,R* »PCC* Load ,,A% Load ,,B“ Load ,,C*
phase 1 2.33 8.02 11.14 16.02
THDy (%) | phase2 2.08 7.28 10.91 16.19
phase 3 2.46 7.75 10.88 16.93
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3 Power quality measurement in company

Measurement in selected manufacturing company was carried out with power net-
work analyzing instrument Dewetron DEWE 571. By means of this device there was
performed one-week measurement in one of seventeen transformer station within the
manufacturing company. Specifically it was transformer station marked as TS5. At
this transformer station exceeding marginal qualitative indicators defined by standard
STN EN 50160 was expected. In this point all administration offices are connected
from one bus (economic department, projection,..) and also the biggest production
hall within manufacturing company.

One of the core indicators is voltage. During monitoring period RMS voltage val-
ues did not exceed any of marginal values defined by standard as it is shown in Fig. 3.
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Fig. 3. Time course graph RMS voltage values (phase to ground)

Maximum measured voltage value was Upax= 234.63 V and minimum
Uniax= 228,28 V. Trigger (which was set for recording voltage sag on -10 % out of
Un= 230 V and overvoltage on +10 % out of Uyx= 230 V) did not make any record
during monitoring term. As it can be seen in Fig. 4 values THD, and THD; also did
not exceed values defined in standards.
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Fig. 4. Time course graph of THD voltage and current values



182 Michal Regula

In the spectrum FFT (Fig. 5), there were not observed any long-term exceeds of
values in accordance with standard STN EN 61000-2-4 class 2 [6]. However, in the
graph we can see that short-term measured values exceed maximum limited values
for 15™ harmonic and what concerns 21* harmonic, the values are at the peak. The
measurement results confirm that passive filters up to 13™ harmonic in transformer
station TS5 can eliminate harmonic effectively enough, however harmonic higher
than 13" (e.g. 15,17, 19, 21,..) are not eliminated.
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Fig. 5. FFT analysis of voltage in the company

4 Conclusion

There was conducted also other trials of harmonics and voltage sags transmission
on 22 kV power line model. As distortion sources were used various types of loads,
for example electric machines, rectifier loaded with different combination of RLC
passive elements, compact fluorescent lamps or at earth fault,.. Obtained results were
implemented into programming environment Matlab/Simulink. Output results of
simulations were compared with measured results. Observed defects were in simula-
tion removed with using conventional methods. However, in terms of paper range, it
was not possible to include all measurements and simulations at 22 kV power line
model.

Measurement in manufacturing company was performed on assumption of worse
voltage quality in that place. This measurement did not confirm exceeding the mar-



Power quality measurement 183

ginal values specified in mentioned standards. From a viewpoint of another research
it would be more appropriate to carry out longer term measurement (at least one
month) and focus on measurement of harmonics higher than 13 Furthermore, it
would be also appropriate to monitor whether there do not occur short-term and steep
voltage changes (peaks and notches). After such measurement we could deduce more
reliable conclusion about power quality in the chosen company and suggest solution
of the problems in case of identified defects.
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Abstract. Electricity is the most widely used energy used in industry as well as
in homes. For efficient use of energy is the need of good quality. When electric-
ity supply are bad parameters, has become a situation where the complaint on
power quality. Suppliers of electricity this complaint record and at the same
time we have to deal with. Essential for addressing complaints on the quality of
electric power is its location, and then complying with the required parameters
for power quality, which are given in EN 50160th.

1 Introduction

Electricity is in the lives of the people part of everyday life. The use of electricity in
industry and households, it is necessary to transport electricity from point of manufac-
ture to point of consumption. The advantage of electric power is the ability to trans-
port from point of manufacture to point of consumption and also on long distances,
where it can be converted to another type of energy.

With the ability to transport over long distances, it is necessary to transport electric-
ity from point of manufacture to point of consumption with minimum losses, with no
power outages and also to sinusoidal supply of electrical energy was not deformed or
otherwise damaged to various interference or faults in the network.

The problem with the supply of electricity to customers is the possible disorders
that may be caused by faults in the network or various by interference. In case of fail-
ure or not delivered electricity required quality generated by the electricity consumer’s
complaint.

Distribution companies complaint to solve power quality in the shortest possible
time. In northern Moravia is reported the number of complaints on the quality of elec-
tric energy distribution companies must deal with. For distribution companies, infor-
mation on complaints, such as location, cause, contact the customer, the date and time
of the complaint on power quality. From these data the distribution of complaint
solves the power quality.
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2 The reasons for of complaint to power quality

The cause of complaint electricity by electricity consumers may be several. Among the
reasons that may lead to complaint for power quality, harmonics include the creation of a
network, fluctuations in voltage, voltage unbalance and power interruptions to custom-
ers.

All these causes that lead to the emergence of complaints about the quality of electricity,
can lead to large losses for both the electric power customer and as a supplier of electric-
ity.

All complaint arising from the power quality must be verified energy supplier, who will
determine whether there is a legitimate reason for complaint on power quality. The justi-
fication of the complaint to power quality electricity supplier informs the customer of
electricity and in the event that a complaint is justified and must take corrective action.
All power quality parameters, which are compared in reclaiming the power quality, are
given in EN 50160. [1]
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Fig. 1. Map of complaints about the quality of electricity in 2004-2011 [1]

Figure 1 shows the selected sites complaints to power quality in northern Moravia.
Distribution companies all complaint to solve power quality.
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2 Evolution of the number of complaints in Northern Moravia

Database of complaints about the quality of the electrical energy includes all com-
plaints that have been reported since 2004. In northern Moravia, was, from 2004 to mid-
2013 reported a total of 3546 complaints about the quality of electrical energy. The fol-
lowing table shows the number of complaints in the years 2004-2013.

Table 1. Complaint numbers from 2004 to mid-2013

Year Number of complaint

2004 132
2005 67

2006 287
2007 358
2008 499
2009 477
2010 496
2011 444
2012 553
2013* 233
Total 3546

* Only the period from January to June

From Table 1 it can be seen the number of complaints in the period from 2004 to mid-
2013 in North Moravia.

As you can see, the number of complaints about the quality of electricity in Northern
Moravia in the individual years varies. The lowest number of complaints about the qual-
ity of electricity in 2005, when it was reported a total of 67 complaints. Against this are
the most complaints on the quality of electricity in 2008, which saw a total of 499 com-
plaints. But generally, it can be seen that the number of complaints since 2008 has not
changed significantly and ranges from 450 to 500 complaints per year. From Figure 2
shows an obvious increase in the number of complaints on the quality of electricity in the
period 2004-2008, when in 2004 there were 132 complaints in 2008 were a total of 499
complaints about the quality of electricity in Northern Moravia. From 2008 to 2011, but
already the number complaints on the quality of the electrical energy are similar. [2]

In 2013, it was not recorded in northern Moravia total of 233 complaints about
power quality. This number reflects the total number of complaints about the quality
of electricity in Northern Moravia could be at the end of 2013 around 500 again

The following graph shows the development of complaints to power quality.
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The number of complaints in
Northern Moravia
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100 /\——\/\

/ \ =—=The number of
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* Only the period from January to June

Fig. 2. Evolution of complaints about the quality of electric power from 2004 to mid-
2013

Figure 2 shows the number of complaints about the quality of electrical energy. The
figure shows a similar incidence of complaints about the quality of electric power
from 2008 to 2012. The number of complaints about the quality of electricity in 2013
suggests that the total number complaints on power quality will be similar to past
years.

3 Justification of the complaint on the quality of electricity in the
Czech Republic

Justification of the complaint to power quality is very important. Distributor of
electrical energy is required to deliver high-quality electricity. All parameters that are
required to keep electricity distributors are listed in CSN EN 50160th In this standard
are also given different compatibility levels for all monitored parameters of power
quality.
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Table 2. Justification, of the complaints on the quality of electricity in the years 2004-
2012.

Year of Complaint 2004 2005 2006 2007 2008 2009 2010 2011 2012

Justified complaints 0 1 146 175 155 127 46 59 0
Unjustified complaints 0 10 222 271 259 332 409 390 2276
Unspecified type com-

plaints
Number of complaints in 462 333 1342 1698 1754 1957 2196 2052 2276

462 322 974 1252 1340 1498 1741 1603 O

Table 2 shows the number legitimate and unjustified complaints to power quality.
The number of complaints about the quality of electric power is evident that the num-
ber of unjustified and justified complaints on the quality of electricity is growing each
year.

2500
2000 r
W ustified complaints
1500
W unjustified complaints
1000 - Unspecifeid type of complaints
500 - m Number of complaints in
0 -
2004 2005 2006 2007 2008 2009 2010 2011 2012

Fig. 3 Evolution of entitlement power quality

From Figure 3 shows the growth of unjustified complaints for power quality, be-
cause while in 2006 there were 222 complaints about unauthorized power quality, in
2009 there were 332, in 2010, reported 409 complaints of irregular quality of electric-
ity in 2011 were reported 390 complaints on unauthorized power quality. [2]

Eligibility for power quality, I did not address in this article, because the database
for the legal half of 2013 came at the beginning of July and I did not make it into this
article evaluated.

4 Conclusion

This article summarizes research complaints on the quality of electricity in northern
Moravia from 2004 to mid-2013. The reason for the occurrence of only is half of the
2013's edition of this paper.
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In the first part of this post are the possible causes and location complaints on the
quality of electricity in Northern Moravia. From this perspective, it is quite clear view
of the location of individual complaints on the quality of electricity in Northern Mora-
via.

Other sections in this article are clarified number of complaints in Northern Mora-
via during the period from 2004 to mid-2013. In this period there were a total of 3546
complaints about the quality of electrical energy. The total annual views are evident
that the number of complaints about the quality of the electrical energy increases.

In the last section of this paper summarizes the number of justified complaints on
power quality. This section is limited by the end of 2012 for evaluation of claims for
2013 I missed because of the issue of this paper. From the perspective of justification
of the complaint to power quality were, the number of unjustified complaint. In 2012,
all complaints relating to the quality of electric energy, all complaints relating to the
quality of electrical energy assessed as unjustified.
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Abstract. Photovoltaic power plants are significant for théependence on
weather conditions. The consequences include gtietchastic change to the
production power that has adverse impact on eteptsiver distribution grids.

The survey focus on assess the impact of photaegiaver plants operation
on the daily load diagram with regard to outputnde difference of active

power. Statistical methods have been employed ¢cgss a methodology in
order establish extreme conditions of productiowgroof photovoltaic power

plant. Consequently these minimum and maximum extreomditions are ap-

plied to the daily load diagram at the specificaarerhere the photovoltaic
power plant is connected. Evaluation is based afti@e synchronous data
measuring both on-site photovoltaic power plantrafien and on-site electric
power line output from the substation. This artiéscribes the methodology to
determine extreme conditions applicable to photaiolpower plant produc-

tion and defines its thresholds.

1 Introduction

This article deals with stochastic analysis an@ésssent of database comprising datz
obtained by measurement on a photovoltaic powentBVP). Specifically, it is
determined extreme threshold of PVP production sutasequently effects these ex-
treme power changes to power flowing from the satist. These changes of power
flowing from the substation plant have adversectfts supporting services provided
by operators of distribution networks. Determinatiof extreme power changes is
important for the design of devices in electricetworks too.

The evaluation is conducted by means of severaigduhl tasks that can be split
into two stages. The first stage determines metloggdor set-up of extreme thresh-
olds for production generated by the PVP and tlwersd stage concerns analysis of
impact of these extreme threshold values on thenmate of active power flows at
the place of measurement within substation plant.

The data was processed and evaluated using thé Hiaesoft office 2003 chart
processor and Statgraphic XV statistical software.
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2 Database of Measured Data

The data was obtained by measurement at PVP imtinécipality of Starojick& Lhota
and on power line output (vn51) of the substatiomNbvy J&in, where this PVP is
connected.

The peak output of this PVP is 1.1 MWp. The data wlatained on the low voltage
(NN) end. The measurement was conducted on continbasis for one year; that was
from 30.6.2010 till 29.6.2011. The measured valabsérved in this survey) was
represented by active powerin the course of time.

Further measurement was obtained at the substatiNovy Jigin, specifically the
power line marked vn51. This measurement was cdaduzn the high voltage (VN)
end. The line has a loop system, yet it is operataddial system. When this meas-
urement was conducted, the PVP Starojicka Lhotath@asnly electric power source
with significant output on the given power line.eTmeasurement ran within various
time periods from 26.7.2010 till 23.6.2011. Thewesd measured included the active
powerP, once again.

Percentage evaluation and mutual comparison of rdetsured on PVP and at the
substation point have been illustrated in Fig. @lu@ns in charts represent individual
months. The last column shows an average of altmsanonitored.

07 1 {
Juy Au Se Oc No De Ja Fe Ma Ap Ma Ju-e Su

PVP — black columns, vn51 — white columns
Fig. 1. Percentage comparison of data measured

More information about the database is in the so{i¢. Further steps described in
this article analyse data in April 2011 [3], [4].

3 Determination of Extreme Thresholds

This chapter describes the first stage of evaluatésldefine the extreme power chan-
ges of PVP production. Production of electric powgmeans of PVP is predisposed
by the course of 24-hour daily cycle. The cyclectiégs a curve of Gauss distribution
with maximum values in the afternoon and minimunmirty morning and evening
hours respectively. Such distribution of electrisvyer production is undesirable, when
compared to the daily load diagram [1].
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For extreme production conditions, the PVP candsessed with respect to two ex-
tremes. These relate to the maximum and minimundymtion output respectively.

The minimum production power is experienced dummgrning and evening hours,
while the maximum production occurs during aftemmoo

3.1 Maximum Production Extreme

Source [1] describes two entry conditions for eatihg maximum production ex-

treme. First is such that the median of extremby gmiwer has to correspond with the
regression curve of the maximum extreme productimgther refers about correct
statistical evaluation (index of determinati@h> 80 % [5] ). According to these entry
conditions, has been laid out methodology basedtatistical method. It was con-
ducted with division of data from the period mong into relevant frequency catego-
ries using the so called Sturges rule. This isla far optimal determination of fre-

guency categories. Subsequently, the class fregueitls the maximum power pro-

duced was selected. It is show Fig. 2.

Time

4:30 6:30 8:30 10:30 12:30 14:30 16:30 18:30 20:30

-1000 +

R?=0,9716

-1200 -
- Extreme Power last clase — Median Daily Extreme Power
— Polinomical (Extreme power last clase)

Fig. 2. Maximum frequency category of produced power by PVP

3.2 Minimum Production Extreme

Evaluation of minimum production extreme is basedsonmilar methodology as de-
termination of maximum production extreme. In tbése, the class frequency with the
minimum power produced was selected. Determindieféxtreme threshold respects
the diffusion radiation element that is 100% idigitie (so called guaranteed share of
diffusion radiation [1]) by visual assessment io@dance with Fig. 3.

Fig. 4 shows extreme areas of PVP production. firesholds of these production
extremes are defined by two regression polynongabgons [1], which form the top
and bottom envelope curves of stochastic changesiproduced power.
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Fig. 4 Regression of both extreme production conditions

3.3 Regression analysis of the daily load diagram

Correlation fields (scatter plot in Fig. 5) of dalbad diagram can be subject to re-
gression analysis applied to enable determinatfatifierential thresholds of changes
in power produced with certain reliability. It i®wer flowing through the substation.
Differential thresholds are determined using 95%dfation reliability levels. These
prediction levels generally define the probabibityd range for power daily load dia-
gram for ever individual value within specific timmtervals. These thresholds are
shown in Fig. 5 (purple curve — 95% prediction lev®ange curve — polynomial
regression of B degree). The regression was matched by determmatidex
R? > 86 %, which corresponds with strongly dependegtession [5].
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OBD (M)

000 500 10:00 1500 2000 2500
Fig. 5 Regression analyses of daily load diagram

Previous analyses have produced the differencewépgenerated by PVP (maxi-
mum and minimum extreme thresholds of productiom) determination of thresholds
for daily load diagram [2]. Extreme conditions timaight occur at the substation out-
put correspond with the sum of extreme conditidnB\éP and the daily load diagram.

The Equation (1) refers to the maximum extreme patehe output from substa-
tion Prozmax That describes the light blue curve in the Figinéthis case, the daily
load diagram has reached its maximum |e€%gdpmas, Whereas the contribution from
PVP is at its minimum levé?eyemin:

: PROZmax = POBDmax - PFVEmin (MW) . 1)

The Equation (2) refers to the minimum extreme poatethe output from substa-
tion Prozmin That describes the dark blue curve in the Fign @his case, the daily
load diagram has reached its minimum leRgkpmin, Whereas the contribution from
PVP is at its maximum levél-yemas

PROZmin = POBDmin - PFVEmax (MW) : 2

T T T 1
0:00 4.00 8:00 12:00 16:00 20:00 0:00
P_ROZ_MAX - P_ROZ_MIN - P_ROZ_5 min._Power_in - P_ROZ_5 min._Power_out

Fig. 6 Control of methodology with more than 95% relialilit
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In order to control of developed methodology, tla¢ues of the average five-minute
power at the measurement point on the substatiok gnd red scatter plot of Fig. 6)

are plotted in competent thresholds of curves dasgr the minimum and maximum

extreme power, which are based on this surveyth&lldata and evaluation methodol-
ogy were considered with reliability level of 95 %his particular case concerns
95.54 % of values (average five-minute output wdés) situated within the defined

power thresholds. It can be therefore concludetitti®athreshold curves in this model
respect more than 95 % of values.

4 Conclusion

This survey describes a new methodology pursuatisstal evaluation of the meas-
ured data on PVP to determine the difference alvegqiower flowing through the
substation. The objective is to observe relatignskith a supporting services pro-
vided by operators of distribution networks. THisdy can be use to design of devices
in electrical networks too. Further steps of thiglg consist in the application of this
methodology on a full database and the potentiithidg discovered mutual states.
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Abstract. This paper deals with monitoring which has been developed on phys-
ical platform of family house operated in Off-grid management. Renewable
sources of electric energy belong to key areas in research and development in
recent years. This course leads to the design and development of autonomous
power units, which are subject to specific requirements, so-called SMART
GRID system or ACTIVE ENERGY MANAGEMENT (AEM), while the spe-
cific requirements are independent of external power supply, maximum effi-
ciency of using the renewable sources, stable generation — consumption balance
and opportunities of energy storage. Findings from this newly created monitor-
ing system are presented in following chapters.

1 Introduction

Energy self-sufficient is determinates as operation of micro regions independently of
the superior power system in Off-grid system. In 2011 has been established pilot pro-
ject “Energy Self-sufficient Smart House Conception” to supply the family house with
electrical and thermal energy using only the renewable energy sources. In this project
were built up Wind Power Plant (WPP) and Photovoltaic Power Plant (PV) as an
electric energy sources and solar collector as thermal energy source. This basic plat-
form was created for researching and development in Off-grid systems at different
power levels. In 2012 was developed comprehensive monitoring and remote control
system, which is able to define basic operation parameters of each component such as
whole system.

This software was created in LabVIEW (Laboratory Virtual Instrument Engineer-
ing Workbench), sometimes known as G-language (graphic language) that uses icons
instead of lines of text to create an application. This tool of virtual instrumentation is
suitable for programming measuring and analyzing signals as well as for management
and visualization of technological process of complicated system. [1, 2]
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2 Hybrid system description

Developed system is possible to divide into two parts, 1% part is monitoring and 2™ is
remote control. The 1% part monitors basic parameters of each component in longtime
period framework. The 2 part of this system will be not described in this paper.
Block scheme of Hybrid system depicts Fig. 1.
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°® Measuring point © Security system

O Remote control
Fig. 1 Block scheme of hybrid system

In electric energy part are used voltage converters to measure voltage, current and
subsequently the powers parameters. In solar energy part is used RS232 communica-
tion interface to get the basic parameters of solar collector from solar collector control
unit. Another part of monitoring system is the weather station, which allows evaluat-
ing of meteorological conditions in order to compare the overall system efficiency for
variety climatic. All results are saved into database for subsequently post-processing.
Fig. 2 shows the view of security system that records all sources of electric and
thermal energy. Photovoltaic power plant with installed power 4 kWp is divided into
two strings of 2 kWp each, the 1* is permanent installation on the roof of the building
using polycrystalline solar cell technology and the 2™ is the tracker installation using
monocrystalline solar cell technology. absorption area is 2.53 m* and
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is able to safe about 1000 kW -h per year. Gondola of wind turbine is installed on the
mast at 18 m above the ground and dispose with 12 kW power.

Fig. 2: Print screen from Security System with Marked Components of Hybrid Sys-
tem

3 Next step in development

The main goal of this project is the development of automated sophisticated dispatch-
er system to control the energy flows in energy self-sufficient smart house. This goal
can be divided into three steps.

The 1% step is the classification of energy flows in typical household based on long-
time measuring period to minimize the user’s behaviour deviation and create the typi-
cal daily load curve diagram. This database will be used to set up the physics model
of the typical household appliances, which will be presented by Smart Load. Smart
load is RLC compilation controlled by group of contactors and relays using special
digitals ports module controlled in LabView. This step will be completed by the
Smart Load implementation in energy self-sufficient smart house concept.

The 2™ step represents creating the scenarios for the house (objects) behaviour that
will correspond with the real situations of everyday life.
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The research team will supervise and optimize energy flows between the components
of energy policy with respecting the specific requirements of the Smart-grid system.
The specific requirements are:

e Autonomous operation

o Using only the renewable sources of electric energy

e Equable Generation-consumption balance of electric energy
e Safety and reliability operation

The supervisor will use supporting information of the prediction model with relevant
meteorological values to optimize the energy flow in the object. Predicting data is
downloaded every 6 hours from the paid Meteo-server.

Each supervisor’s intervention will be monitored and recorded with detailed speci-
fication in respect of all relevant values into database using monitoring system.

During the 3" and final phase of the project will be explored ties between the char-
acteristic variables. This created database will be standardized and will be used for
selected methods of artificial intelligence testing [3-5]. The aim of using artificial
intelligence is the application for managing energy flows with respecting the specific
requirements of the energy unit.

. Artificial

Figure 3 Flow chart of Active energy management development

The application of artificial intelligence will preceded the test operation regime.
Where during the test operation with applied artificial intelligence methods will be
controlled the operation of self-sufficient smart house based on the normalized data-
base. Supervisor will have permission to change the parameters via remote control
management.

After the validation of artificial intelligence methods will be the last stage of 3™
step finished and the autonomous hybrid system operation can be operated by Active
Energy Management. Simplified flow chart of Active Energy Management is shown
on Figure 3.
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4 Conclusion

Developed monitoring and remote control system has been based on the already built
concept of hybrid system, which serves as a physical platform for the basic unit in the
Off-grid systems. Developed software is gathering continuous measurement infor-
mation, of which are evaluated individual parameters of Off-grid system. With post-
processing of the measured database and long-time period measurement will be com-
pile standardized daily load curve diagram, which will be implemented into Smart
load. To use this Smart load will be the supervisor able to control generation-
consumption balance as well as the character of the load, e.g. inductive or capacitive
characters of the loads. After the initial testing phase of this system and collect enough
information such as deliberate overload and fault states information will be implement
the methods of artificial intelligence on the monitoring system database to verify the
operational possibilities of this platform.

Findings from the development of this concept can be used and implemented after
adjustment of input variables anywhere in the World for different voltage and power
levels, either as an off-grid systems in inaccessible locations, where to building the
electrical connections is unaffordable or into existing Smart-grid technologies.
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Abstract. Nowadays, the question of the voltage quality is rapidly increasing.
New technologies are introduced and we are facing many new power quality
requirements. Flexible alternating current transmission systems (FACTS) are
modern devices in power transmission and grid stability. The paper deals with
modelling a DVR simulation model and testing a voltage sags detection
algorithm based on DQ transformation. The proposed algorithm is designed to
operate correctly even during some disturbances and fault conditions. Several
simulations have been performed in Matlab/Simulink in order to test the
function of the algorithm and the whole DVR system.

Key words: FACTS, DVR, DQ transformation, power quality, voltage sags

1 Introduction

In order to evaluate the level of the power quality, the STN EN 50160 standard was
introduced, which stipulates the limits for voltage quality [2]. The most severe power
quality problems are voltage sags, swells, interruption, harmonic and flickers. Failures
due to such disturbances create high impact on production cost [3]. Thus, the
companies are often forced to save its facilities on their own. One of the options for
power quality and system stability improvement is to introduce FACTS devices.

FACTS (Flexible Alternating Current Transmission systems) are alternating
current transmission systems incorporating power electronic-based and other static
controllers to enhance controllability and increase power transfer capability [5].
FACTS controllers are able to affect and control one or several key parameters in
power transmission, such as current, voltage, active, reactive power, frequency
or phase. The main disadvantage of using FACTS is high cost of these devices.
According to [4] FACTS can be divided into four basic types — series connected,
shunt connected, combined series-series and combined series-shunt controllers.

2 Dynamic voltage restorer

Dynamic Voltage Restorer (DVR) belongs to series connected FACTS controllers.
The primary function of a DVR is to mitigate voltage sags and swells but it can also
perform the tasks such as harmonics compensation, reduction of transients in voltage
and fault current limitation [6]. DVR is usually installed between source and sensitive
load consumer which is protected. Even the shortest voltage sag can cause serious
equipment damage, interruption of production cycles and thus financial losses.

© M. Kratky, J. Dvorsky, P. Moravec (Eds.): WOFEX 2013, pp. 201-206.
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In general a DVR consists of three parts (Fig. 1):

e measuring unit,
e  control,
e power circuit.

The measuring unit provides voltage and current measurements. The outputs are
voltage and current analogue signals (u, i), which enter the control unit. The control
unit converts these signals to their digital representation using A/D converter so that
they can be processed by a microprocessor (DSP — digital signal microprocessor).
Next part is a voltage sags detection algorithm followed by compensating voltage
calculation u.,y,, which is the voltage needed to be injected into the system in order to
remain the load side voltage of purely sinusoidal waveform. Power section consists of
a voltage source converter (VSC) equipped with a DC energy storage device and an
injection transformer (TR) — booster.

The basic principle of DVR function is to inject or draw the compensating
voltage u;, to or from the supply voltage ug in order to mitigate voltage sags or swells
on the load side uy [7]. At every moment the control algorithm compares desired
voltage and actual measured voltage. The difference between these two signals is
considered as a compensating voltage signal (control signal) uc,,, Which is directly
proportional to compensating injected voltage u;, (power circuit). uon 1S input signal
for a pulse width modulation (PWM) to control the voltage source converter. The
VSC converts DC energy stored in an energy storage device (such as batteries
or supercapacitors) to injecting AC voltage that is to be superimposed to the source
voltage. DVR power output depends on the amount of energy that can be stored in the
energy storage device. DVRs are mostly installed to protect large electrical energy
consumers with the sensitive technologies and devices (2 MVA and up) connected at
distribution voltage [4].

TR

—>
@ ) measuring load
JV\I_ T Uini u, i
% o
VSC  j——= control
[
energy
storage

Fig. 1. Principal scheme of a DVR

3 Voltage sags detection technique based on DQ transformation

The essential requirement for DVR is to be able to operate in real-time. It means, that
the whole compensating process is carried out immediately after a failure occurs
without any delay. A very important factor that influences the DVR speed the most is
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the reaction time of the implemented voltage sag detection algorithm. The most
sophisticated DVR systems are able to react within 1 ms [7].

In this paper abc to dq0 transformation based simple control method is used to
compensate voltage sags and harmonics. DQ transformation (dq0 — direct-
quadrature-zero) is a mathematical transformation used to simplify the analysis of

three-phase circuits. DQ transformation

[sin(cot) sin ((ot -

is calculated as follows [1] [2]:
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In the case of a symmetric three-
phase system, the application of the
dq0 transformation reduces the three
AC quantities (pu) to two DC
quantities (d=1, g=0). For unbalanced
and asymmetric three phase system
there is d=0, q#0, 0=0. Any deviations
from the steady state condition in abc
system reflect in changes of dq0 values
in real-time. According to this
assumption it is possible to obtain the
difference between desired and instant
values and thus the output
compensating voltage can be controlled
using PID regulators [2]. The resultant
signal is converted back to abc values.
The simple algorithm simulation model
is shown in Fig. 2.

Fig. 3. Single-phase voltage sag compensating
in the case of the distorted supply voltage
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Fig. 3 shows three-phase distorted voltage waveform (THD = 6.3 %) — top
picture, computed compensating voltage — middle picture and load voltage after
compensation — bottom picture. In this case DVR not only compensates voltage sag
in phase C but also operates as an active filter and eliminates harmonics [3].

The proposed simulation model represents only the control algorithm, not the
entire DVR device. The complete DVR model is described in the following chapter.

4 DVR model in Matlab/Simulink

To prove the correct function of the algorithm it is necessary to create a complete
DVR model and perform some tests. Fig. 4 depicts the model of a DVR in Simulink.
Again, it consists of three main parts: measuring unit, control and power circuit.
For more detailed description of the principle of operation see section 2 Dynamic
voltage restorer.

. measurement
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Fig. 4. DVR model in Simulink

DVR is connected at 22 kV level and between a source and a protected load.
The control mechanism is described in the previous chapter. For the energy storage an
ideal DC source is used. A LC filter is applied on the VSC (voltage source converter)
output terminals to smooth the compensating voltage which is injected and
superimposed to the supply voltage wusing series-connected three-phase
transformer [4]. If a voltage sag or swell or any voltage disturbance occurs on the load
input terminals, DVR reacts very quickly and computes a compensating voltage.
Subsequently, this required voltage is generated by a VSC and energy storage,
smoothed by a filter and added to supply voltage trough a transformer. The whole
process of compensation lasts less than 2 ms. The protected consumer does not
perceive any of the disturbances in the electric network. DVR ensures that the supply
voltage remains purely sinusoidal at any time regardless of the type of the fault.

Fig. 5. illustrates a waveform of a supply voltage during a two-phase sag
in distributing network (upper picture). The sag started at 0.075 s and ended in 0.26 s.
The voltage is displayed in pu values. The bottom picture shows the load side voltage
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and it is clear that no modifications or just little ones have occurred. The three-phase
load voltage waveform stays unaffected.

1.5+

supply voltage

(o) 0.05 0.1 0.15 0.2 0.25 0.3 0.35
Fig. 5. Two-phase sag compensation

The maximum compensating time of a DVR (the maximum time during which
a DVR is able to compensate the voltage at maximum magnitude) depends on the
energy storage and its characteristics. The more energy is stored in the bank the
longer a DVR will compensate. In the case of our simulation, the energy storage is
ideal and inexhaustible but in a real situation, supercapacitors or batteries are applied.
It means there are some limits that should be taken into a count in further analyses.
Generally, the simulation tests showed the proper functionality and desired results
as a whole and the proposed control algorithm is suitable to be employed to control
a complex DVR system.

5 Conclusion

To sum up, the presented DVR simulation model is based on a DQ transformation
control algorithm. The main advantages of this technique are its high speed,
simplicity and possibility to use it even during distorted voltage waveform. On the
other hand the disadvantages are that DQ transformation can be only applied in the
case of three phase system and a reference sinusoidal signal is required (PLL)
synchronized with the voltage before the fault. The complete DVR model was created
and its correct function was verified by simulation in Matlab/Simulink. The obtained
results show that, the proposed algorithm mitigates voltage sags and harmonics very
fast and satisfactory.

Beside the speed of detection algorithm there are many other features that affect
the DVR operation. They are, for example, the signal sampling frequency, the speed
of the PID regulators, the energy storage dynamic performance, the converter



206 Dominik Szabo

switching speed and the type of the disturbance. The correct function verification is
the first step in the developing and realization of a dynamic voltage restorer.
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measurement heat pump energy balance
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Abstract. This article presents a procedure for designing a measurement meth-
odology to address to a currently very live and frequently discussed topic. That
is for sure the utilisation of heat pumps of air/water type and their effective im-
plementation in practical installations. The first chapters contain a description
of the object measure and the method for designing the convenient measuring
system. The measurement concerns overall energy balance of heat pump incl.
heat capacity and secondary parameters associated with operation of this source
by directs or indirect means. The second part of this article presents the first
partial results based on initial and implemented analysis of the data measured.

Key words heating, measurement, energy balance, heat pump, coefficient of
performance

1 Measure object-heat pump

The energy balance measurement was conducted within an object with intermittent
utilisation. The primary heating system in this object comprises air/water heat pump
only. The object is situated in the area of Beskydy, Ostravice-Staré Hamry (CZE); and
its built-up area amounts to the total of 131 m’. The total heat loss incurred by the
object is equal to 4.5 kW.. The measurement period lasts from autumn 2012 to spring
2013.

The primary heating source comprises the air/water heat pump with the nominal out-
put of 8 kW under A2/W35 conditions. The bivalent source is formed by an electric
cartridge heater. Appliance connected within the system include a hot water reservoir
and heating pipes that form the under floor heating unit.

© M. Kratky, J. Dvorsky, P. Moravec (Eds.): WOFEX 2013, pp. 207-212.
VSB — Technical University of Ostrava, FEECS, 2013, ISBN 978-80-248-3073-5.
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Fig 1. Installed heat pump and heated object. (Sramek,2012)

2 Measurement objective

The measurement focuses on two essential objectives that can be described as moni-
toring of full heating season and shorter periods. That will enable us retrieve and
measure data for assessment of the full heating season as a whole with simultaneous
monitoring of rapid changes in the heat pump on/off mode.

2.1 First and second stage

It focuses on the full heating season and determination of the average performance
factor and the total consumption of heat pump, which will then enable us convert such
data into e.g. actual operating costs for the full heating season.

The second stage focuses on monitoring of shorter periods and reaction of the heat
pump to rapid changes in heat requirements. These conditions will be also simulated
to obtain the data necessary. The measured data helps us observe the behaviour of
entire system subject to measurement and the data obtained at this level can be used to
find mathematical dependencies between the heat source, heat capacity and appliance
(heating system).

2.2 Relation between

Standards for testing of heat pumps (CSN EN 14 511 series) have been adopted from
the European Commission for Standardisation and provide manufacturers with terms
and conditions determined for testing of heat pumps. However these terms and condi-
tions are mostly different from the actual operation of a heating system. The matters
concerned are especially lower temperature gradients (input and output media temper-
ature) during heat pump testing. [5] A typical example is the air/water heat pump with
testing conditions set to 35°C temperature of output fluid. However, the system is
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designed for operation at higher temperature of 40-45°C. The same case applies to the
object measured.

3 Measurement engineering design and installation

The most serious problem was the installation of hydraulic components into the al-
ready finished pipeline from heat pump. Provisions for monitoring of the data neces-
sary were based on the existing measuring equipment and components:

. Heat gauge SIEMENS Megatron 2 (metrologically proven gauge)
. Distribution networks monitor MDS-U

. Measuring bridge SIEMENS ACS tools for heat pumps

. Notebook (XP operation system)

. Data cables and converter

. MDS-U software

. ACS tool software

. MS Excel

The whole measurement system has been designed as automated. In spite of that, we
had to spend the first weeks with more frequent monitoring and fine tuning of the
system to eradicate some errors, especially in settings of the software equipment.
Continuous download of data will enable us conduct checks during measurement and
data analysis. On the basis of obtained values we can design steps for usability of
actual heating system e.g. by better accumulation of the heat.

Measure scheme energy balance of heat pump

3-f, U

E g Tp, Tv,Q
Heat meter
MDS-U
HEAT PUMP
air/water
Tp,Tv, t
T Imeasuring bridge
@ € of heat pump
Temperature sensor LU E g Tp, Tv,Q, t, Te
-outside

Recording laptop
SW

Legend

| - electric current (A)

U - electric voltage (V) ‘ ‘

E - produced heat (kWh)

q - flow (m3/h)

Tp - temperature of supply pipe (*C)
C)

Tv - temperature of return pipe (° Measured data :[> Analysis
Te- outside temperature (*C)

Q - heat pump thermal power (kW)
t - time of compresor operation (s)

Fig 2. Measuring block diagram

On the basis of obtained values we can design steps for usability of actual heating
system e.g. by better accumulation of the heat.
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Fig 3. Installed components (Sramek, 2012)

Practical installation of measuring components was per-formed at the break of Sep-
tember/October 2012. The process dealt mainly with integration of heat gauge into the
heat pump return pipe.

4 Evaluation and first result

Dependence of power and coeficient of
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Fig 4. The dependence coefficient of performance (COP) and power according to outside tem-
perature

The data measured is downloaded continuously during the entire process. The data
analysis must be preceded by "cleaning" of incomplete data by using statistical meth-
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ods. Effective processing of data, both measured and calculated, requires application
of statistical methods to help us filter out extreme deflections of values incurred dur-
ing transient effects.

5 Conclusion

The methodology of measurement presented in this article and the data analysis out-
lined here represent actual presentable opportunity to obtain data about operation of
air/water heat pumps to be further developed to establish the heat asynchrony in heat-
ing of the object concerned. The objective is to obtain the data for full heating season
to establish the functional dependency of heat pump output within basically the whole
temperature range as required. The functional dependency, together with mode/s of
heating in the object concerned will enable us innovate sizing of heat pumps to ensure
more effective utilization of their options. This is also associated with monitoring of
parameters of charging and discharging of the heat capacity integrated within the
system. We can further work on improved effectiveness of design with respect to tank
size.

The extensive data file enables derivation of various dependencies and variables in the
heat pump operation, yet the process requires appropriate alteration of data file, as
indicated in this articles. The output data observed in December, as shown in Fig.6,
provide a truly detailed description of operation of the air/water heat pump. Subse-
quent derivation of functional dependency of the heat pump output will help us assess
the correct selection of heat pumps with different output characteristics (stronger or
weaker) with regard to the defined entry terms and conditions defined. The outlined
analysis will be further finalized pursuant to complete data from full heating season.
The next step will mainly concern a more detailed clearing and analysis of the data file
and reduction of unreliability of dependencies illustrated here.

The outcome from this analysis will comprise especially optimization of heat pump
behaviour with respect to operation and reliability aspects, reduction of investments as
well as direct operating costs of heating. The proposed methodology of measurement
is then aimed towards obtaining relevant data that is even measured in duplicate under
some circumstances. That will provide us with the necessary data wrap.

This method has enabled us clear the data file of error and incomplete data values.
Further reduction of the data file must be conducted very carefully to avoid removal of
vital yet seldom operating conditions. These conditions will be also identified below.
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Abstract. This paper deals with a problem how to calculate possible savings by
using daylight and artificia light together. It solves calculations of artificial
lighting systems dimming in the buildings which depend on the level of day-
light on the working area. The problem was being discussed because the clients
of lighting engineers wondered if the dimming is worth installing. The software
could be used so that it meets the requirements of recommended decreasing in
consumption of lighting systems in the current buildings.

1 Introduction

The effort of economic savings forces us to reduce power consumption. This phe-
nomenon does not avoid the indoor lighting systems. In the lighting of indoor work-
ing areas isincreasingly used a combination of daylight and artificial light. At present
the artificial lighting systems even up to illuminance only the difference that the day -
light fails to illuminate. It is done according to data from illuminance sensors. The
current technical level of lighting systems alows dimming of luminaires to a constant
illuminance level without significant increasing of investment costs. In these lighting
systems it can be saved considerable power consumption due to daylight using.

The modeling the potential savings must be based on the level of external illumina-
tion. However, this is significantly variable. For the current calculations of daylight
there is used amodel of uniformly overcast sky with the intensity of illumination of 5
kix respectively 20 kix only. We designed a dynamic model based on uniformly over-
cast sky with variable illuminance during the day. This model can be used for the
whole year for calculation of illuminance in interiors caused by daylight, without ne-
cessity to know the windows orientation to the cardinal points.

© M. Kratky, J. Dvorsky, P. Moravec (Eds.): WOFEX 2013, pp. 213-218.
VSB — Technical University of Ostrava, FEECS, 2013, ISBN 978-80-248-3073-5.
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2 Theprocedurefor predicting the energy savings

The modeling the potential savings must be based on the level of externa illumina-
tion. However, this is significantly variable. For the current calculations of daylight
there is used amodel of uniformly overcast sky with the intensity of illumination of 5
kix respectively 20 kix only. We designed a dynamic model based on uniformly over-
cast sky with variable illuminance during the day. This model can be used for the
whole year for calculation of illuminance in interiors caused by daylight, without ne-
cessity to know the windows orientation to the cardinal points.

This part of the paper illustrates the dynamic modeling of daylight as the base for cal -
culating of the dimming level in artificia lighting systems and subsequent quantifica-
tion of energy saving potential. In dynamic modeling there are series of aspects,
which need to be taken into account. The base for dynamic modeling daylight is uni-
formly overcast sky as mentioned above. Due to this the influence of windows posi -
tions towards the cardinal points can be eliminated. In the calculation we do not con-
sider only the uniformly overcast sky, but aso the influence of the Sun declination
changing throughout the days and year.(see Fig. 1.)

Fig. 1. Sun declination during the year

To demonstrate the calculation of daylight factors we chose a model room that is loc-
ated on the 3rd floor (for the calculation itself surrounding buildings and trees are
taken into account). The dimensions of the model room are 4300 x 5000 mm and
height of 2670 mm. There are windows on the shorter wall. The first triple-window
proportions are 1400 x 1800 mm at a height of 1030 mm above the floor and the dis-
tance from the corner of the wall is 480 mm. Second double-window proportions are
1400 x 1140 mm at a height of 1030 mm above the floor and the distance from the
corner of the wall is 180 mm. The distance between the windows is 700 mm. During
the calculations carried out in the model room it is necessary to determine the day-
light factor, which is located on the picture (see Fig. 2.). For this calculation there
was used WDLS software.
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Fig. 2. The caculation of the daylight factor in the model room

For the further steps in the calculation of energy savings it is necessary to design an
artificial lighting system for the model room. It is a common office (model room - see
Fig. 3.) The norm (EN 12464-1) requires in this office the maintain illuminance 500
IX. Asin that model room there is not specified place for visual task it was calculated
o that the requirement of 500 Ix is met at each computational point. The design of ar-
tificial lighting system has been done in the program WILS according to the exact di-
mensions of the space. In the space there are placed four surface mounted luminaires
for linear fluorescent lamps (THORN - QUATTROC BODY 2x36W TC-L HFI WL6
L 840).

i)

Bl

Fig. 3. The design of artificia lighting in the model room

Based on knowledge of daylight factors and artificia illuminance in the room there
can be calculated a combination of the daylight and the artificial light. An example of
calculating is a combination of the daylight and the artificial light for one particular
time of the year. After basic calculation of day and artificial light, it is possible to cal -
culate the dimming potential of artificial lighting system in specifically modified ver-
sion of software WILS. The regulation of lighting systems in this calculation carries
out in 10 % steps ranging from 0% to 100%. For this example it has been chosen lin-
ear relationship between luminous flux and wattage. When reguirements for luminous
flux outgoing from the lighting system is less than 10%, the software disconnects this
system. For practical calculations of lighting system saving is suitable to use a max-
imum of 4 independently controlled light-lines. The usage of more controlled lighting
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systems (light-lines) leads to a significant increase in the length of the actual calcula-
tion

The Table 1 indicates the level of control of two lighting systems R1 and R2 at differ-
ent illuminance on the outdoor unshadowed plane. For example, when the value of
the horizontal illuminance level on outdoor unshadowed plane (20 kix) isthefirst line
of the lighting system of artificia lights dims at 60% and the second line dims at
70%.

Table 1. The control of the lighting systems

Model room

E[IX] R1[] R2[]
1000 1.00 1.00
5000 0.90 0.90
7000 0.90 0.90
10000  0.80 0.90
20000 0.70 0.60

25000 0.60 0.40

Table 2 compares the values that we calculated by our software with measured val -
ues. The values are in the time range from 7:00 am. to 3:30 p.m. and they are for
February. From the Chart 1 it is obvious that the first column is the total power of the
artificial lighting system which is 2.59 kwWh / working hours. The second column is
the values of our calculation for the uniformly overcast sky. In the third column there
are real values measured from 1st December to 15th April. The table is only part of
the datafor a sample.

Table 2. Energy comparison of measured and calculated data
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In the Fig. 4. you can see the different wattage among the lighting system without
regulation, with dimming and real values measured in the model room. When using
four luminaires without dimming and control (operation during the whole working
hours) there is power consumption about 2.6 kWh per working hours. When using
the regulation you can see that the regulated artificial lighting system is dimmed very
little in this month due to the location and the height of the Sun during the day. From
the measured valuesit is clear that the weather conditions change. As aresult the total
consumption of power decreases. The graphs show trends of power consumption of
irregulable lighting system, modeled lighting system by using our SW and measured
real values. The result shows that the savings calculated by SW are not as big as they
are achieved in real terms. As aresult, it is seen that the average values are calculated
by sw 1.7 kWh / day and total consumption is 120.5 kWh for 72 days calculations by
comparing the measured real data 1.74 kWh / day and the total consumption of 123.4
kWh for 72 measuring days. From the results we can say that our calculations are al -
most identical to the real measured data.

+ Power consumption of non-dimmable lighting system

= Power consumption calculated by SW for dimmable lighting system

Real power jon of dimmable lighting system
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Fig. 4. The power consumption of irregulable, modelled and real measured data

3 Conclusions

In this paper was described study of smart home care designed having regard to needs
of elderly people. For efficient smart home care design is necessary to start from soci -
ological researches, which are mapping the needs of seniors. One of important items
is energy power consumption in the smart home care. For modelling of possible sav-
ings in lighting systems was used software design to determine the potential savings
in the combined artificial and daylight lighting systems. Its expected usage will be in
the design and renovation of the lighting systems, energy audits of buildings and in
recommendations of reduction of their energy consumption.
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Abstract. This article describes the quantification of nagateedback effect of
renewable energy sources to the distribution systésnall about power and
voltage analysis of artificially created networlqish is working under selected
operation concepts as well as climatic conditideisergy storage unit of the
energy overproduced by renewable resources is diesigned with regard to
the incurred feedback effects.

Keywords: Power flow analysis, Smart grid, Energy storagst, uRenewable
resources

1 Introduction

Renewable resources operation entails considerdiffieulties in the form of
feedback effecting to the operated network. Itrisnprily a voltage changes at the
connection point, supply of reactive power into tréd, and the resulting reactive
voltage drops on the line, flicker effect, bringing higher-order harmonic voltage,
etc.

Therefore, constantly rising demands on the maonigoof electrical networks and
monitoring the quality of power supply. For the gibdities of feedback effects
suppression is necessary to create and analyzd sitggions and resulting feedback
effects of renewable energy sources. This requhiesuse of programs that utilize
visualization superstructure of one of the many potational methods and
algorithms.

For the analysis of these states were in an EMTP-Asimulation software
working with the structure of FORTRAN) created etifious network, simulating the
operation of the first Smart Grid in the Czech R#jou Therefore, this network was
equipped by real renewable energy resources.

© M. Kratky, J. Dvorsky, P. Moravec (Eds.): WOFEX 2013, pp. 219-224.
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2 Analyzed power grid

Analyzed system consists of two parts. And thadls pf the resources and energy
consumption, see Fig 1. These functional unitscamenected to the bus of 35 kV
through 35/10kV transformers.

Superior power system 35 kV

5 63MV-A
[ RV

29 10 kV
Thax 1M4A
Farax J6A
AP, SEEW
3046 KW
70,

CPl 132
510 kV 3510 kV

CP4

10 kV

Vicpy V4
Cos
dcp2

V42
Cogeneration ‘Wind Photovoltaic
§=06MV-A pP=210kW  P=230kW P=170KW  P=100kW unit power power plant
Cosp=095 Cosgp=00s Cosg=081  Coso=09s Cosp=006 plant
Energy consumption part Energy resources part

Fig. 1. Analyzed power grid block scheme

Devoted distribution network is connected to thpesior power system of 35 kV.
The diagram also shows the so called control pdi@®). As shown in the block
diagram, as representatives of renewable resouraes been selected 1.1 MWp
photovoltaic power plant, wind power plant 2 MW atwheneration unit 1.5 MV- A,
as a supply constant, controllable source. Thenthall traditional possibilities of
modern renewable sources were selected. It is s&geto know the "behavior" of
real resources at different operating requirementthieve the conditions of the
simulation of real network operation with renewaliesources. Modeling of
mathematical models in the ATPDraw is based on-teng measurements which
were applied to the actual existing sources inGhech Republic.

2.1 Photovoltaic power plant 1.1 MWp

It is known, with increasing active power supplygo factor is changed, thus the
supply of reactive power. This dependence was aedlfrom data base long term
measurements of the actual PVP, equipped by mosiadiige PV module
technologies. It was created power curve for th@caily sunny day and typical
cloudy day by statistical analysis of measured @kgtaSee Fig 2.

Mathematical models of all described sources waréATPDraw environment
created using the current source menu. The ratazidfe and reactive components of
the power output is controlled by the source plaagge. PVP is a source of inductive
reactive power.
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Q(kvar)

hour
=P (kW) = Q(kvar)

Fig. 2. PVP power supply — typically cloudy day

2.2 Wind power plant 2MW

Philosophy of creation a curve of daily power syppinsisted again in the analysis
of the data set of long-term measurement. The geerdnd speed was determined by
medians analysis of data set, see Fig 3. Valuetdfeapower to this figure has been
assigned from the power curve of WPP. The propomibactive and reactive power
component was then set using of generator PQ diaghéPP respects reactive power
appliance.

2500 ~

2000 +

§1500 b

v (m/s)

<
31000

500 -

Hour
=P (kW) =—wind speed (m/s)

Fig. 3. WPP power supply

2.3 Cogeneration unit 1.5 MVA

Cogeneration unit has been selected as representatti power source with a
constant supply of electric power. It was chosenaghine that is already installed in
the future Smart region Vrchlabi. This is a foutepsynchronous generator, operating
on the voltage level of 400V
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2.4 Power consumption part description

Power consumption part of the analyzed networkiveded into four LV power
consumption units and one MV power consumption. Witpower consumption units
represent a housing development. Data set of lermg-tpower consumption
measurement of the transformer 35/10 kV was andlyzerder to match the demand
also character power curve. By the correspondiagscdaily load diagram DLDA4
(without the use of electricity for heating purpgisavere determined relative power
values in different time periods from the resultiwgve. The resulting diagram load is
recalculated using the known maximum consumed pawk¥ supply points.

Curve of MV power consumption was determined as image of power
consumption measured at a real industrial planthtnATPDraw user interface the
power consumption units are presented by RLC d¢scui

3 Devote power grid analysisrequirements

The object of the analysis is to show the power amithge conditions based on
simulated climatic conditions and the selected afp@n mode of renewable resources.
Demand was for thus these options:

Variant 1 - system operation with a maximum contributioreaérgy produced from
renewable sources. Cogeneration unit assumes the @omponent to total power
consumption of all loads. PVP operated in a typicsinny day.

Variant 2 - system operation with a maximum contributionetéctricity generation
from renewable sources. Cogeneration unit assuheesadtive component to total
power consumption of all loads. PVP operated ypial cloudy day

Variant 3 — equal balance of power active component at réduester point (CP1).
Cogeneration unit "top up" the balance of activenponent in the transfer point to
zero PVP operated in a typically sunny day

Variant 4 - equal balance of power active component at thesfer point (CP1).
Cogeneration unit "top up" the balance of activenponent in the transfer point to
zero PVP operated in a typically cloudy day

4 Results

Large database of data was created from the védllesis in each control point.
The result of the analysis of power relations inLG® the network clearly shows the
influence of non-traditional sources of the anallyzgystem. The largest power
overflow to superior network occurs in Variant lhexe is the most visible effect of
photovoltaic power plants. The overflow curve felkcurve of PVP power supply.
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The largest share of active power is delivered e of 13 hours, nearly 3 MW.

From the graph there is evident the influence ofRNVRhich causes peak of power
supply at time 3 hours 1.5 MW. The largest proportdf reactive power supplied to
the superior power system is notice under the ma2a where unfavorable weather
conditions cause deterioration of PVP power factdre highest value of reactive
power is 1.4 Mvar at the time of 13:00.

P (W)

—&—\Variant 1 —&—Variant 2 —&—\Variant 3 —&—Variant 4

Fig. 4. Active power condition at CP1

5 Energy storage unit proposal

The energy storage unit can be considered as auneefs suppressing feedback
effect. Principle leading to mitigate voltage amuver changes is accumulating the
energy photovoltaic peak of its power supply anssguent delivery of power from
the battery to the grid in times, when there isaeklof energy produced from

renewable sources. |
JMM' My

U (V)

3000:

-3000-

0,185 0,190 0,195 0,200 1220 t(s) 0,225
(fle Urownove_zapnui_baterie3.pl; xvar f) VAKUA  VAKUB  vAKUC

Fig. 5. Detail of the voltage in the network when connedtentage unit

This storage station is in the user interface AT®Dmodeled as a battery
compartment - presented by capacitor, and invesiér pulse width modulation.
Estimated battery capacity is 3 MW-h, which vale assigned by practical
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experiences. The inverter switching frequency k4. Battery voltage level is 690V
and works over a block transformer of 10/0.69 kVthe resources part of the
analyzed system.

It can be seen inverter switching process at a tilen the storage unit works to
resistive load (time to 0.2 s) as well as interactbetween inverter and network in
time of 0.21 s. Voltage conditions at the same tmepresented in Fig 5.

Conclusion

As is evident from the above text, power systenraiien with a local connection
of renewable sources brings many risks. With regarebltage and power conditions
at the transfer point is the power system operati@ttically impossible without any
regulation power of these resources. In this paleticcase, power surges and voltage
variations are evident even in the case of pgotiaer control by cogeneration units.
As a measure to improve the power balance may &e esergy storage system that
can effectively absorb over-delivered power produbg renewable resources and
prevent its overflow to the superior power systéfs.also one of the requirements of
existing electricity grid transition to the Smaschnology. For its autonomous
operation required equal balance between the ersugplied to the grid and its
consumption.
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Abstract. Using solar energy in photovoltaic power plants is an important met-
hod of electricity generation from renewable energy sources. Its potential is vast
and technically easy to utilise. The rapid development of photovoltaic sources
is having a negative effect on the electric power system control. One option for
mitigating this effect is to store the energy generated by photovoltaic in times of
excess power in the grid and supply it to the grid when required, i.e., during
peak periods of the daily load curve. Photovoltaic power plants in connexion
with a hydrogen storage system seems very promising as a sour-ces of electric
power in an island (off-grid) systems. This paper describes our research into
solar energy storage using hydrogen technologies in the case of off-grid sys-
tems. Storage in hydrogen as an energy carrier is currently the focus of intensi-
ve research in many research centres.

1 Introduction

Solar radiation strikes the Earth's surface unevenly and its intensity depends on the
season, time of the day, and local weather conditions. As far as utilisation of solar
radiation for production of electric power by means of photovoltaic power plants is
concerned, the process usually occurs upon request from the linked electric power
system regarding supply of power at minimum or zero level. To eliminate negative
impacts on operation of electric power networks due to unsolicited supply of power,
the power output needs to be limited by certain means. Should the desired solution not
include non-economical disconnection of photovoltaic power plants from the network,
the power generated by these as excessive at the certain moment must be stored. One
of the options, which is still undergoing the research stage, deals with storage featu-
ring hydrogen technologies.

© M. Kratky, J. Dvorsky, P. Moravec (Eds.): WOFEX 2013, pp. 225-230.
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Fig. 1. Spectral curve

Besides the description of laboratory system for storage of electric power into hydro-
gen built in our facility, this paper deals with further analysis of data obtained through
operation of the system. Attention is paid mainly to the issue of efficiency of hydrogen
production using electrolysis of water and potential means for its improvement. The
existing operation of this system has revealed that the weakest link used in the system
is the hydrogen generator - low-temperature electrolyzer of PEM type. Research in the
field of electrolytic production of hydrogen and its subsequent utilisation in fuel cells
will be soon supported by launching the new laboratory of hydrogen technologies,
which is being built within the Technological Centre Ostrava.

2 Solar energy

From the environmental point of view, solar energy is the most environment-friendly
and cleanest source of heat and electric power. The efficiency of conversion of solar
radiation into electric power per one metre of active surface reaches the level corre-
sponding with 110 kWh of electric power per year, using contemporary photovoltaic
systems. The total period of sunshine and clear skies in the territory of Czech Repub-
lic ranges between 1,400 and 1,700 hrs./year. Photovoltaic panels produce electric
power even when the Sun is obscured by clouds. However, the total production repre-
sents just a fraction of actual capacity under ideal conditions. Peak output of photovol-
taic panels is achieved around 12 a.m., when the radiation intensity reaches it top
level. [1]

The spectrum of solar radiation is formed by the infra-red (heat), visible and ultra-
violet radiation (see Fig. 1). Solar facilities help us make use of heat energy directly or
convert the solar radiation energy into electric power.

2.1 Photovoltaic Power Plant Principle

Energy can be gained from the Sun directly or via indirect conversion using solar
collectors or by means of direct conversion using semi-conductor photovoltaic panels.
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The indirect conversion involves extraction of heat using solar collectors. The coll-
ectors are situated around the focus comprising thermal calls that serve to convert heat
into electric power. Thermal-electric conversion is based on the principle of Seebeck
effect. - Difference in temperature within a connection circuit with two conductors
made from different material each results in generation of electric power. That is a
thermal-electric cell. Characteristics and efficiency of the cell depend on properties of
both metals in both conductors and the difference in temperatures between hot and
cold junction respectively. An assembly of conveniently linked thermal-electric cells
form a thermal-electric generator.

The direct conversion process makes use of photovoltaic effect with release of
electrons within a specific substance driven by light. That happens in certain semi-
conductors (silicon, germanium, cadmium sulphide, etc.). A photovoltaic cell compri-
ses a thin mono- or poly-crystalline silicon plate, which is enriched with atoms of
trivalent element (e.g. boron) on one side and atoms of pentavalent element (e.g. arse-
nic) on another. Once the plate is hit by photon, negative electrons will be released
and "holes" with positive charge will be left behind. If both sides of the plate touch
electrodes linked with a conductor, the electric current will pass through. One cm2 of
solar cells produces approx. 12 mA of electric current. One m2 may produce up to
150 A of direct current around noon during summer days. Serial-parallel connection
of cell forms a photovoltaic panel. [1]

3 Laboratory Measuement

The electric power for production of hydrogen in electrolyzer was supplied from solar
panels. The block diagram below (see Fig. 2) shows linkage of individual parts of the
system, including measurement points. All the power from photovoltaic panels was
intended for production of hydrogen. The load on alternating current bus was not
connected and the accumulator bank was fully charged.

Table 1. The parameters of photovoltaic panels

Type SCHOTT POLY 165
Nominal power (Wp) >165
Voltage at nominal power (V) 35.10
Current at nominal power (A) 4.70
Open - circuit voltage (V) 43.60
Short - circuit current (A) 5.27
Module efficiency level (%) 12.60

Individual measurements were taken within specific time intervals of 0 — 60 minutes.
Assessment of correct and comparable results was conducted using final values of
monitored parameters only, measured within the time interval of 60 minutes.

During measurement, the electrolyzer control panel was used to change pressure of
hydrogen produced within two threshold values (300 kPa - 1,379 kPa). The minimum
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and maximum thresholds for hydrogen pressure were matched by measurements
following the change to another vital input parameter: the temperature of reaction
water. The values involved were threshold limits again, as these could be set with
respect to operational safety for prevention of damage to the ion exchanger membrane
inside. Measurement were taken at the temperature of 5 °C (cold water) and 45 °C

(hot water).

..............
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Fig. 2. Block diagram of the system measured [3]

Measurement results and values of set parameters have been included in Table 2.

Figures 3, 4 and 5 show the time dependences of measured values.

Table 2. Results of laboratory measurements

Hydrogen

E V| E - Efficienc
Electrolyzer mode (V\%/) (Bz (V\;ﬁ) pressu(rfplg)crease (%) Y
Twater =45 °C, puz =1379kPa 396  40.53  119.20 28 30.10
Twater =5 °C, pHz =1379 kPa 458  40.05 117.80 21 25.72
Twater = 45 °C, prz = 300 kPa 375 40.12 118.00 34 31.47
Twater = 5 °C, prz = 300 kPa 397 3241 95.32 21 24.01

Esv - Electric energy consumed by the electrolyzer

V4, - Amount of hydrogen produced

Ey, - Equivalent amount of energy in hydrogen produced
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Fig. 3. Time dependence of energy consumed by the electrolyzer
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4 Conclusion

The laboratory measurement described in this paper was conducted during production
of hydrogen using the electrolyzer Hogen GC600 to help us determine the most con-
venient settings of electrolyzer parameters. The measurement was associated with a
change to the vital input parameter of electrolytic production of hydrogen - the reacti-
on water temperature. The measurement was aimed at both threshold values of poten-
tial settings for hydrogen pressure on electrolyzer, i.e. the minimum and maximum
values (300 - 1,379 kPa). The main issue during this measurement was to keep the
temperature of reaction water at the best constant value possible, which was achieved
for both cold and hot water, with tolerance of + 0.5 °C. The best results obtained
through the measurement were based on the electrolyzer mode with minimum hydro-
gen pressure and hot reaction water with 375 Wh of electric power consumed and the
electrolyzer efficiency calculated as 31.47 %. On the contrary, the worst results were
shown by electrolyzer mode with minimum hydrogen pressure and cold water, consu-
ming 397 Wh of electric power, which is not the highest power consumption figure,
yet the electrolyzer efficiency was at its lowest (26.21 %). The above mentioned
findings were then implemented as basis for operational optimisation of the whole
hydrogen storage system, the most important part of which is the electrolyzer subject
to examination.
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Abstract. This paper deals with a system for power supplying energy self-
sufficient house. In 2011 has been developed the power electric platform in
campus of VSB — Technical university of Ostrava. Renewable sources of
electric energy belong to key areas in research and development in recent years.
This course leads to the design and development of autonomous power units,
which are subject to specific requirements, so-called SMART GRID system,
while the specific requirements are independent of external power supply,
maximum efficiency of using the renewable sources, stable generation —
consumption balance and opportunities of energy storage with remote control
system and monitoring. In this paper is described each part of whole system,
from the sources to the storage system. Particular results of SMART GRID
system were used to show the operations possibilities of this system. There are
presented developmental direction as well as the area of future vision.

Keywords: Off-grid system, Batteries capacity, Voltage, Electrical energy

1 Introduction

In recent years is the emphasis on energy self-sufficient objects for different power
levels, from consumption of family houses, companies up to whole cities. Energy
self-sufficient is determinates as operation of family houses independently on public
distribution grid. In 2011 has been established pilot project “Energy Self-sufficient
Smart House Conception” to supply the family house with electrical and thermal
energy using only the renewable energy sources. In this project were built up Wind
Power Plant (WPP) and Photovoltaic Power Plant (PV) as an electric energy sources
and solar collector as thermal energy source. In 2012 was developed comprehensive
monitoring and remote control system, which is able to define basic operation
parameters of each component such as whole system. For visualization of measured
values was developed program in working environment LabVIEW (Laboratory
Virtual Instrument Engineering Workbench), sometimes known as G-language
(graphic language).This tool of virtual instrumentation is suitable for programming
measuring and analyzing signals as well as for management and visualization of
technological process of complicated system. This system allows enough information
and data to evaluate all elements of the hybrid system. The subsequent results of this
monitoring system will be used to complete the smart control system that allows
intelligent controlling of whole off-grid hybrid system based on artificial intelligence.

© M. Kratky, J. Dvorsky, P. Moravec (Eds.): WOFEX 2013, pp. 231-236.
VSB — Technical University of Ostrava, FEECS, 2013, ISBN 978-80-248-3073-5.
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2 The sources in Off-Grid system

The important part for power supply the family house operated in Off-grid mode is to
analyze the energy consumption. The next important thing is the decision, if will be
supply only the common home appliances, or even the heating system. This
difference has a large effect on the installed capacity of sources in Off-grid system
and battery bank. For this physical platform has been chosen a common family house,
where the electric energy is not used for heating. In the family house are used
common home appliances, like microwave, refrigerator and the appliance to maintain
the garden. The load diagram was determined by measuring and monitoring of
individual appliance for each day of the week. The measuring was carried out in
several weeks to minimize the possible anomalies in the ordinary operation of the
house. The basic requirements in designing Off-grid system and energy storage are:

. Weekly consumption of electric energy over 100 kW-h

. Maximum daily consumption of electric energy over 30 kW-h, average daily
consumption 14 kW-h

. Maximum power peak of active power up to 6 kW

Off-Grid system is powered by two types of renewable energy sources to complement
each other. The source with the biggest installed capacity is wind power plant (WPP)
with apparent power of 8 kV-A. It is wind power plant with 20poles synchronous
generator with permanent magnets (PMSG). WPP is equipped with a control system
that operates automatically, when the wind speed exceeds the wind speed limit. The
nacelle deviates from wind direction (relative angle of 30°, 60°, 900), to not exceed the
limit system parameters. WPP is able to operate in two modes. The first mode is
public grid operation into 3phase distribution system. This mode of WPP is applied if
consumption in minimal and battery bank is fully charged. The second mode of
operation of WPP is power supply to Off-grid system. Variable AC Generator’s
voltage is applied to one 3phase rectifier, rectified DC voltage is applied to 1phase
invertor that supply the Off-grid system. In this mode is whole electric power of WPP
supplied to one inverter, because WPP usually works below 40 % of installed
capacity. If there is a really windy day, WPP is switching from 2nd to 1st mode of
operation and it allows the WPP works up to 100 % of the installed capacity. Inverters
and rectifiers parameters are shown in Table 1.

Off-grid system disposes 2 strings of photovoltaic power plants. The maximum
installed power of each PV is 2 kWp. The first one uses polycrystalline solar cells
technology.  The panels are permanently installed on the roof on the building.
Polycrystalline technology of solar cells is sustainable for energy conversion of
diffuse solar irradiation.

The second installation uses monocrystalline solar cell technology, which are situated
on two-axis pointing device, so-called tracker. Tracker is able to increase the power
production up to 30 % in direct comparison with the permanent installation. This
argument is well-founded by using the database of measured values. The control unit
allows maximum use of sunlight (even on cloudy days). Tracker uses to follow the
sun linear motor and harmonic gearbox, which are controlled by controlling
electronics. The power of both strings is connected to the 1phase solar invertor with 2
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independent inputs, the parameters of solar inverter is in Table 1. Thus, the system is
able to cover the consumption of 7,6 kW, when the WPP and PV inverters operate at
100 %. The wiring diagram is shown in Figure 3.

Table 1. Parameters of inverters and rectifier

L P acmax KW Pocmax KW Ubcmax V M max %0
3phase rectifier
6 6 600 99
]_phase inverter of P acmex KW Pocmex KW Uacnom V n max %0
WPP 55 6 230 95
1phase inverter of PV Pacne KW | Pooma KW Uncron V T mex %
P 4.6 6 230 95
Wind P Plant8 kW -
ind Power Plan PV 2 );( PV 1 Trackex/ Battery bank 840 A-h
| Tracker’s
. r- | V_ | consuption | _ | | |
GND | : AN
o Generator | v | | . | T
Public ‘“—| — - — - — . . v L .
grid operation Off grid operation | A~ N PV1 [l |
] . PV 2 Il . .
2 x AC/DC OVP N P
AC/DC OVP Battery bank |
N ~— = — <,
T T AN ) el oo Off-Grid 1NPE ~ 50 Hz
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Fig. 1. Wiring diagram of family house physical platform
* Parallel connected heating element to load resistor in DC link

3 Energy storage system

Very important in Off-grid systems is the mature selection of energy storage system —
batteries capacity, this can provides enough power to cover the family house
consumption and ensure minimum energy loses in generation-consumption balance.
The size of the family house consumption can be contrary in the size of the power
generation from photovoltaic and wind power plants.
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Batteries capacity should be dimensioned enough to cover 7days of family house
operation included energy loses and with no power supply. There are many types of
accumulators, such as lead-acid batteries, nickel-cadmium and lithium-ion batteries,
which can reach higher energy density, but their disadvantage is relatively high prices
at this moment. In this system has been chosen lead-acid battery: 60PZS. Nominal
battery voltage is 2 V. Energy efficiency is about 85 % and state of charge (SoC) is 30
%. Manufacturer declares battery lifespan up to 5 100 charging cycles. Formula (1)
has been used to set up the battery capacity.

c, - E.on)  (ap) ®
Ug -DOD, . - Ter *Mg

,where Cg is capacity of batteries, E; is average weekly consumption of electric
energy, n is number of days without recharging of batteries, Ug is batteries voltage,
DODyax is depth of discharge the batteries (SoC); Tcr is temperature correlation
factor and g efficiency of the batteries.
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Fig. 3. Voltage and capacity of the battery bank

The batteries capacity to cover 7days consumption with loses was set up to 16000 A-h
at 24 V batteries voltage level and energy efficiency 85 %. To reduce the batteries
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capacity is possible to increase batteries voltage level to 48 V, then would be the
capacity set up to 8000 A-h. Another possible decreasing of the capacity is replace
lead-acid batteries with lithium-ion batteries at 48 V voltage level and energy
efficiency of 99 % and then will be the final capacity 3200 A-h. Because of the test’s
regime has been set up the capacity at 840 A-h and nominal voltage level at 24 V. To
manage and operate the Off-grid system it is important to know the actual capacity of
battery bank. In order to determine the exact value of battery bank capacity is
measuring the batteries voltage. Batteries voltage is used to calculate the actual
battery bank capacity according to (1). This equation was determined by discharging
the batteries by constant load with resistance character. The exact value of battery
bank capacity can be determined only by discharging the batteries, because the
charging voltage is higher than nominal, because of IUoU characteristics, Active
inverter technology .The regression equation for calculating the current capacity of
the batteries. (2)

C, = ep(-3567+1.62-Ug,;) 2

, where C is battery bank capacity and Ugat battery bank voltage, Ra is 0.98, what is
the coefficient of determination and indicates how many percentage of dependent
variables (Capacity Battery) managed to explain regression equation. This equation
was created from the measured values using the software Statgraphic.

With its sophisticated battery management it is known the actually battery voltage
level, shown in Figure 2 and make further system decisions based on control
functions. Inverter offers a possibility of splitting the circuit in house to primary
section (refrigerator, lighting) and secondary section (kettle, microwave, etc.).

Figure 2 depicts the batteries SoC and the corresponding DC batteries voltage under
no load. Point 1 represents 100 % capacity of batteries, thus 840 A-h, at voltage level
equals to 25 V DC. Point 2 corresponds to 80 % capacity of batteries and voltage is
24.8 V DC. Point 3 depicts 60 % SoC. Voltage decreases to 24.6 VV DC and central
inverter disconnects secondary section in home using contactor. Point 4 is critical SoC
level, batteries voltage is 24,35 V DC a batteries capacity 252 A-h. At this state limit
central inverter disconnects primary section too and reconnect it back at 40% of SoC,
thus at 336 A-h of batteries capacity.

4 Monitoring system

In 2012 was constructed comprehensive monitoring and remote control system, which
is able to define basic operation parameters of each component such as whole system.
This software was created in LabVIEW (Laboratory Virtual Instrument Engineering
Workbench), sometimes known as G-language (graphic language) that uses icons
instead of lines of text to create an application. This tool of virtual instrumentation is
suitable for programming measuring and analyzing signals as well as for management
and visualization of technological process of complicated system. Developed system
is possible to divide into two parts, 1st part is monitoring and 2nd is remote control.
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The 1st part monitors basic parameters of each component in long-period framework.
In electric energy part are used voltage converters to measure voltage, current and
subsequently the powers parameters. The measuring points have been realized
systematic, see Figure 1 and measured data are processed in Figure 2. Those points
allows to create the measuring chain, where is possible to observe the individual and
whole hybrid system efficiencies. Another part of monitoring system is weather
station, which allows evaluating of meteorological conditions. All results are saved
into database for subsequently post-processing.

20

250V, ! ! —-2.5A
0 01 02 0242 270

Fig. 4. Phasors diagram of wind power plant from visualization system

5 CONCLUSION

After the initial testing phase of this system and collect enough information such as
overload and fault states ,the system can be used anywhere in the world such as off-
grid in remote areas or in existing smart grid systems. For more information on
http://hybridni-system.vsb.cz.

Acknowledgment

This study was conducted within the framework of the IT4Innovations Centre of
Excellence project, reg. no. CZ.1.05/1.1.00/02.0070 supported by Operational
Program “Research and Development for Innovations” funded by Structural Funds of
the European Union and state budget of the Czech Republic, project ENET — Energy
Units for Utilization of non-Traditional Energy Sources CZ.1.05/2.1.00/03.0069,
Students Grant Competition project reg. no. SP2013/68, and project LE13011
Creation of a PROGRES 3 Consortium Office to Support Cross-Border Cooperation.

References

1. Andres Carvallo, John Cooper, The Advanced Smart Grid, Artech House
Publishers, 2011, 225 pages, ISBN-13: 9781608071272

2. M. Anderson, D. Carr, Battery energy storage technolo-gies, Proceedings of
the IEEE 81 (3) (1993) 475-479



Sensorless Control of Induction Motor Using
State Observers

Jiri Friedrich

Department of Electronics, FEECS,
VSB — Technical University of Ostrava, 17. listopadu 15, 708 33 Ostrava — Poruba
jiri.friedrich@vsb.cz

Abstract. Information about rotor position and angular speee required for

vector control of induction motor. Commonly used s®s are sources of
trouble, mainly in hostile environments, and tregplication reduces the drive
robustness. The cost of the sensors is not aldaiidg. All this reasons lead to

development of various sensorless methods for qobsition and mechanical
speed estimation in electrical drives. The papetsdeith the speed estimators
for applications in a structure of sensorless adetr of induction motor drive,

which are based on application of Luenberger oleseand so called Sliding
mode observer. The mathematical description andulation results are

contained in the paper.

1 Introduction

In modern control techniques for induction motothwhigh dynamic requirements the
speed transducer such as tachogenerator, resalveraimly digital shaft position
encoder are used to obtain speed information. Thessors are sources of trouble,
mainly in hostile environments. The main reasonstlie development of sensorless
drives are reduction of hardware complexity and t,coscreased mechanical
robustness, higher reliability, working in hostégmvironments, lower maintenance
requirements.

Removing rotor position sensors or mechanical spsmusors from a control
structure of electrical drive leads to so-callechsseless electrical drive, which
naturally still requires the sensors for the manitp of stator currents and voltages.
The main objective of the sensorless control idirtd an estimated position of the
rotor and the mechanical angular velocity whiclised for the vector rotation of the
variables and for a speed feedback loop.

The speed estimators, which use the motor modelpeaclassified into open loop
estimators, MRAS (Model Reference Adaptive Systeanyl observers (Kalman,
Luenberger, Sliding mode). The deterministic obsermomprises the deterministic
plant model while the stochastic type (Kalman) cdegs other plant model
representations. In this paper are described twestyf deterministic observers, the
Luenberger observer and the Sliding mode obsearet,analyzed those applications
in the structure of vector controlled induction ot

© M. Kratky, J. Dvorsky, P. Moravec (Eds.): WOFEX 2013, pp. 237—-242.
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2 State observer

The principle of the state observer is based orktiwavledge of the induction motor
exact mathematical model. The basic descriptionthin state space is defined by
equation (1) and can be written using state equsi{{8) and (4).

afig]_|-Kelke 2w [ig], [ul/k, .
dt ‘I’S R™™ML R_L S 0 ( )
R Ln/Te “YTe+jw YR
L L2 L
K, = +— , = ——h =_R 2
R RS L2R RR KL Ls LR TR RR ( )
x(t) = Ax(t)+Bu(t) ®)
y(t) = Cx(t) (4)
. . T T
X = |&,|s/,wa,l//Ry} ,u:[u&,usJ (5)
Ke o LR L]
KL LRKL I-RKL
o -Ke _ L, LR
A= KL LRKL LRKL (6)
L, 1
N 0 - a%
TR TR
0 i a% —i
L Tr T |
10 10
|01 ~1/0 1
=0 o BTk (7)
00 K.|O O
00 00
where:
isx Isy components of stator current space veifor
Usy, Usy components of stator voltage space veatdr
Uk YRy components of rotor flux space vectpup
Ly, magnetizing inductance
Ls Lr stator and rotor inductance
Rs, Rr stator and rotor phase resistance
Tr rotor time constant

®m angular speed of rotor



Sensorless Control of Induction Motor Using State Observers 239

2.1. Luenberger observer

Typical representative of a deterministic obsengethe Luenberger observer. The
mathematical principle of this method is basedhentheory described in detail in [2].

Basic Luenberger observer (LO) may be used to statamation of a time-
invariant system which is described by equationsa(®i (4). These equations can be
modified in the form which describes LO (equati@nsnd 9). [1]

x = AX +Bu +Gy =AX +Bu +G [y -y] (8)

y =Cx (@)
Where G is the observer gain matrix, which elememts discussed below.

According to the above mentioned equations it ssfae to draw a block diagram of
the LO which is shown in Figure 1.

Adaptation
|

A 4

Fig. 1.Block diagram of Luenberger observer

In consideration of the above mentioned equatiowssthe matrices of the dynamic
model of the induction motor, it is possible toterihe state equations for individual
state quantities (10), (11).

= Rg+(Lp/Lg)’Rg - L, (1 .. )- 1 -
i =— i+ — =W, +——Ug +G,|ic —i 10
s s ALolg | Ta & Wy oL s 1[3 s] (10)

i”s—(Ti—j@j\quz[is—EJ (11)

=K,z (12)
Where z is the correction member defined by eqodtid) and K is constant.
Z=lg, (iSﬂ _fsp)_‘//Rp (iSa _fSa) (13)

For the adaptation algorithm, it is possible tcabksh two procedures, a simple
integration or integration with the proportionahgmonent (equation 16).

@, =K z+ K, [zt (14)
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2.2. Sliding mode observer

The sliding mode theory brought to the control psscnew advantages, especially
easier implementation and larger robustness ta qéoameter variation. The only
difference in comparison to the Luenberger obsessapplication of function signum

as it is shown in the block diagram (fig.2.) andtstequation (15). This causes
changes in the elements of the gain matrix G igssttown in chapter 3.2. [1], [3].

X = AX + Bu + G sgny = AX + Bu + G sgrly - ] (15)

U_’B + )—( J' =C§+=

el

Adaptace

> >
A
\4

Fig. 2.Block diagram of Sliding mode observer

3 Simulation results

The behavior of the above mentioned state obseagpked in the structure of vector
controlled AC drive with induction motor were siratéd by MATLAB-SIMULINK.
The controllers in the structure of vector contdllAC drive were adjusted in
accordance with the parameters of the inductioromoégpe P112 MO0A4.

The simulation was realized in three speed areasdtain appropriate behavior in
large speed range. Simulation results are deschilvest in fig.3. to fig.6.

3.1. Luenberger observer

It was simulated Luenberger observer whose gainrixn&@ is defined by the
conditions of proportionality and the observer pa@d IM, so-called standard design
matrix. First, it was necessary to establish appatg parameters of the matrix G.
Given that the reported parameters did not meetreéeired properties as to the
accuracy of the observer had to be modified orfaha. Elements of the gain matrix
were following:

1(RLs —2R.L 1
0, =N (RLg +Rils), g, = -10@, , G, =_M, Oy =——@
Tuning the adaptation algorithm (by choosing theprapriate gain) was an
adequate response of the observer in a wide sgeegkras it is indicated in the
description of the results. The adaptation algaritiain: K = 100
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Fig. 3. Luenberger observer. Left: Reference (black), (lglake) and estimated speed (red) in
area of very low speed. Right: Difference betweeh aed estimated speed.
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Fig. 4. Luenberger observer. Left: Reference (black), (telale) and estimated speed (red) in
area of low speed. Right: Difference between redlestimated speed.

3.2. Sliding mode observer

Appropriate elements of the matrix G were foundthe same way as in case of
Luenberger observer and also the tuning of thetatlap process was similar to the
process mentioned in chapter 3.1. Simulation resaftresent fig. 5. and fig. 6.
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40 real speed
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4
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Fig. 5. Sliding mode observer. Left: Reference (black)| flelme) and estimated speed (red) in
area of low speed. Right: Difference between redlestimated speed.
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Fig. 6. Sliding mode observer. Left: Reference (black)l (elae) and estimated speed (red) in
area of high speed. Right: Difference between nedlestimated speed.

Conclusions

The aim of this research was to present two passpproaches to the sensorles:
vector control technique. It is obvious from theoad presented simulation results
that the application of state obsevers is a passilaly how to replace speed encoder:
and get appropriate accuracy of the controlled gsec The sensorless control of
induction motor drive with Luenberger speed estonaiives favorable dynamic
responses and the estimation of the mechanicatigpegood in steady state and alsc
in transient state. The lowest boundary of fineespestimation is about 5 rpm, as car
be seen from simulation results. In case of thdii®li mode observer, it is necessary
to mention that the accuracy in area of very lowesfs was not appropriate. The
lowest boundary of fine speed estimation is ab@utpzn.
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Abstract. This article deals with the creation of a simulation model of the
induction motor in Matlab - Simulink based on knowledge of genera theory
and mathematical description of electrical machines. Thus created model offers
new possibilities and simulating more specific operating conditions.

1 Introduction

The essence of the mathematical model (general theory electrical machine) is the for-
mulation of the basic dynamic equations for the instantaneous values essentially the
same for all basic types of electrical machines. The advantage of such adescription is
its versatility and user-friendly way of modeling in the appropriate software. Now we
will discuss amodel of induction motor.

2 The mathematical description of the motor

The derivation of the differential equations is performed in the literature [1] [2]. It
used the principle of transformation three-phase system into an equivalent two-phase
system. In our case, we will transform differential equations into a system a, 8, 0.
After the transformation (equations 21 and 22) now we can write the stator voltage
equations:

dy, 0
Z’llot_R] .lla+ dt“

dy )
ulB—Rl‘llﬁ'l'T

© M. Kratky, J. Dvorsky, P. Moravec (Eds.): WOFEX 2013, pp. 243-248.
VSB — Technical University of Ostrava, FEECS, 2013, ISBN 978-80-248-3073-5.



244 Stanislav Rusnok, Pavel Sobota, and Pavel Svoboda

Rotor voltage equations can be written:

d
0=R, 1y, + tha'*w'l//zﬁ

o dyyg )
0:R2'ZZB+7+QJ‘§[/2&

Where R; is the total resistance of one phase of the stator and R is the total resistance
of the rotor winding calculated as the stator. Assuming that the coupled magnetic

flows apply:

V/la:Ll.ila-'-Lh.iZa (5)
Wip=LydigtLly iy ©)
Wou=Ly iyt Lyiy, (7)
Wop=Lyiyg+ Ly iy ®
Now we substitute equations 5-8 to equations 1-4:
. di,,  di (©)
Uy =Ryiy+ Ly dta Ly dta
diy,  di (10)
— . p 2p
ulB_Rl‘11B+Ll.?+Lh’W
. dila . . (11)
0=R,i,,t+L, 0 +Lh'7+a)'([’2'l2ﬁ+l’hllﬁ)
di, di 12)
— : ] “UIB . .
0=RyipgtLy—F+L,— —( Ly iy +Lyi,)

Where:
L,=L,+L, isthetota inductance of the stator,

L,=L,+L,; isthetota inductance of the rotor and
wisthe electrical angular velocity of therotor.

The system of voltage equations is yet necessary to supplement the equation of mo-
tion (no load), in the form:
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1y od do (13
p dt

Where J is the moment of inertia and p is the number of pole pairs. Further
calculation of speed:

_ ®-60 (14)
2w p

n

The last equations what we need is the torque eguation:

3 o (15
MZE'P'Lh'(llﬁ'lza_lm"zﬁ)
After adjusting equations 9-12 on state form, we get:
dila 1 . di2a (16)
dt :L_l. Uy Rl.lla Lh?
dig 1 . diyg, 17
—t—L—' ulB_Rl'ZIB_Lh'F
1
di2a 1 . lla . . (18)
" Lz. R2'12a+Lh-7+a)~(L2'12ﬁ+Lh-zm)
diyg . di, . . (19)
7 Ryipp+Ly i _a"(Lz'lza"'Lh'lm
do_pM (20)
t J

Equations 13-20 is now possible using mathematical blocks gradually implement to
the Matlab — Simulink program.

3 Theimplementation of equationsin Matlab - Simulink

For greater clarity, the entire induction motor modd is created using subsystems. In-
dividual subsystems are then interconnected as to form a complete model.



246 Stanislav Rusnok, Pavel Sobota, and Pavel Svoboda

’ .X

Divige  Integratar

dil1_slfeyat

Fig. 1. Subsystem of stator currents. Equation 16

A similar way, we will proceed for the equation 17.
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Fig. 2. Subsystem of rotor currents. Equation 18

A similar way, we will proceed for the equation 19.

12_slfa
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Fig. 5. Subsystem for calculating speed



The Use of the General Theory of Electrical Machines for ... 247

To be able to use our induction motor model created in the two-phase system, we
have to create a subsystem of transformation three stator voltages ua, Up, Ucto two

stator voltages u, and ug by equations 21 and 22.

: . (1)
ulazg-ua-cosl9+%~ub~cos 19—277r +§'uc-c0s l9+2Tn

. . 22)
ulﬁz—%ua-sin 19—%ub-sin 19—2—3% —%uc-sin l9+23—n

efe
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Fig. 6. Subsystem of transformation three voltages to two voltages

Now we need a subsystem for reverse transformation of two output currentsto three
currents. Such subsystem we create by equations 23, 24 and 25.

i), =1},°c08 =i ssin G (23)
. 2| .. 2 (24)
zlvzzla-cos(G—T)—lw-sm 19—7
) ) 2.7\ .. 2.1 (25)
I =l1,°COS 19+T)—zm-sm 19+T
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Fig.7. Subsystem of reverse transformation of two currents to three currents

Now is necessary to connect al subsystems. This creates model of induction
motor.

Conclusion

The paper was given the possibility of modeling of induction motor in Matlab
Simulink based on knowledge of the general theory of electrical machines. The
created model eliminates the restrictions that have got models aready existing in
Simulink libraries. For example, it is possible to directly change size of stator and
rotor resistances and the size of mutual inductance during the simulation. This makes
it possible to smulate faults that occur directly in operation.
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Abstract. This paper shows identification procedure selected
parameters of synchronous machines with permanent magnet for
optimization purposes. There is shown the steps of identification by
analytical calculation, measurement, and also using the finite element
method. There is also analysis of the magnetic induction in the air
gap using FEM.

Keywords: synchronous machine, measurement, calculation, FEM,
analysis, permanent, magnet, identification, parameters.

1 Introduction

Electrical machinery belongs to a group demanding disciplines of electrical
engineering and are known are more than 100 years. Their theory was first written
sometime around 1910 and so far the only rare exceptions, has not changed.
Calculation methods are more precise, as well as calculations of cooling, ventilation
calculations, mechanical calculations, and even machine parts. Using quality
materials (particularly insulation), the performance of machines increase.

Not only at home but also abroad with both universities and private companies
engaged in the improvement of various electric machines, especially the modern ones.
In modern electric machine can be regarded as a synchronous machine with
permanent magnet. Its use in practice gradually expanded and applied to the various
electrical drives (trams, electric locomotives, etc.), among others, has a significant
role in wind power as a synchronous generator with permanent magnet.

Before you start any engine optimization, you first need to understand its

behavior in various configurations, and then find a possible way of optimizing. Can
not only optimize the efficiency, which is very popular, but also as torque ripple or
induced voltage. Very useful tool for optimization of electrical machines are used
principally programs based on finite element method (FEM). Used as the 2D version,
and the 3D version.
The actual work is concerned with optimization of synchronous machine with PM. In
the first year of study I did identify the parameters of the replacement scheme
(calculations, measurements, FEM) and also used the magnetostatic analysis in
programming environments Ansys Workbench for the analysis of 3D magnetic
circuit.

© M. Kratky, J. Dvorsky, P. Moravec (Eds.): WOFEX 2013, pp. 249-254.
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2 Analysis of Synchronous machine with PM

Analysis of electrical machines means to perform an analysis of its properties, ranging
from analysis of parameters replacement scheme (Fig. 1). The analysis using
analytical calculations, measurements, simulations and simulation programming
languages, and more recently finite element method (FEM). Investigated engine is
analyzed in the axis d and also in the axis ¢, because it has either expressed poles, or a
magnet placed in the iron rotor (IPMS - Interior Permanent Magnet Synchronous
Motor). Label real machines, including additional analysis of data in the following
table (Tab. 1), while for obtaining the remaining data on the label usually are not
trying to dismantle the machine thoroughly and measure the dimensions of magnetic
circuit, including the size of the groove, count the number of wires in the groove etc.

u,

Fig. 1. Equivalent circuit IPMS with fully internally stored magnets on the axis d and q

/4:/+La\

OLgi=ow,

—p

iq R, Li=LygtLo

© ¥y l ) Uy

Table 1. The label machines, including additional analysis of data identified

U, 400 V Rated voltage
I 8,3A Rated current

Y involvement
fa 36 Hz nominal frequency
N 360 1/min | Rated speed
Qs 48 The total number of slots

The total number

Q 45 of slots containing windings
q 1,25 Number of slots per pole and phase for Q
2p 12 number of poles
N 420 Number of turns of stator windings
l; 0,14 m Active length of iron
) 0,8 mm Air gap length
d 0,146 m Outer rotor diameter
D 0,22 m Outer diameter of stator
hu 4,4 mm magnet height
Wt 32,5 mm Width of magnet
| 0,135 mm | Length of magnet

oL,i,=oy,
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2.1 Analytical calculation

The analytical calculations can determine the following parameters: stator resistence
R, leakage inductance Los, magnetizing inductance Lua and Ly, and while here 1
present only the final calculations. In fact, the analytical calculation is much more
extensive. Were used known relations of the theory and construction of electric
machines:

I

R, =—t "= 6205’268 — = 4,070
o -a-S, 57-10°-1-0,88-10

235475 235475, 00 4 osen

57035420 50 235420

N1 420°-0,14
L,=2-py-——11=2-4-7-107 - 2=—27.3]1519 = 0,026 H
2-m-t 2.3.
Lﬂq=y0~27P.1,-k3.N3=4.n.10'7~W-0,14-0,9362-4202=0,0516H
pts,, : 6-7°-0,00154
2.m- 3.
Ly=py— 00 g2 N2 =4 g107 20080 614 09367 420 = 0.02127H
P8, ‘ 6-7%-0,005094

2.2 Identification of the parameters measured

For the stator winding resistance measurement is appropriate to use the VA method.
Each phase was measured separately. Measurements took place at a temperature t =
28°C. The median value of stator resistance Rs converted to 20°C is Rs» = 3,93 Q and
at 75°C is converted to a value Rss= 4,78 Q.

Leakage reactance of stator winding Xos (inductance Los) can be measured using a
method based on the general theory of electrical machines. Based on this theory it is
possible to deduce that the non-rotating reactance Xo = Xos (Fig. 2).

Fig. 2. Circuit diagram for measuring non-rotating reactance [IPMS
During the measurement of the rotor was braked, for power supply was used single-
phase autotransformer. From the measured data of voltage U, and current I, can then
calculate the leakage inductance by the relation
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2
(3(1]0] -R;
L =2 07

The following table (Tab. 2) shows the measured and calculated values, where has the
motor measured stator leakage inductance Los = 0,02897 H.

Table 2. Measured and calculated values from measurement Los

Uy (V) 11.468 17.187 23.24 28.67 33.23
Io(A) 3.355 4.995 6.78 8.459 9.93
Los (H) 0.028649 0.029027 0.029089 0.028794 0.028419

When measuring the magnetizing inductance following the procedure, which is
proved in [1]. In primarily on instead of AC in Figure 3a join DC source. Rotor
synchronous machine is, aligns "with the axis. In this position, the rotor is braked
SMPM (locks) to stayed be throughout this measurement in this particular position.
Then perform the measurement in figure 3a.

Ac)

Fig. 3. Schematic diagram for measuring Lyt and Ly

When investigating magnetizing inductance on the axis q is needed to implement
according to diagram in fig. 3b. For measured parameters are needed oscilloscope,
which displays the voltage and current and measuring instruments - ammeter,
voltmeter. In the first phase corresponded to the measurement diagram in fig. 3a. The
measured phase A was Ua = 142 V and current to phase A was [. = 6,8 A . The
oscilloscope was then determined by the phase shift between voltage and current,
which was A: = 3,88 ms, at a frequency 50 Hz which means voltage phase ¢ = 70°.
Lud then will

X
L =2 Xy :2.[ 19,62 —0,02897):0,02239H
“ 32 3 (20750
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The following connection shown in Fig. 3b. Voltage phase B was U» = 127,1 V
and current was Io = 3,95 A. Oscilloscope todetermine the shift between voltage and
current that was A«= 4,5 ms. This shift corresponds to the angle ¢ = 81°. Lyq then will

X
Ly=2|-"0 -1, =2~(32’177 —0,02897}=0,04905H
3 27 f 32750

2.3 Analysis of machine parameters using FEM

Magnetizing inductance Ly and Lyq can be easily analyzed using FEM. The following
figures show the cross section of a synchronous machine with permanent magnets and
on the axis d and q (Fig. 4a, b). Fig. 5a, b show the spatial distribution of magnetic
induction Bs in the air gap SMPM. The analysis was carried out in the FEMM 2D.

Fig. 4. Cross-section of synchronous machines with PM on the axis d and q

o 100 200 300 400 o 100 200 300 400

Length, mm Length, mm

Fig. 5. Spatial distribution of magnetic induction in the middle of the air gap on the axis d and q

Subsequently, on the program Ansys Workbench was constructed 3D model and
solved in idle state for the purpose of analysis of a magnetic circuit.

B.n, Tesla B.n, Te:
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Fig. 6. Status idle (3D model)

3 Conclusion

Parameters of the measurements obtained will be used in simulations to detect
transient and steady states during operation SMPM. It will also serve as a reference to
compare values when creating the different topology SMPM. From 3D model is also
evident that the magnetic circuit could be better utilized.
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Abstract. The paper describes the analysis of the modernfevathe control of
an induction motor (IM), using sensorless contrgihg the injection methods.
The paper also deals with the creation of simutatimdels for the sensorless
control with the injecting voltage signal, whichassociated to the base supply
voltage. Simulation models for sensorless contreltmsed on classical model
of induction motor with the vector control. Theenfion is carried out in the
stator reference system. The main goal for thishowts control without the
speed sensor. The paper presents some partiatsresid knowledge learned
from the creation of the simulation model and tesification in a simulation
tool Matlab-Simulink.

1 Introduction

Current demands for electric drives are still high&hether it is efficiency of
drive, minimizing the maximum price, or the redaoatiof energy consumption and
maintenance costs. These reasons also relate ronation of DC drives and
exchange for the regulated AC drives. For contiglispeed of the drives is essentia
to known the position of the rotor. The positiomdse obtained using a speed sensc
or by using the sensorless control. Eliminatiorspéed sensor has many advantage
for a drive, such as improved reliability and thee uwof the drive in demanding
environments, etc. Reducing costs by using sersodentrol is essential for small
drives, where the price of the sensor itself is parable to the price of the drive. For
a large drives sensorless control helps mainlyghdr robustness.

Sensorless control gives the option to replace sieed sensor either using a
mathematical model of the motor, or by detectingtattion caused by magnetic or
geometric asymmetries in motors.

For the sensorless control can be used many tastsig approaches, how to
evaluate the rotor position. The first methods aseng estimators and observers,
which are based on mathematical model of the machior these methods, is
necessary the exact knowledge of the parametetsreeqfor the observer. For the
sensorless mode are main parameters, stator ressi and rotor time constang,
which can be constantly estimated using "on-lirdEntification. For low speeds are
their properties of highly unstable and almost es&l And precisely because of the
instability of methods with a mathematical modetemtion is turning to the use of
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phenomena that do not depend on the working cemditand the drive to obtain the
estimated values without limited the speed of ttert One possibility is to observe
the magnetic or geometric asymmetry around theigiference of the rotor. For this
purpose are used the injection methods, which ¢tep' auxiliary signal and from
follow response voltages or currents are tryingeo the desired information. These
methods can be classified into two categories, @hemethod in the first category,
observes a certain geometric asymmetry caused ssqaréoy of poles of the rotor or
own eccentricity of the rotor. The asymmetry insttgategory is for use with
asynchronous motors problematic. In the secondyoageare included such methods,
that try to follow the magnetic asymmetry, whichceused by the saturation of the
magnetic circuit and this is obtained position ofor flux, which is required for
torque control, or the asymmetry originating froplireed rotor, or special cage of
rotor, which is designed to the spatial changesesistance or leakage inductance
There are certain restrictions on the possibilibéaising grooving to estimate the
rotor position. For most structures of asynchronmosors is a proposal created for to
reduce as much as possible the effect of rotorvg®osuitable ratio of stator and
rotor grooves, closing rotor grooves and their shgwso it is difficult to obtain
mentioned the asymmetry.

2 Sensorlesscontrol of IM using injection method

Advantages of the sensorless control:

0) reduction of hardware complexity and price lué system,

(i) increased mechanical robustness and ovetilgty,

(iii) sensorless control allows trouble free opiematin dangerous and
belligerent environment,

(iv) higher reliability,

(v) reduced maintenance requirements,

(vi) increase noise immunity,

(vii) unaffected moment of inertia,

(viii)  improvement of machine vibration,

(ix) elimination of cabling for sensors, etc.

The goal of sensorless control is to find an edtmmator position or rotor speed,
which is used for the vector rotation the obtainatiies. If the estimated position is
derived from the machine model, this is sensortEmgrol with the mathematical
model of the machine and in another case, therarathods, that do not use the
model of engine and the methods that detected ymrastry inside of the machine
construction. Their research solves an area of l@myto zero speed. In figure 1
shows the structure sensorless speed control eficiiwh motor. This structure (in
general) is common to all methods of sensorlesgraowith the fact, that for each
estimation method of speed and oriented valuesdéferent type of estimation
blocks.
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Fig.1. Control structure of sensorless vector controlledliction motor drive with
mathematic model

A defined area in fig.1 is the implementation c# gontrol system, in which for to
evaluate orienting values and the need to obtanatigular speed of the rotor used
block estimation. Blocks outside the defined arethe control system including an
incremental encoder are in this structure includiely for compare the estimated and
real values and blocks are included in the strector verify the accuracy of the
evaluation of values using estimation algorithms.

2.1 Injection methods

These methods have been developed based on thieereguts of applications,
which require working in low and zero speed, inahgdposition control. Structures
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indirectly detect some asymmetry, nonlinearity desithe machine. The estimate
vector position of the rotor magnetic flux, wheweith his help is estimated rotor
position, can be realized by detecting the magratienmetry of machines based on
stator current response to injected self connectetent or voltage signal with the
self connected current or voltage signal with tighér frequency to stator winding.
There are two main methods of injection. Injectsmif connected voltage or current
high frequency signal or using sampling impulsethia first method, to evocation the
asymmetry is used high frequency self connectethgelsignal, which is injected to
stator and the signal is associate to basic valtalgis is a stable three-phase voltage
with higher frequency in the range 500Hz - 2kHze Becond method is characterizec
by using a sampling impulse. For this method topyuproltage signal inserted
measuring pulses. One of the most known methoas this group is INFORM, this
method is suitable for AC machines with the geoimetragnetic asymmetry.
By type of injection signal, we can divide thesetimoels as follows:

Injection of periodic signal:
» synchronous pulsing signal injection
* high - frequency signal injection
» synchronously pulsating high - frequency signatétipn
* "zero-sequence technique"
Injection of the discrete voltage impulses:
* INFORM
» injection of test impulse so called zero-sequetdtage
» injection of test impulse so called zero-sequengeent

3 Method with voltage signal injection for estimation mechanical
angular speed of IM

The injection takes place with the help additionaltage signal, which is
superimposed to primary supply voltage (fig. 2)eThequency ranges is 500Hz -
2kHz and injection takes place in stator referesystem §, B].

5
Us ; iy,
AR, W .hh.\ .
\h‘
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regulator inverter >
PWN
. 5 e 2 19?,
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L5 filter i,
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Fig.2 High - frequency voltage signal injection
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Model induction motor with higher frequency, we cderive from voltage
equations, which describe a model of induction motdhe stator reference frame [
B]. After all mathematical adjustments you can peatt simulation modeling.
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Fig.3 Simplified structure of vector control IM with thejection voltage signal

Method, with the injection voltage signal with h&ghfrequency can used to
induction motors, which depending the rotor positibave some asymmetries.
Frequency converter must be able to produce thection signal with higher
frequency.
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Fig.5 Real and estimation characteristic rotor angtefinduction motor

Fig.4 and fig.5 show time courses of important qii@s. Fig.4 shows IM speed
response and fig.5 shows rotor angle of the IM.rédlults and simulations models are
shown in [2].

4 Conclusion

The modern control method of regulated electrigefiwas presented in the paper
The control algorithm uses the injection method #emsorless control of the
induction motor. The injection takes place with ttigh — frequency voltage signal to
vector control of the induction motor. There arerenpreviews and several other
possibilities of using injection methods, whichrétediscussed in this paper.
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Abstract. The safe HMI and Car to Car communication (SHMIC?) is a new
concept to increased safety in cars and trucks. This system proposed makes use
of Vehicle to Vehicle communication to retrieve and disseminate car, road and
environmental conditions together with advanced Human Machine Interfaces
to present the information in an optimal manner to the driver. This paper pre-
sents the research vision and challenges that will be tackled during the
SHMIC? project.

1 Introduction

Personal transportation is continuously evolving to offer a higher level of safety for
people inside and outside the car. Efforts in this direction have been traditionally
focused on the creation of robust mechanical structures and on reliable motion con-
trol. Additionally these safety mechanisms have been developed taking into consid-
eration the car as a single element, without considering the cars around.

In this paper is propose an approach in which safety is developed taking actively
into account the surrounding environment, cars and people. This approach exploits
the possibility of radio communication between cars to broadcast different kinds of
information. Ultimately part of this information is presented to a driver, hence is
believe that one has to take into account how the information is presented in an in-
tuitive manner, optimizing the response time.

2 Background

The core technologies behind the SHMIC® system are Human Machine Interaction
(mainly Heads Up Display) and Vehicle to vehicle (V2V) communication. This sec-
tion gives an overview of both and sets the basis for the presentation of our new
vision in Section 3.
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2.1 Human Machine Interaction

Human Machine Interaction involves the study and design of how people interact
with machines through machine interfaces. This discipline is an interaction between
professionals with a technical knowledge such as computer engineers and profes-
sionals with competences in behavioral sciences and psychology. No complex inter-
face can be designed correctly without the implication of professionals from both
disciplines. Critical control interfaces like the ones used to acquire and present in-
formation to a driver need to be developed in conjunction with experimental psy-
chologists and human technology engineers so drivers can “sense and interpret”
faster and better. [7,8]

Some of the latest developments in car interfaces are Heads Up Display (HUD), a
concept that has been based on the developments in the aviation field. A HUD pro-
jects driving information in the windshield so the driver can be looking at the road at
all times. The information is projected at the appropriate field depth so the driver
does not need to refocus his eye. Current research in HUDs involve optical technolo-
gies, information selection and information placement. [4]

2.7 V2V communication

Vehicle to Vehicle (V2V) communication (also known as Car-to-Car communica-
tion) is a network in which different vehicles, road signs and other elements com-
municate to each other in order to accomplish different goals. These goals can be at
an individual level, for instance helping the driver to navigate an unknown town
district, or at a higher level for example manage traffic flow in rush hours intelli-
gently. These problems are being solved today in an individual manner without in-
volving communication with other cars. The incorporation of V2V technologies can
improve the quality of navigation and traffic management by making use of recent
information providing by cars in the area. V2V can also facilitate the incorporation
of other features that would benefit the traffic as a whole: increased driving safety,
increased law enforcement. [1]

The developments in radio technologies conducted over the last decade (WiFi,
ZigBee) and the low hardware prices have made V2V communication links feasible
and affordable. However additional research effort is needed to manage the commu-
nication at a network level, to determine the information management policies and to
standardized V2V solutions. [2]

3 Vision

Over the last decades research and development efforts have been focused on me-
chanical car protection (such as passive security improvements, Airbags, etc) leaving
innovations in other fields unattended. This has been caused primarily by a design
philosophy that aimed at protecting the passengers when they were having an acci-
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dent instead of aiming at avoiding the accidents. Nowadays the industry is keeping
protection in case of accident and developing additional preventive mechanism.
These preventing mechanisms not only include mechanical systems but electronical
and software systems as well. [5]

We aim at increasing safety in car transportation by exploring the application of
electronic and communication technologies further. We will follow an approach in
which we will start by detecting different hazards in personal transportation and we
will try to prevent them by adopting and creating new technologies that a) minimize
the time it takes the driver to interpret information and b) facilitate the interaction of
individual cars exposed to that common hazard. We propose to focus these techno-
logical improvements in two concrete fields: the V2V field and the HMI field. We
have narrowed down our research problem to the following two research questions:

— How can we use vehicle to vehicle communication to create a safer and better
mean of transportation?
— What is the most effective way to present this information to the driver?

Fig. 1. Car to Car communication [9]

3.1 Research challenges

In order to answer the previous research questions we need to address a number of
research challenges that we have summarized in the following lines.

Network management. A network composed by communication nodes that are con-
stantly changing position represent a challenge from the quality of service and rout-
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ing point of view. Improved protocols to target specific kind of vehicles or to target
vehicles in a concrete geographical areas will be needed. [6]

Security. As a consequence of having information systems special attention has to be
paid to lightweight yet reliable security protocols that ensure data and system securi-
ty in terms of authentication, privacy and service availability. [3]

Systems of Systems. A system that aims at solving a problem like the one presented
in this paper is complex and composed by multiple individual systems. This com-
posi-tion enable the set of systems to offer a more complex functionality to the user.
This kind of systems are known as System of Systems (SoS). SoS engineering is a
research are that is at its infancy and that it will be required to specify and study a
complex emergent network of cars. [1]

Information management. The system proposed in here will need to deal with dif-
ferent kinds of information in a changing environment. Not all the pieces of infor-
mation handled by the car system and transiting the network will have the same
priority or relevance. The solution proposed in here will need to incorporate an ex-
pert system able to select what information is provided to the driver given the cir-
cumstances. [7]

4 Conclusion

This paper is focused on safe HMI and Car to Car communication and is presented a
new concept approach to increased safety in cars and trucks. The new approach is
based on Vehicle to Vehicle communication to retrieve and disseminate car, road
and environmental conditions together with advanced Human Machine Interfaces to
present the information in an optimal manner to the driver. The core technologies
behind the safe HMI and Car to Car communication system are Human Machine
Interaction mainly Heads Up Display and Vehicle to vehicle communication.
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Abstract. To measure input and output power of frequency converter in the
same is quite specific task, because the output voltage frequency varies and
both input and output power has to be measured from the same time window
and at the same time. The integer multiply of signal cycles has to be processed.
Mechanical power from analog or frequency signals from the torque and revo-
lution sensors can be measured at the same time. The input current and output
voltage contain many harmonic components and thus the sampling frequency
has to be sufficiently high.

1 Introduction

The output circuits of frequency converters are made up of semiconductor switching
elements such as switching transistors. The output voltage is shaped with using pulse
width modulation and therefore the output voltage of converters based on this proce-
dure contains many harmonic components that cause that the output voltage is not a
purely harmonic (sinusoidal) pattern. The frequency of the output voltage is variable,
it means that it can be different from AC mains frequency of 50 Hz. That is why it is
not suitable for measurements which use conventional measuring devices. The stand-
ard measuring equipment designed for mains 50 Hz in this regard can only work with
signals at frequencies moving in a narrow range around the nominal mains frequency,
i.e. 50 Hz + 10%. These devices are designed to measure the harmonic waveform and
therefore these devices are unsuitable for accurate measurement in the electric drive
system with frequency converter.

2 Hardware Platform

The power analyzer is based on cRIO hardware platform. The National Instruments
cRIO platform is a modern and flexible platform consisted of several layers (see Fig-
ure 1):
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Fig. 1. Block diagram of the cRIO platform

For voltage measurements NI 9225 input modules with 24 bits A/D converter are
used. The NI 9225 includes three analog inputs for direct voltage measurement up to
300 Vrms. Currents are measured indirectly using current clamps and an NI 9239. The
NI 9239 module contains four analog inputs with a range of 7 Vrms. Parameters of the
AD converter of this module are consistent with NI 9225.

Both input modules allow simultaneous sampling up to 50 kS/s on each channel.
During sampling using these modules consistent phase shift is generated. This is im-
portant for application like this where is the instant power is calculated from appropri-
ate voltage and current samples.

Revolution sensors can be connected to the analog or digital inputs. The pulse out-
put of revolution sensor is connected to the NI 9422 module. This module contains 8
digital inputs. Each input allows to measure signals up to 4 kHz.

3 Description of Measurement Process

The overall analysis efficiency of electric drive is based on the inclusion of the per-
formance of individual components.

For detailed analysis of converter it can be divided into the part before DC-link and
the part over DC-link. The block diagram of such system is shown in Figure 2. The
mechanical power has to be measured in order overall efficiency of electrical drive
can be estimated [1].
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Fig. 2. The electric drive schematic

3.1 Applied Mathematical Relations
The calculation of variables is performed in a time domain. Calculations of the active

power (1), RMS values (2) and (3), apparent power (4) and mechanical power (5) are
done according following equations:
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3.1 Software Application of the Analyzer

The software application runs in both layers of a cRIO platform (FPGAs, RT control-
ler) and a part of this application runs on a personal computer (Graphical User Inter-
face - GUI).
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Fig. 3. Algorithm of the measurement

The lowest layer of software applications runs in FPGA. This part ensures the col-
lection and scaling of data from analog inputs modules. From the measured values
calculation of DC power is performed. In this layer measurement revolution of electric
motor and torque for calculation of mechanical power is implemented.

Part of the application running in RT controller calculates the input and output
powers from the measured voltages and currents. Thereafter analysis is made of the
efficiency of each calculated individual powers.

To correctly evaluate the efficiency of the frequency converter from measured input
and output power the following conditions have to be fulfilled:

— power has to be calculated from the same time window of measured input and out-
put voltages and currents,

— the number of measured period signals has to be equal to the integer multiply of
measured signals,

— sampling frequency should be chosen sufficiently high in order to reflect harmonic
components in the spectrum of measured signals [3].

Measurement of the same time windows input and output signals is provided by an
adaptive change of sampling frequency and a number of samples input and output
signals. Thanks to the adaptive change of parameters described above it is ensured
that the conditions for correct analyses of efficiency are fulfilled throughout the fre-
quency range of measured signals from 10 Hz to 100 Hz.
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Fig. 4. Screenshot of the measurement application

Fig. 4 shows an example of measured input and output signal of the frequency con-
verter. The input signal frequency is 50 Hz and the frequency on the output of the
frequency converter is 16 Hz. Thanks to the adaptive change of the sampling frequen-
cy both input and output signals have same time window.

4 Conclusion

This paper deals with the implementation of the power analyzer for a comprehensive
assessment of the efficiency of the electric drive. Measuring system is designed in the
light of requirement to an accurate evaluation of converter’s efficiency. These re-
quirements include the calculation of electric power from the same time window of
measured signals which consist of integer multiply of signals cycle.

The precision measurement of the power analyzer was carried out with the FLUKE
6100a calibrator. For current measurement NI 9227 modules were used in order to
eliminate current sensor errors. This module is designed for direct current measure-
ments up to 5 A, the maximum sampling frequency of the module is 50 kS / s. During
testing input of the device was connected to the ac mains voltage of 230Vrms 50Hz, at
the output the voltage and current were generated from calibrator FLUKE 6100a.
Measurement of precision was conducted in 4 stages (sinusoidal voltage and current,
voltage up to 15™ harmonic sinusoidal current, voltage and current up to 15" harmon-
ic, voltage and current up to 15™ harmonic with phase shift). Amplitude of the voltage
during all tests was set at 100 V and current at 1 A. All measurements were performed
in the frequency range from 16 Hz to 100 Hz. According to the above mentioned tests
was found the largest relative error of -0.2% of the analyzer.
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Abstract. Quality check in industrial process is required in more and more
fields. One of such field is electric bicycle. Electric bicycles become more
popular for general public due comfortable and ecologic possibility to transport.
Before the electric bike leaves the factory, it should be tested. This article
proposes concept of testing station, which is available test electric bikes.

1 Introduction

Nowadays general people use bikes. The bikes are popular especially in Netherlands.
Moreover the popularity of electric bicycles rapidly increases. [1] This article
proposes concept of testing station for electric bicycles [4]. The aim of testing station
is provide the complete test after production without opening the chassis or connect
any cables with exception of battery. Battery pack is not part of the E-bike. The main
idea is to fix the E-bike in the testing station, then simulate standard using and print
certification. The E-bike support is active while pedals spinning only. The simple
solution is to connect motor, which will rotate pedals and it will simulate normal
operation. The powered wheel is connected to electronic brake which simulates load.
During the test several quantities are measured. The E-bike testing station is able to
measure pedal motor current, voltage and power. The electronic brake is able to
measure, load, distance, speed etc. Moreover the battery simulator is connected and it
measure input current, voltage and power. It is possible to calculate total efficiency of
the bike. The concept is shown in figure 1.

[Speed (km/h)

Braking 10ad (W)
Speed (Km/h)
Revolution (RPM)

W —

Fig. 1 Testing station concept

Revolution (RPM)
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2 Hardware construction

E-bike testing station is constructed as modular system. Flexibility is one of the
important properties. Hardware chassis is assembled from metal profiles and serve as
stand. The tested E-bike is fixed into this stand. See fig. 2.

Fig. 2 E-bike testing stand

The electric part is hidden in the cupboard and it includes the whole electric hardware.
See fig. 3. The heart of the stand is Main module, which is connected to the computer
via USB. Main module cares for timing, measuring and data collecting from
electronic brakes and measuring modules. The electronic brakes are connected
wireless via Nordic chip [2]. Moreover measuring modules can be connected to
testing station. In this case one measuring module is connected. Connection another
measuring module is possible to connect E-bike motor and measure its power. This
functionality is not suitable for testing station, because it needs open the E-bike
chassis and connect measuring module between E-bike motor and E-bike control unit.
The E-bike motor and pedal motor need low voltage to operate. Two power sources
MANSON are available in E-bike testing station [3]. This power sources can be
controlled by the main module. The pedal motor revolution is controlled that way.

3 E-bike testing

This chapter will shortly describe E-bike test procedure. One test involves several
partial tests. The four basic tests are presented in this article.

1. Support test

2. Quick stop test
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3. Reverse pedals spinning test
4. Load test
The first test should check the whole E-bike functionality. The pedal motor starts

spinning and the support should start. The second test is quick stop test. The support
should switch off in very short time maximum 280 milliseconds after the pedal motor
stop. After that test the pedal motor starts spinning in inverse direction. During this
test the support should not start. The last test measure E-bike’s total performance. E-
bike is loaded by the brake and maximum power and efficiency is determined.

. Power 230 V 50 Hz

. Chassis 230 V 50 Hz

. Busbar for outside connection
. Grommet for cables

. Revolution sensor connection
. Source 12V DC

. Motor direction switching unit
. Main module

. Busbars

0. Measuring module

Fig. 3 E-bike testing stand electronic

One of the issues is how to determine total power and total efficiency. The E-bike
control unit has not constant efficiency for different speeds. The E-bike control unit
has highest efficiency when the speed and support is maximal. Consider this situation.
The E-bike support is maximal and the wheel speed is also maximal. The brake load
starts increasing slowly. When the brake load reaches the maximum E-bike power,
the speed drops and as a consequence the control unit efficiency also drops. When the
efficiency drops, then maximum power also drops. As a result the speed falls rapidly.
On the other side is electronic brake. The electronic brake load is also dependent on
the speed. When the speed fall down, the load also fall down. The whole system
stabilizes on certain state. Unfortunately this state not corresponds to efficiency and
maximum power. The measurement of the maximum power and efficiency carries
out closely to point, when the speed drops.

Another issue is transient response, when the load steps up. See fig. 4. Figure
shows efficiency. The blue curve shows efficiency, when the load step was 10 s. The
green curve shows efficiency, when load step was 5 s. The orange curve shows
efficiency, when the load changed continuously. It is clear, the fluent load change
suppress the transient response.



E-Bike Testing Station 275

85

80

75

70

« o 30 80 am

65

[a]

105 - efeciency

60
——5s-efeciency

——Fluent - efeciency

55 Polyg. (10s- efeciency)

——polyg. (55 - efeciency)

——Palyg. (Fluent - efeciency)

10 12 14 16 18 20 22 24 26 28 30
Speed [Km/h]

Fig. 4 E-bike efficiency test

4 Conclusion

This article presents E-bike testing station. The station is assembled in assembly line
and it is used for quality check. One test takes approximately two or three minutes
and it replaces test drives, which are subjective. The E-bike testing station is also able
to provide sophisticate measurements. In addition, the E-bike testing station includes
measurement module, which is able to measure three-phase power. The module
sample frequency is 100 kHz. Moreover includes display test, battery test and any
other test. E-bike testing stand provide complex measuring and testing station for
quality check and research and development.
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Abstract. In conference EPE 2011 was presented the monitoring system to
measure and visualize the performance parameters of the hybrid power system.
Now we would like to present data analysis results computed by developed
application. The application reads the measurement data (it has been acquired
for more than year) from the monitoring system. This data is transformed to
power flows in the individual branches, equipment’s power factors and
performance parameters in the graphs. The application is currently used for
hybrid power system review. The paper describes achieved results and needs
for further improvements of such solution.

Keywords: Hybrid Power System, Data Analysis, SW, Monitoring, SCADA

1 Introduction

A hybrid power system consisting of two photovoltaic and two wind power
stations came to existence last year at VSB-TU Ostrava. As its behaviour has to be
monitored, the need for measurement and visualization at the hybrid system arose.
The article describing the monitoring system was presented at Conference EPE 2011
and its brief summary is found in Part 2. Now, the hybrid system has been in
operation for more than year and a lot of valuable data have been collected since then.
Therefore, the application for evaluation of the measured data, which this article
wants to cover, has been created.

2 The hybrid power system by VSB-TU Ostrava

The hybrid power system consists of two photovoltaic and two wind power stations
that together charge the accumulator battery. The battery is also used for the feed of two
lamps of the public lighting. The block diagram of the system is in Fig. 1.

The hybrid system uses two photovoltaic panels of whose performance is 130 W
(FV1) and 200 W (FV2). The transmission of the energy from the FV panels to the
batteries is controlled by the regulator (REG). The wind power station VT1 uses for the
conversion of wind energy to electrical energy a 200 W generator with a built-in
regulator of charging, so the regulator can be connected directly to the batteries. At VT2
is, on the other hand, used a 200 W synchronous 3-phase system generator, whose
performance is transferred to the battery via the rectifier and the regulator (the block
with the diode, see Fig. 1). The appliances in the system are represented by two lamps
of the public lighting (VO1 and VO2). VOI is an LED lamp with the input of 40 W and

© M. Kratky, J. Dvorsky, P. Moravec (Eds.): WOFEX 2013, pp. 277-281.
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V02 is a sodium-vapour lamp with the input of 50 W. Both lamps are operated with the
voltage of 230 VAC, which is supplied there by the DC/AC converter. The battery
consists of NiCad accumulators and its resulting capacity is 340 Ah at the nominal
voltage of 12 VDC. [1]

VT2 vT1 FV2 FV1
1 1
— —I— - — —I— -
G G | :
1 1
3
W4
DC
REG
AC
BAT
12v

\oy Vo1

Fig. 1. The block diagram of a hybrid power system [1]

3 The monitoring system of the hybrid power system

The monitoring system is built on the HW platform NI CompactRIO. The voltage
and currents in all branches of the circuit are measured, except for the appliances (the
input of VO1 and VO2 is measured together). The individual measuring points are
shown in Fig. 2. The monitoring system does not take any electrical energy from the
batteries of the hybrid power system,; its feeding is dealt with separately and provides
uninterrupted operation (UPS). [1]

All the measuring HW is located in the existing outdoor distribution box where
there is the whole electrical equipment of the hybrid power system. This box provides
protection against weather conditions, but it is not thermally insulated. This places
increased demands on the operating temperature of each component. [1]

All the components are placed on a metal structure located in the box. The
dimensions of the free internal space of the box must be taken into consideration
when choosing the components and the layout design. [1]

The measured data are stored in text files (daily records). The current measured
data are visualized on the website by means of a web server (Fig. 3), which is
operated on a remote PC. The data are also backed up on the PC and can be
downloaded by authorized users with the help of the FTP access.
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Fig. 3. Visualization of the measured data with the help of the web interface

4 Application for evaluation of the measured data

The developed application for evaluation of the measured data (application)
enables graphical display (Fig. 4) of the measured and computed data (performance
streams, component efficiency). The users can specify the accurate time period (the
minimum resolution is 1 day) or they can choose from the menu “The last 3 days”,
“The last week”, ..., “The last year” (Fig. 5). The application enables to display up to



280 Jakub Manas

4 parameters in the graph at the same time, when each parameter has its own vertical
axis with its scaling.

The application then processes these data statistically so that the data are divided
into certain time parts so that the total number of samples to the graph was
approximately a thousand for each course of the parameter. The algorithm of
searching for the minimum and maximum value of the parameter and their display
together with their time in the correct order is the reduction of the data.

The displayed data can be exported in the form of a picture, MS Excel table, text
file and TDMS file (for data processing in the application NI DIAdem).

In a simplified way, developed application is data reader, so its accuracy and
reliability are related to the monitoring system. If data files are corrupted (for example
unexpended restart of the monitoring system), developed application ignores the
corrupted data blocks. If the sought-after parameter is not found in the measuring files
and is not located in other files, this day is filled in the data with an invalid value that
is not displayed in the graph. In case of low current amplitudes, power evaluation is
inaccurate, so users can set power thresholds in application settings to ignore the
inaccurate results. [2]

Data Reader Data Selection

DateTime Selection I
&% Quick Selection Last 1 Month ]
R

Graph Settings

Y Scalet ¥ Scale12 Y Scale21 ¥ Scale22
[(Nothing [«] [ w1 ] [ 13 T [ Nething [

Parameters Legend

Login | Graphs l J | \ Settings I Errors | Exit 1

Fig. 4. GUI of the application created for the evaluated data selection

5 Conclusion

The goal of this article was to describe the developed application for evaluation of
the measured data from the hybrid power system consisting of two photovoltaic and
two wind power stations.

The application allows an easier and more efficient analysis of phenomena in the
hybrid system at VSB-TU Ostrava. When the application NI DIAdem for the analysis
of the measured data is used, the compilation of measurement protocols will be faster
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as well. These significant time savings enable the users to concentrate their time and
energy on substantial issues during the research of the hybrid system.

Future development of the application will focus to create algorithms for more
complex data analysis in the hybrid system.

The application uses the concept of virtual instrumentation, so it is expandable
according to the future requirements without the need of higher time sources.
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Abstract. The classic monitoring systems are widely used in industry.
The monitoring system which are based on non-conventional methods for
deciding, take into account the non-numeric terms and they are open for
adding more rules, are not so common. Presented system is determined
for systems of second order and it is based on two expert systems. The
first one for monitoring, which is performed by the fuzzy expert system
of Mamdani type with two inputs - settling time compared with the pre-
vious settling time (relative settling time) and overshoot. The second one
for following re-adaptation of classical PID controller. The proof of effi-
ciency of the proposed method and a numerical experiment is presented
by the simulation in the software environment Matlab-Simulink.

Key words: Expert system, PID controller, monitoring, re-adaptation, Ziegler-
Nichols’ combinated design methods, fuzzy system, negative feedback.

1 Introduction

The paper is focused on adjustment of the monitoring system for deciding when
re-adapt the classic PID controller [1], [2]. It is created fuzzy expert system
of Mamdani type (ES1) with two inputs - overshoot and relative settling time
and one output - score. The score determines if it is necessary to re-adapt the
controller.

The following design of parameters of classic PID controller is done by the
second fuzzy expert (ES2) system with a knowledge base is built on know-how
obtained from the combination of the frequency response method and the step
response Ziegler-Nichols design method [3].

2 Monitoring System

The monitoring system is fuzzy expert system [5], [6], [7] of Mamdani type with
two inputs, knowledge base with linguistic rules and one output and it has been
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created and the efficiency is proofed for controlled systems of the second order
with transfer function in the form

1

a282 + a1+ ag

Gs(s) = (1)

2.1 Inputs - Relative Overshoot and Relative Settling Time

The first input is the linguistic variable relative overshoot (RO) - the difference

between the controlled value (CV) and the required value (RV) is rated relatively

to the required value (2)

|CV — RV|
A (2)
The second input is the linguistic variable relative settling time (RST). As

the name says, it is not the classic settling time (ST}), it is defined as the part

or multiple of previous settling time (ST — 1)(3)

STy,
Ska 1 : (3)

RO =

RST;, =

For evaluation of the settling time the 3 % standard deviation from steady-state
value [8]. The linguistic values of both linguistic variables are expressed by fuzzy
sets, for each linguistic variable by three linguistic values (Figure 1, 2).

appropriate

small high
(x)
s 08

u piaisaz relative overshoot

Fig. 1. The shape of the membership functions of linguistic values for input linguistic
variable Relative Overshoot (RO)

2.2 Output - Score

The output of the monitoring fuzzy expert system is the score (Figure 3). As the
fuzzy expert system of Mamdani type is used [9], the linguistic variable score
must be defuzzificated - the COA method (Center of Area) is used [10].

2.3 Knowledge Base

The knowledge base is formed by nine linguistic IF-THEN rules of the Mamdani
type [10]. The shape of membership function of output variable is inferred using
the Mamdani method. The crisp value of the output score is determined using
the defuzzification method Center of Area [10].
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Fig. 3. The shape of the membership functions of linguistic values for output linguistic
variable Score

3 PID Parameter Design System

As it was mentioned also for design parameters of conventional PID controller
fuzzy expert system (ES2) is used [3], [4]. It uses know-how obtained from the
combination of the Ziegler-Nichols’ design methods. [8], [11]

The constant as, a1 and ag from the denominator of the transfer function of
the controlled system (1) are the inputs of the expert design systems (ES2).

The outputs KKNOW, TIKNOW and TDKNOW of ES2, which are also
constants, are the parameters of conventional PID controller with the transfer
function expressed as

+TDKNOW-S> . (4)
Expert design system is model of Takagi-Sugeno type [9] so it does not require
defuzzification. For detailed information see [3].

4 The Description of Implemented Algorithm

It is important to define the algorithm of monitoring and following re-adaptation
of the controller. The relative overshoot is monitored and stored in memory after
every step change of controlled value. The settling time is measured also after
every step change of controlled value and is assessed to the previous settling time.
If these two monitored parameters are obtained the score is assessed (section 2.2).

()

> 2  do not re-adapt
Score
> 2 re-adapt
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The re-adaptation (change of parameters of controller) procedure ES2 is done
only after the change of required value.

5 Verification of Created System

The verification was done in Matlab-Simulink [12], the timing with description of
important moments is depicted in Figure 4. Verification of the re-adaptation pro-
cedure proposed above is started using the controlled system (S1) with transfer
function

1
G = 6
s18) = 30517 ()
for which the controller with transfer function
G =6.1(1 0.14 7
ri(s) < T 058 S) @

designed through the identification system ES2 is used.

At the time t4 the unit step of required value is introduced. Therefore, the
control process is carried out with 14%-overshoot and settling time ¢4, = 4.3 sec.
The appropriate calculated score by ES1 is

score; =2.10 > 2, (8)

which corresponds to the satisfactory control course.
At the time t¢ a sudden change of the controlled system (to controlled system
S2) is simulated from the transfer function Ggi(s) to the transfer function

1

Go:(8) = 62 Tiss 1 15 )

Thus, a non-zero control deviation appeared which is compensated by the
original controller Gri(s). The oscillating control course appeared with 12%-
overshoot and settling time tg o = 8.4 sec. Now, the calculated appropriate
score is

scores = 1.66 < 2 (10)

and insufficient control course is now indicated.

Therefore, when the nearest change of the deviation appeared at the time
tp (the unit step of reguired value is introduced) the re-adaptive process ES2 is
initialized and it is designed a new controller with transfer function

1
=51(14 ~———+020s). 11
Gri(s) =5 <+0.805+0 03) (11)

Now, the control process is carried out without any overshoot and with set-
tling time t53 = 5.5 sec. The calculated appropriate score value is

scoreg = 2.65 > 2 (12)

and the satisfactory control course is restored again.
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6 Conclusion

The procedures of control quality monitoring and necessary re-adaptation of PID
controller is solved using the fuzzy-logic principle through the rule-based expert
systems. The first one concludes the initial impulse for controller adaptation.
The rule base is created within two input linguistic variables - namely the rela-
tive settling time and relative overshoot are mentioned. The following design of
parameters of classic PID controller is done by the second fuzzy expert system
with a knowledge base which is built on know-how obtained from the combi-
nation of the frequency response method and the step response Ziegler-Nichols
design method. The proof of efficiency was done using simulations in Matlab-
Simulink. It is shown that presented monitoring system with following design
of PID controller is useful for family of controlled systems of second order. The
both described knowledge-based systems are open. Therefore, next time authors
think of adding more monitored parameters and widening of family of controlled
systems.

Acknowledgements This work has been supported by Project SP2013/168,
"Methods of Acquisition and Transmission of Data in Distributed Systems”, of
the Student Grant System, VSB - Technical University of Ostrava.

References

1. Nowakova, J., Pokorny, M. Double Expert System for Monitoring and Re-
adaptation of PID Conrollers. Advances in Intelligent and Soft Computing. Os-
trava 2013. - accepted

2. Farsi, M., Karam, K.Z., Abdalla, H.H. Intelligent multi-controller assessment us-
ing fuzzy logic. Fuzzy Sets and Systems. 79, 25-41, 1996.

3. Nowakova, J., Pokorny, M. On PID Controller Design Using Knowledge Based
Fuzzy System. Advances in Electrical and Electronic Engineering, 10(1), 18-27,
2012. ISSN 1804-3119.

4. Nowakovd, J., Pokorny, M., Pies, M. Takagi-Sugeno Fuzzy Model in Task of
Controllers Design Advances in Intelligent Systems and Computing, Volume 189
AISC, 2013, pp 391-400. Springer Berlin Heidelberg. ISBN 978-364233017-9.

5. Jacskon, P. Introduction To Ezpert Systems (3 ed.). Addison Wesley, 1998.

6. Siler,W., Buckley, J.J. Fuzzy Fxpert Systems and Fuzzy Reasoning. Wiley-
Interscience, 2004.

7. Jones, Ch.H. Knowledge Based Systems Methods: A Practitioners’ Guide. Prentice
Hall PTR, 1995.

8. Astrom, K. J., Hagglund, T. PID Controllers: theory, design, and tuning. USA,
1995. ISBN 1-55617-516-7.

9. Novék, V., Perfilieva, 1., Mockor,J. Mathematical Principles of Fuzzy Logic.
Kluwer, Boston, 1999.

10. Jager, R. Fuzzy Logic in Control. Delft, 1995. ISBN 9090083189.

11. Kilian, Ch,. Modern Control Technology. Thompson Delmar Learning, 2005. ISBN
1-4018-5806-6.

12. MATLAB - The MathWorks-MATLAB and Simulink for Technical Computing,.
[cit. 2012-07-10]. http://www.mahworks.com.



Remote control of laboratory task using wireless
technologies and operating system Android

Vit Otevrel and Zdendk Slanina

Department of Cybernetics and Biomedical Engineering, FEECS,
VSB — Technical University of Ostrava, 17. listopadu 15, 708 33 Ostrava — Poruba
{vit.otevrel, zdenek.slanina}@vsb.cz

Abstract. This paper is focused to remote control of laboratory task
with wireless technologies — Bluetooth and Wifi. As a control part was
used device with operating system (OS) Android. Today is OS Android
very quick expand in tablets and smart mobile phone. Device with OS
Android was used as remote control of laboratory task. As a laboratory
task was used model of outdoor blinds. The aim of this task was deep-
ening knowledge about operating system Android and his possibility of
communication and wireless technologies Bluetooth and Wifi.

Key words: remote control, laboratory task, outdoor blinds, Android, wireless
technologies, Bluetooth, Wifi.

1 Introduction

In recent years, OS Android is very quick expand between public. These devices
are mostly smart mobile phones or tablets. Android have support for many
communication interfaces so devices with OS Android have usually embedded
wireless communication interface — Bluetooth (IEEE 802.15.1) communication
module and Wifi (IEEE 802.11) communication module. These devices are more
available for public because their price fall down. Android devices have still
more and more people so the idea arose about remote control of laboratory task
(model of outdoor blinds). This paper continue introduction about both wireless
technologies — Bluetooth and Wifi, and next chapter continue to become familiar
with the demonstration tasks.

2 Bluetooth

This is a wireless communication technology. Bluetooth is used to connect two
or more devices and these devices can communication together. Bluetooth is
standard IEEE 802.15.1 and it is belong to the PAN (Personal Area Network).
Devices with support Bluetooth communication are usually divided by power
(Tabel 1) or data rate (Table 2).[1][2]
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Bluetooth works in the ISM! frequency band 2400-2480 MHz. During data
transfer is used FHSS? method when in one second is performed 1600 retuning
between 79 frequency with interval 1 MHz. This mechanism increases resistance
to interference on the same frequency.[1][2]

Bluetooth is implemented into many devices — mobile phones, tablets, com-
puter mouses, keyboards, hands-free etc. This technology is used example for
quick copy of multimedia content between two mobile phones or tablet and
computer. [1][2]

Table 1. Divided devices by power. [1][2]

Class |Maximum allowed power|Approximate range
Class 1| 100 mW / 20 dBm 100 m

Class 2 2.5 mW / 4 dBm 10 m

Class 3 1 mW /0 dBm 1m

Table 2. Divided devices by data rate. [1][2]

Version Maximum data rate (Mbps)
Version 1.2 1
Version 2.0 + EDR? 3
Version 3.0 + HS* 24
Version 4.0 24

3 Wifi

Abbreviation Wifi is marked some standards IEEE 802.11 and these standards
describe wireless communication in computer networks. Wifi works similar as
Bluetooth in radio frequencies ISM 2.4 GHz. Newest Wifi specification add com-
munication in 5 GHz frequency band. Wifi signal range is bigger than Bluetooth.
Wifi devices are divided usually by data rate and version or specification (Ta-
ble 3). [3]

1 ISM (Industrial, Scientific and Medical) — frequency band for radio broadcast in
industrial, scientific and medical field. This frequency band is free.

2 FHSS (Frequency Hopping Spread Spectrum) — method transfer in spread spectrum.

3 EDR (Enhanced Data Rate) — specification Bluetooth 2.0 EDR introduce a new
modulation technique 7/4-DQPSK, for increase data rate.

4 HS (High Speed) — high speed data rate conducted through simultaneous Wifi
(IEEE 802.11) connection.
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Wifi is used usually as replacement classic wire LAN and as medium for
connection to internet. Important role in Wifi networks have SSID®. This SSID is
sent periodically as broadcast ie. potential clients can display available networks
on their devices. [3]

Table 3. Divided devices by data rate — most widely used standards. [3]

Wifi specification|Frequency band (GHz)|Maximum data rate (Mbps)
IEEE 802.11b 2.4 11
IEEE 802.11g 2.4 54
IEEE 802.11n 24 0rb 450

Ad-hoc mode Type of network when are connected two clients together (peer-
to-peer). For identification is used SSID and both clients must be in direct radio
range. [3]

Infrastructure mode This is typical Wifi application. In this case is used one
or more access points (AP) and AP broadcasts their SSID. It is used for creating
local Wifi network or connection to internet. [3]

4 Demonstration task

Model of outdoor blinds was used as demonstration task for remote control.
These tasks shown how use Android device for remote control of outdoor blinds
over Bluetooth and Wifi technologies.

Model of blinds contains motor which use power supply 230 V/50 Hz. Blinds
is controlled by switching phase between inputs on the motor. This procedure
allows to change direction of movement up and down. Motor of blinds is au-
tomatically turn off when blinds is in end positions (blinds is top or bottom).
Model of outdoor blind have not feedback so it is not possible to identify if blinds
is in end positions (top or bottom).

4.1 Remote control over Bluetooth

For remote control over Bluetooth was created own main and relay boards. Model
of outdoor blinds was connected to relay board which contains SSRE relays. This
relay board was connected to main board and Bluetooth module was connected
to main board too. Bluetooth module and control application in Android device
communication together and main board receives commands. Block diagram is
shown on Figure 1. List of used hardware:

5 SSID is long 32 ASCII characters. It is used for identification Wifi networks.
6 SSR. (Solid State Relay) — semiconductor switching element.
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— MCU7 Atmel ATMegal6.

— Bluetooth module EZURiO BTM402 (version Bluetooth 2.0, Class 1) with
serial interface.

— Relay board with SSR relays for switching motor of outdoor blinds.

Firmware of main board communication with Bluetooth module over serial
interface. For set Bluetooth module was used AT commands. If main board
received from control application (in Android device) command over Bluetooth
module, then command is decoded and it is switched the relay and movement
of motor blinds is changed.

Main board
with Bluetooth module

+
Relay board
Device
with OS Android
and Bluetooth

(tablet, phone)

Model blinds

-/

Fig. 1. Block diagram of model blinds with remote control over Bluetooth

4.2 Remote control over Wifi

For remote control over Wifi was used commercial board — LAN module with
relay board and Wifi AP. Model of outdoor blinds was connected to relay board.
Relay board was connected to LAN module and LAN module was connected
to Wifi AP by ethernet cable. Android device with control application was con-
nected to Wifi AP. Over control application in tablet or mobile phone was con-
trolled outdoor blinds. List of used hardware:

— LAN module — contains embedded web server and easy web application.
Over this pages are controlled peripherals (relay etc.) on module.

— Module with relay for switching motor blinds.

— Wifi AP /Bridge — dle konfigurace pouzit jako AP, kdy je k Wifi AP pfipojeno
zafizeni s ovladaci aplikaci pfimo, nebo pouzit jako Wifi Bridge, pro pripojeni
zaluzie do jiz vytvorené WLAN sité.

7 MCU - micro-controller.



292 Vit Otevrel and Zdenék Slanina

Wifi AP/Bridge

Device

LAN module \ with OS Android
and Wifi

+
Relay board

{} I (tablet, phone)

Model blinds

Fig. 2. Block diagram of model blinds with remote control over Wifi

4.3 Control application

Bluetooth Application contains one main screen. This screen contains some
buttons for control outdoor blinds. These buttons emulate behaviour of origi-
nal driver which delivered with blinds. Application contains menu with settings
Bluetooth — scan available devices, connect to blinds. GUT of control application
is shown on Figure 3 on left.

Wifi Application contains two screens — main screen and settings screen. GUI
of control application is shown on Figure 3 on right. Main screen contains three
buttons, for direction up and down and stop. From main screen is access to
settings over menu. On the settings screen allows set IP address of LAN module
and identification numbers of relays used on relay board for change direction of
movement blinds.

Mira osvétleni:

Nahoru

N
@ -

Jeden stisk

Dva stisky

N
N Doli

Fig. 3. GUI of control applications for OS Android
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5 Conclusion

Bluetooth version was created on own hardware. If board was designed and
created so components which were used on boards were choice precisely for this
application. So created hardware is small and all important components — MCU,
Bluetooth module and relays were embedded on one board.

In other case was used universal LAN module. This is case of control over
Wifi. The LAN module have embedded some peripherals such as temperature
sensors, A/D converter, relays, some inputs and embedded web server. Over
web server is controlled all peripherals on module. For use in our application
was necessary watch communication on network between computer and module.
The information obtained was used in Android application.

For one concretely application is better designed own hardware because it is
smaller and it is designed precisely for this application. If used universal board
(example LAN module) it is better for quick measurement or quick launch some
application but not for long time usage.
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Abstract. Monitoring of changes in blood pressure is one the most commonly
used medical methods. However as standard procedure it can only be done in
discontinuous time intervals. Currently continuous measurement of blood
pressure is only possible using invasive methods, which makes the measure-
ment impractical for the doctors and uncomfortable for the patients. Physiolog-
ically there is connection between electrical and mechanical heart functions
and blood pressure value. The article describes the method of measurement
and ECG and PPG signal processing so as to obtain information about pulse
wave transit related to value of blood pressure. This value is called pulse
transit time - PTT. The measurement set up used for simultaneous receiving of
all necessary biosignals and measurement software in LabView environment
for signal processing of the acquired data are described here. A case study is
used for the acquired data and the data are processed by means of regression
analysis.

1 Introduction

Continuous measurement of blood pressure is today measured by inserting invasive
sensors into the body of a patient, which is uncomfortable for the patient and as all
invasive procedures connect with certain risks.

Blood pressure value is connected to electrical and mechanical heart functions,
condition of vascular system and transit of biosignals, which are possible to measure
without limiting the persons during common daily activities.

At each heart systole the blood from the left ventricle is expelled into aorta and it
gives rise to a pressure wave which is further spread around the vascular system. The
resulted pressure wave is called a pulse wave and the time in which this pulse wave
gets from the heart to other places in vascular system is called pulse transit time -
PTT. The PTT value at one place is dependent on the parameters of the blood stream
such as elasticity, vascular tissue thickness, vessel diameter and blood pressure value.

There are more ways to detect PTT. One of them is to measure the time delay be-
tween R-wave from ECG recording and the initial point of another pulse wave.

© M. Kratky, J. Dvorsky, P. Moravec (Eds.): WOFEX 2013, pp. 294-299.
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These parameters can easily be acquired from commonly measured biosignals (ECG,
photoplethysmography - PPG).

The sensors for measuring biosignals necessary for PTT determination are small
in size, they are easy to firmly attach to the patient's body and do not bother the pa-
tient much.

2 The current state analysis

The method of CNIBP measurement based on PTT is described in many scien-
tific articles, for example [1], [2]. There exists several ways to assess blood pressure
value that are based on PTT. The blood pressure evaluation using PTT is dependent
on the method of taking blood pressure.

The algorithms used in the articles describing CNIBP measurement with which it
is possible to determine PTT with a certain accuracy[1], [2], are always dependent on
constants describing hemodynamic properties of the cardiovascular system.

AP=2 4+ PTT @)
Y
1 1 d° (2)
P=— (= + pgh
0.7 2P prrz T
PTT

Where Tyin the first formula [2] and 4, B in the second formula [1] is character-
istics of the cardiovascular system.

But these constants are not clearly described and their determination is also not
very clear. The hemodynamic properties of the cardiovascular system will differ with
each monitored person and therefore it will be very difficult to determine their gen-
eral evaluation.

An effective method for measuring blood pressure based on PTT and an algo-
rithm for evaluating for blood pressure value would diagnostically contribute to im-
proving medical care and at the same time it would help to anticipate many physio-
logically dangerous states, which are caused by value of blood pressure [3].

3 The method of measurement

PTT is acquired as the time delay between R-wave from ECG recording and the
initial point of another pulse wave. It is therefore necessary to take biosignals from
ECG and PPG and PTT correlation was performed to the values of invasive blood
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pressure. The measurement set up was constructed in order the measure all these
signals.

During the test of measurement set up standard single use AgCl adhesive elec-
trodes for ECG measuring together with a sensor for PPG signal where attached to
the monitor person. Taking the blood pressure was performed under supervision of a
specialist M.D. because the patient was catheterised during the measurement.

All the data from measurement are saved in dedicated software and ready for
consequent processing and evaluation.

4 Measuring device design

The whole measurement set up could be perceived as two individual parts.

The hardware part, which is made up of individual sensors and probes taking elec-
trical and nonelectrical impulses from the body of the patient, amplifier of biological
signals, hardware for measuring of pulse wave and AD converter.

ECG electrodes }7 —“ ECG
AD converter

‘ PPG sensor }4 PPG ‘ Bioamplifier (= DAQpad6052e =
‘ / (NI)
/1

Extravascular Blood pressure |/
sensor measurement

Fig. 1. Measuring chain

PC
LabView

4.1 PPG

A specific part of measurement equipment was designed for taking the photople-
thysmography signal from an ear lobe. PPG wave was recorded using the probe
working on the principle of transmission.

The equipment was constructed for universal taking of PPG wave at various parts
of the body using a sensor with a compatible connector CAN9.

The whole equipment is powered by two 9-volt batteries by which symmetrical power
supply of the equipment is insured and it is not necessary to galvanically separate the
power supply from the patient’s circuit.

4.2 BP

Blood pressure is measured by an invasive method. An extra vascular sensor is
used. This sensor works on a principle of measurement on a Wheatson resistance
bridge and it is always connected directly into the monitoring equipment. It was
necessary to create hardware interface for measuring the signals at resistance bridge
and its consequent connection to AD convertor. Extravascular sensor DPT-6100 was
used.
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Because the measurement at the resistance bridge is done in relation to two termi-
nals, it was needed to bring the signal to a value related to the earth terminal. In this
step amplifier INA126 was used. This amplifier is powered by symmetric voltage.
Signal from the resistor bridge is brought to input terminals of the amplifier and the
output is amplified difference of the entry signals, i.e. signal related to earth termi-
nals.

It is necessary to insure stable and accurate power supply of the resistance bridge in

order to measure the blood pressure precisely. This power supply is provided by a
stabiliser mode from stabilizing diode TL431, which is characteristic by its tempera-
ture stability, by which it insures stability of power supply and at the same time it is
possible to alter the voltage to a small extent.
After connecting the sensor it was necessary to calibrate it on an acquired pressure
value. These calibration was achieved using a laboratory calibrating device when the
acquired pressure value was set and then the voltage coming from chain measuring
equipment for measuring blood pressure was substracted.

5 Software

All the measurement software was developed in LabView environment. The soft-
ware is divided into two parts: a part for reception and saving of data and a part for
data processing and evaluation.

The whole software is primarily designated for saving measured data for conse-
quent processing but nonetheless it is also equipped by a visualisation part, which
contains simple filtering of the received signals, which are consequently displayed on
a monitor.

The signal from a pressure sensor is processed entirely separately. For blood pres-
sure measurement it is necessary to use zero adjust. In the moment when the sensor
is connected to the applied catheter it is necessary to subtract the immediate voltage
value. This value is generated on the sensor before opening of a three-way faucet, by
which the sensor is equipped, and it corresponds to absolute pressure, i.e. offset sen-
sor.

The signal was filtered by Low pass filters, the only signal not filtered by an low
pass filter is a signal from the pressure sensor, which is filtered by a simple filter for
medium values.

Low pass filter 30 Hz was used for filtration of ECG signal. The filter 15 Hz was
used for filtration of PPG signal. The values of the filters were set so as to avoid
filtering out the needed frequencies, i.e. 8-22 Hz for QRS and 0,5-15 Hz for PPG.
This part of the programme is created mainly for detection of significant features of
individual signals, i.e. the R-wave of ECG signal, the peaks of PPG signal and the
peaks of pressure. Wavelet transformation was used to detect the R-wave of ECG
signal. Filter Daubechies 4 was chosen as the most suitable decomposition filter used
for WT in the detector.
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6 Description of the experiment

Signals from ECG, PPG and a pressure wave were sensed in 8-minute intervals.
Blood pressure was measured in femoral artery, where patient was catheterized. At
the end of the catheter extravascular sensor was attached. 4-lead ECG was measured
from the chest. PPG pulse wave was measured using the sensor at the left ear lobe.

The sampling frequency was set to 1 kHz during the measurement.

The data were saved into .txt format. The program is also ready to save the data in
a binary code.

After the consequent analysis of the measured data the detection of peaks in the
whole measured interval was done for all the measured signals. In order to statisti-
cally evaluate the measured data, when the values of PTT and blood pressure values
are available and the dependency of the PTT and changing blood pressure value is
sought, it is suitable to use a method of regression analysis according to the infor-
mation search above.

A regression analysis was done regarding all the possible ways of PTT determina-
tion as a time delay between the R peak of ECG and either the start or the peak of the
pulse wave. Furthermore analysis for particular parts of the period between the start
and the peak of the pulse wave was performed. Results of those analyses showed that
the most accurate value of determination of PTT from the pulse wave is neither the
start nor the peak but a 30% value between these points.

During the analysis several windows for moving average of different length from
the smallest 3-segment to the largest 15-segment window. The segment here is the
period from one R-wave to another.

7 Results of the experiment
The regression analysis for all windows showed that there is a linear dependency
between PTT and blood pressure. With a rising window of a moving average the

dependency between PTT and blood pressure was also rising.

Table 1. Results of the regression analysis

MA [segment] Corelation coefi- R-square
cient [%]
3 0,41 16,43
5 0,49 2491
11 0,65 42,15
15 0,68 46,63
60 0,82 68,17

It is obvious that if the window of moving average was larger it would be possible
to reach a high degree of accuracy of blood pressure determination. Nevertheless
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after a consultation with doctors from a cardiology department of the University
Hospital of Ostrava it was clear that the diagnostically suitable time period is 10-20s
maximum delay, which corresponds in this case to the 11- and 15-segment window.

8 Conclusion

All the data were acquired only during the examination of one patient, and thus it
is not possible to claim that the results of the statistical analysis are generally valid.
Nonetheless the complex hardware and software solution created in this work for
laboratory analysis of NIBP is ready for further tests leading to confirmation and
development of measurement method of NIBP.

In the next step a clinical study will be carried out, result of which will be a suffi-
cient database of measurements. Thanks to these acquired data a further develop-
ment of the measurement method of NIBP using new methods of modern mathemat-
ics will be possible.

The outcome of the further work will be new algorithms precising NIBP measure-
ment.
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Abstract. This paper describes a tester for automated testing of power quality
analyzers, focuses on evaluation of correct gapless and non-overlapping meas-
urement according to standard IEC 62586-2. A test is used in order to verify
the accuracy of the basic time window for evaluating RMS voltage values
(10/12 cycle), and to evaluate whether during the measurements RMS samples
(gapless) are not lost and mutual overlaps of individual cycles are not produced.
The tester is based on principles of virtual instrumentation. The testing hard-
ware uses PXI system architecture and the software is made in NI LabVIEW
programming environment.

1 Introduction

Due to large expansion of renewable energy resources in distribution grid, occurrence
of disturbances in the power system has been increasing during few last years. It leads
to degradation of power quality in power system. Therefore, long-term monitoring and
evaluation of power quality is becoming increasingly important not only for electricity
distributors but also for European regulators and customers.

With regard to these facts, systems for measurement and analysis of power quality are
being increasingly used in different places of power system. Although the require-
ments for evaluation of power quality are described in IEC 61000-4-30 [2], testing
equipment for power quality analyzer testing is not currently available. Last year
(2012) a new international standard IEC 62586-2 [1] was published which describes
new demands for testing power quality analyzers.

The Faculty of Electrical Engineering and Computer Science, VSB-Technical Univer-
sity of Ostrava is currently developing fully automated equipment that would be able
to test devices which measure the power quality. This paper is focused on the descrip-
tion of testing correct gapless and non-overlaping measurement.
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2 Gapless (non-overlaping) measurement

PQ analyzers compute RMS values from the basic measurement interval of 10/12
cycles (10 cycles at the signal frequency 50 Hz and 12 cycles for the frequency of 60
Hz) which is in both cases 200 ms time period. These values are then aggregated to
continue the calculations for the following three periods:

- 150/180-cycles interval,

- 10-minute interval,

- 2-hour interval.

Individual intervals should be connected to each other (gapless) and should not
overlap, apart from exceptions in the time synchronization every 10 minutes. Last
10/12 cycles interval in 10-minute intervals usually overlaps over the next 10/12 cy-
cles interval, this interval is then included in the aggregation of the previous 10-minute
interval.

The exact timing of each interval and the synchronization is not an easy task. Thus
there is a suspicion that some power quality analyzers manufacturers can simplify the
measuring algorithm, so that an incorrect implementation is not visible at first sight.
An example of incorrect implementation of 10/12 cycles measurements can be using a
moving window of exact length 200 ms (or even greater than 200 ms) although it is
required that the RMS values should evaluate for the 10/12 cycles (a frequency devia-
tion from the 50/60 Hz cause inaccuracies).

3 Test hardware description

In terms of hardware the test system consists of a control computer which is running
the test software, which will be described in the next chapter.

The control computer is present here as a PC based device in PXI chassis (PCI eX-
tensions for Instrumentation). PXI system, which is a part of the tester is marked NI
PXI 1033. It is a standard PXI chassis, which can be fitted with up to five extension
modules.

Only one expansion module is used and it is a multifunction NI PXI 6733 card,
which allows generating analog output signals with sampling frequency up to 1 MS/s.
The card is equipped with D/A converter with 16-bit resolution.

With this multifunction card signals are generated for particular tests, as prescribed
by the standard. This card, however, allows generating signals only in the range of -10
V to +10 V. Therefore the generated signal is amplified by power amplifiers to the
level of 65 V, which corresponds to the declared input voltage (Udin) range of a tested
power quality analyzer. Thus, the amplified signals for all the three phases can then be
routed to the measuring inputs of the power quality analyzer. For purposes of this
particular test part usage of only one phase was sufficient.

In Fig. 3 below, please see the block diagram and photography of the real test sys-
tem, which is stored in mobile 19" rack.
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Tested device
Power Quality Analyzer

DATA

Fig. 3. Block diagram and photography of test system

4 Test description

For testing the correct evaluation of the RMS amplitude, the device under test must be
tested with fluctuating signal of fundamental frequency with the following parameters:

- Sinusoidal modulation,

- Basic harmonic component amplitude: 100 % Udin, (V1)

- Basic harmonic component frequency: 50 Hz, (f1)

- Modulation depth +/- 10 %, (Am)

- Modulation frequency: 2,3 Hz. (fm)

- Phases: Not required. (p1 ,om).

Signal can be mathematically expressed as follows:

Saus (1) = V2 OSQ7f,t + @, )L+ A, cos@f, t+¢,)). (1)

With the above parameters for the voltage Udin 230 V signal would be as shown in
Fig. 4.

In this ideal case (theoretical simulation) the fluctuation frequency is exactly 2.3
Hz. It is now relatively easy to detect gaps or overlaps during measurement using FFT
transformation. The spectrum is calculated from the relative (measured RMS value to
Udin) RMS values (array of 100 elements).
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Fig. 4. Modulated (testing) signal Fig. 5. RMS values relative to Udin
(simulation)

If only one missing sample of RMS value in the analyzed array exists, spectral
analysis reflects with spectrum leakage effect. It can be seen in the graph in Fig. 6.
Blue color shows the spectrum that corresponds to the set of values, in which there are
no missing values. Red color shows the spectrum of array that is missing one sample
RMS value. The same disproportion in measured values as missing sample causes the
gaps or overlaps.

Mo missing samples
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Fig. 6. FFT analysis of RMS variations (theoretical simulation)

The test should not take longer than 10 minutes, as this could lead to a possible
overlap due to 10-minute aggregation interval. This, in this case, will be correct.

Voltages Udin (Declared input voltage) with an ideal signal / noise ratio should be
applied to the test. Manufacturer of test equipment itself should specify the optimum
value of this voltage.

The tested device should provide in interval of every 10/12 periods measured value
of RMS voltage with a time stamp with the history of the samples with a length of at
least 100.
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The test device must store the data in a log file, or be able to read the measurement
data from the communications port in order to subsequently process the measured data
for testing purposes.
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Fig. 8. FFT analysis of RMS variations (PQA ENA330)

Fig. 8 shows the spectral analysis of values measured by ENA330 analyzer. From
the spectral analysis can be concluded that the analyzer meets the terms of the re-
quirement for gapless measurement because there is no visible spectral leakage. But to
obtain probative value, it is necessary to perform additional calculations.

5 Evaluation of results

Measured sequence of RMS values from 10/12 cycles period of signal are Urms (0) ...
Urms (99). From this sequence it is possible to calculate the following values:

ANN) = |2 iu (e’ V| k= 454647 . @
- 50\/5 _ RMS 1 - l ] .

Note: The double line denotes modulus of a complex number.

Where N size of an array with measured RMS values, k is the position of the FFT bin
corresponding to the modulation frequency, and A(k) is the amplitude of the bin.

As an indicator of missing samples, or overlaps, the following formula can be used:

_ A(k)?
Q= \/A(k D2+ AK+1)? ©

In this case, the modulation frequency of 2.3 Hz and the field size, determined for FFT
analysis, 100 RMS values, the bin corresponding to modulation frequency is k=46,
assuming that the DC component is bin with index 0.
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A(46)?

Q= A(45)2 + A(47)?

(4)

According to IEC 62586-2 [1] following requirements should be met:
1) Q>20
2) 4.5%<A(46)/Udin<5.5%
3) Time(U(99)) - Time(U(0)) =20 s +/- 6 ms

Analyzing the data measured by the analyzer ENA330 when testing under the above
conditions, we came to the following values:

Table 1. Test result values.

A@45) | A@6) | A@7) | A@6)Ua | Q 1(U(99))-((U(0))

0,0045 | 3,16841 | 0,0073 | 4,8424 % | 369,4703 19,997

6 Conclusion

Analyzing the results of the test, it was found that the measurement algorithm of tested
analyzer ENA330 is processed appropriately according to the requirements of IEC
62586-2. Another analyzer (LEM Memobox 300) was also tested, but was found that
this device does not export values with 200 ms interval, the lowest interval available
for export values was measured 5 minutes. This is insufficient for analysis, so the unit
had to be excluded from testing. The test described in this article is part of a compre-
hensive tester, it’s still in development. Result will be a tester for automated testing of
power quality analyzers.

References

1. IEC 62586-2 Ed.1. Power quality measurement in power supply systems: Part 2: Functional
tests and uncertainty requirements. Geneva: International Electrotechnical Commission,
(2012).

2. IEC 61000-4-30 Ed.2.0 Electromagnetic compatibility (EMC): Part 4-30: Testing and
measurement techniques — Power quality measurement methods. Geneva: International
Electrotechnical Commission, (2008). ISBN 2-8318-1002-0.

3. IEC 61000-4-7:2002/A1:2008 Electromagnetic compatibility (EMC): Testing and meas-
urement techniques - General guide on harmonics and interharmonics measurements and in-
strumentation, for power supply systems and equipment connected thereto. Geneva: Interna-
tional Electrotechnical Commission, (2008).

4. TEC 61000-4-15 Ed.2.0. Electromagnetic compatibility (EMC): Part 4-15: Testing and
measurement techniques — Flickermeter — Functional design specifications. Geneva: Interna-
tional Electrotechnical Commission, (2010). ISBN 978-2-88912-076-5



System for Automatic Loading under Operating
System QNX

Roman Slaby and Martin Stankus

Department of Cybernetics and Biomedical Engineering, FEECS,
VSB — Technical University of Ostrava, 17. listopadu 15, 708 33 Ostrava — Poruba
{roman.slaby, martin.stankus}@vsb.cz

Abstract. Presented paper describes the possibilities of drivers loading
in QNX real-time operating system. System for automatic driver loading
was developed, because communication fieldbus often requires setting of
specific parameters related to bus communication and drivers under QNX
are not loaded automatically but are loaded by shell script or console
command. System for driver loading is based on database implemented
using SQLite technology and information about cards connected to the
bus stored in the PCI card configuration space.

Key words: QNX, Driver, Photon SQLite, PCI Card.

1 Introduction

QNX operating system is multi-platform, real-time operating system that uses
microkernel architecture and is developed by QNX Software Systems. QNX is a
Unix-like operation system compliant with POSIX specification [1].

Graphical configuration system is designed to manage software support for
industrial communication adapters in the QNX operating system. Individual in-
dustrial communication networks differ in needed software support and methods
of communication. Graphical configuration system unites these different require-
ments for software sup-port and configuration.

Graphical configuration system can be divided into several functional blocks.
The core of the system is a database that stores all configuration data. This
database is implemented using SQLite technology. The data from the database
are displayed and modified in the graphical user interface. Each industrial com-
munication adapter is provided with dedicated space in the graphical user in-
terface. Script management module performs operations with individual scripts,
such as calling of scripts with appropriate parameters. These operations are
based on the data from the database. Initial configuration is loaded into database
by scripts specific for every type of industrial communication adapter [1], [2].
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Fig. 1. Block diagram of the automatic driver loading.

2 Identification of connected cards

Graphical configuration system allows setting of configuration parameters for
sup-ported cards and is able to load the drivers with appropriate parameters for
these cards. Identification of cards begins with generation of data file containing
output of "enum-pci” command. Information describing individual cards are
separated from the data file and compared with the information stored in the
database. Sequence of driver loading is shown in Figure 2.

Generating Separation of Compared with the data
source files | | identifiers form the database
Startup of drivers

Fig. 2. Identification of the PCI card.

Separated data containing the identifiers of all available cards are compared
with the data stored in a device database. Identifiers are information needed to
uniquely identify every attached card. These identifiers include Vendor ID, De-
vices ID, Subsystem Vendor ID and Subsystem ID. These values are stored in the
PCI card configuration space. Vendor is unique 16 bit number used to identify
manufacturer of the card. This unique number is assigned for a fee to every PCI
device manufacturer by PCI consortium, which involves more than 800 compa-
nies. The Board of Directors of this consortium is composed of representatives
of the most important technological companies, such as Intel, Microsoft, IBM,
AMD, Agilent Technologies and more. Device ID is assigned by device manu-
facturer. This 16 bit value is unique within particular Vendor ID scope and is
stored in Device ID register. There is possibility to use Subsystem Vendor ID and
Subsystem ID to further specify card’s manufacturer and model of the card [3].
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Unlike databases build on a client-server model, where the database server is
running as a dedicated process, SQLite is only a small library that is linked with
the application. Each database is stored as a separate .dbm (Database Manager)
file, where the data are stored in equally sized blocks using a simple primary
key. Database for the configuration system contains two tables. These tables are
named DEVICES_INFO and DRIVER. Table DRIVER. contains information
about executed driver and its parameters. Table DEVICES_INFO contains list
of supported cards (devices) and data elements to uniquely identify the card.
Besides this it contains STATUS flag determining whether a given card is present
or not [4], [5].

Table 1. Contents of the table DEVICES_INFO.

S
= a & 5 E 8 B E q
= 2 g 2 5z & © g o oz
> z 5 @ @4 v uw v v &
B & @m 5 5 @A & ‘&8 ®& g
A > A & ®» A A A Aa @«
1 3756 8 3756 8 2 0 2 0 1
2 4277 36912 5280 42 1 0 0 0 0
28 1 28 1 1 0 0 0 0

Driver loading is realized by script management block. This block contin-
uously monitors database transactions. Actual driver loading or unloading is
implemented by shell scripts. Calling of these scripts is based on database mon-
itoring by script manager block. Script filenames, paths to scripts and scripts
parameters are stored in a database table named DRIVER.

Table 2. Contents of the table DRIVER.

DRVID COMMAND PARAMETERS LOAD

1 ”./sbin/runme.sh”  ”-x 500 -t 10” 1
2 7./sbin/runmel.sh”  7-x46 -t 127 0
7. /sbin/runme.sh”  ”-x 25 -t 150” 0

Database content is read after start of the system. This is followed by loading
of the driver for every card, which is described by a valid entry in the database
and is also physically connected to the computer. Database content can be dy-
namically modified by user changes through GUIL. From a technical view the
application is notified by calling of callback function. This callback function
identifies the record in the database which is related to change and performs
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update of this record. Termination and reloading of driver with new parameters
is performed as well.

Drivers are unloaded before termination of system operation. Individual
scripts for driver termination are called with appropriate parameters.

3 Graphical user interface

Parameters for every driver can be changed in the Graphical User Interface cre-
ated in Photon. Photon provides a flexible, easy-to-use environment for you to
interact with your computer. Like QNX itself, Photon is built around a small
microkernel. This modular architecture makes Photon fast, flexible, and inher-
ently capable of network-distributed computing. It’s designed to fit in embedded
systems.

9 > base [4:_4

Configuration Wizard

CAN CanOpenV{rDﬁBusw\gtherCAT\LEroﬂNet
(O Automatic detection and configuration Lard information
PCAN-PCI
Manual detection and configuration -
5 . TSN - <. = =
ComiftelEilon KX Peaszces] P0 s !
Speed KB/l |125 B WVendor ID: 28 \ ﬁl
Sample Position: H Device I0: 1
Subsystern Vendaor ID: 28
Type: O 2.04 (11h) ¥
[ 2.08 (280} Subsystam I0: 1
Hex 1D 0x_s .
= Settings
[ start driver automatically when starting PC
HW Detection
Mot available
Save gettings and canflguratmn|
| Copyright © 2012 - 2013, V5B-TUQ 9,28 AM

Fig. 3. Graphical user interface for configuration of the CAN driver

4 Conclusion

Automatic driver loading is matter of course for users of the Windows operating
system. However, this is not true for users of QNX operating system. It is neces-
sary to load the driver by shell script or console command under this operating
system. The goal of described system is to clarify and facilitate initial setup
of drivers including their loading. Our graphical configuration system currently
supports only limited number of communication cards but can be extended.
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This extension can be especially useful for systems like SCADA. Communica-
tion via fieldbus networks often require setting of specific parameters related to
bus communication. The disadvantage of our system is the need to adjust the
graphical interface whenever the set of supported cards is changed. This could be
solve by dynamic modification of graphical user interface with layout of interface
describes by additional data.
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Abstract. The steady state visual evoked potential (SSVEP) is one of the most
discussed method for the brain computer interface (BCI). In this paper, perfor-
mance of the online SSVEP detection methods was compared. Two nonpara-
metric methods were used: the canonical correlation analysis (CCA) and the
continuous wavelet transform (CWT). The success of the SSVEP detection and
the time consumption of these methods were compared.

1 Introduction

The brain—computer interface (BCI) represents communication and control interface
between the brain and an external device. In particular, it provides transformation of
user’s intent conveyed by brain (electroencephalogram (EEG)) signals to set of ma-
chine (device) commands. The main feature of the BCI is that the generation of brain
signals does not depend on neuromuscular activity. [1]

Significant progress has been made in researching the BCI technologies in the last
decade. The applications controlled by these interfaces have large potential as assis-
tive technology for users with severe disabilities (e.g. amyotrophic lateral sclerosis or
brainstem stroke), users with neuromuscular impairment etc. [1]-[3]

The most utilized electrical activities of the brain for BCI are beta and mu rhythms,
P300 evoked potentials, visual evoked potential, slow cortical potentials and steady-
state visual evoked potentials (SSVEP). [4]

In this paper, we focused on the SSVEP. These brain signals are natural response of
the retina to a repetitive visual stimulation with the frequency from 3.5 Hz to 75 Hz.
Several researches state that the best sensitivity of the retina is around 15 Hz. SSVEP
has the same fundamental frequency as the visual stimulus (flickering light source). It
also consists of the first, the second and higher harmonics. [5]-[7]

There are number of SSVEP processing methods for detection and extraction of the
fundamental flickering frequency. In this study, performance of two methods for
SSVEP detection is compared: the canonical correlation analysis (CCA) and the con-
tinuous wavelet transform (CWT).

© M. Kratky, J. Dvorsky, P. Moravec (Eds.): WOFEX 2013, pp. 311-316.
VSB — Technical University of Ostrava, FEECS, 2013, ISBN 978-80-248-3073-5.
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2 Experimental Setup

Ten volunteers (8 males and 2 females) at the age of 20 to 30 participated in the
experiment. All of them have normal or corrected-to-normal vision. They were seated
about 100 cm in front of the professional stroboscope (which is used during the EEG
measurement) in a comfortable office chair in a slightly darkened and quiet room. All
of the volunteers had never used the SSVEP-based BCI. Each subject participated
only in one measuring run. The stimulation frequencies were 17, 19, 21, 23 and 25 Hz.
The measurement run consists of five stages. In each stage, one stimulation frequency
was used. Duration of the stage was 60 s and between each stage a volunteer took a
break for 30 s.

Many studies have shown that the best locations to detect and acquire SSVEPs are
the occipital areas of the brain [8]-[10]. The EEG signals were measured from two
bipolar channels O1-Pz and O2-Pz placed in 10/20 international system (Fig. 1) of
electrodes with the USB biosignal amplifier — g.USBamp from g.tec. The sampling
frequency was set up to 256 Hz, with a notch filter at 50 Hz. The impedances of the
passive electrodes were kept below 5 kQ.

The Bipolar Channel O1 - Pz

%iE‘W‘ﬁ‘ﬂw il MU“ MWJ il 4\MJ,M%M“» - l
;i “‘W i NM il M M. - -

0 1 2 3 4 5
Time (s)

Fig. 1. The electrode placement (O1-Pz and O2-Pz are two bipolar channels, Fpz is a ground
electrode and TP9 is a reference electrode), the example of the measured signals from the bipo-
lar channels and the signal processing block diagram. The red and black boxes represent the
time window of 4 seconds moving each 250 milliseconds.

The 1024 samples of EEG signal were acquired and processed in every loop but
only 64 samples of new data was added. Data was then filtered using a band-pass
finite impulse response (FIR) filter of order 100 from 15 to 30 Hz. The filter was
designed using the Matlab toolbox. After filtering the data was normalized and two
bipolar channels were averaged to one channel for all detection methods. Subsequent-
ly, data was processed by detection methods which are discussed in the next session.
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3 Methods

3.1 The Canonical Correlation Analysis

Canonical correlation analysis is a multidimensional statistical method measuring
the linear relationship between two sets of variables x and y. CCA determines a set of
canonical variates, orthogonal linear combinations of the variables within each set that
best explain the variability both within and between sets. In our case a set of variables
x is represented by EEG signal recorded from two bipolar channels O1-Pz and O2-Pz
placed in 10/20 international system of electrodes. The set of variables y is created
from K harmonics of reference signal.

T
. n n . n n
y=(Sln(27# <) cos2mf—) -+ sin2mKf ) cos(2mKf —)j ; 1
S S S S
where fis wanted frequency of stimulus in EEG, K is the number of harmonics that are
taken into. The n is the number of the sampling points and S is the sampling rate. [9],
[11], [12]

In practice, during the calculation of canonical correlation the covariance matrix

from sets of variables x and y is created.

x—-E[x]) (x-E[x]) | [C. C,
C=E . = 1, (2)
y_E[y] y_E[y] ny C.v.v
where sets of variables x and y are subtracted by their average value. C is a block
matrix where C,, and C,, are the within-sets of covariance matrix of x and y variables.
C, = C, is the between-sets covariance matrix. The canonical correlations can be
found by solving the eigenvalue equation, [13]-[15]:

clc.clcw =w_, 3)

x> xy Ty Ty x

where 4 is the eigenvalue and it is proportional to the square of the canonical correla-
tion p=./Re(A).The vector w, is a normalized canonical correlated basis vector.

Only maximal eigenvalue is important for SSVEP detection and we found it by the
power iterative method.

The CCA method was computed in range from 15 Hz to 30 Hz with 0.1 Hz step for
the first bipolar signal from O1-Pz channel. The matrix of reference signals was creat-
ed for this algorithm. The length of matrix of reference signals is the same as length of
segment of measured signal. Reference signals were generated for three harmonics of
basics sinus and cosines signal. The output of CCA is a set of canonical correlation
coefficients. These coefficients represent correlation between the input signal and the
created harmonics signals of particular frequencies. Using these coefficients, the fre-
quency with the maximum correlation coefficient was considered as the dominant
frequency of the signal.
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3.3 The Continuous Wavelet Transform

In 2010, the CWT was used for detection of SSVEP for the first time [16]. In this
article, comparison with the CCA method used in the BCI for SSVEP detection is
made. The time-frequency description of the signal is enabled by the CWT, and good
time and frequency localization of events are offered, too.

g (1=
W(a,b)zﬁLe x(Op (%jdt. @)

The transformed signal W(a,b) is a function of the translation parameter b and the
scale parameter a. The mother wavelet is denoted by y, the * indicates that the com-
plex conjugate is used in case of a complex wavelet. The signal energy is normalized
at every scale by dividing the wavelet coefficients by 1//a. This ensures that the
wavelets have the same energy at every scale.

In SSVEP detection, the best results are obtained by complex Morlet wavelet [16],
which is determined as a harmonic function modulated by Gaussian window. Morlet
wavelet is symmetric, complex and it is not an orthogonal wavelet. Complex Morlet
Wavelet is determined by this formula:

w3 )T 1 2w 42
l//(l)zTC c " —C e _>W,w(t)=—ﬂ?4e ae . (5)
a

To implement the discretized version of the CWT, we assume that the input se-
quence is a length N of vector x. The discrete version of convolution is described:

N-1
Wlab]=2 x[n] ¥, [N=n]. (6)

To obtain the CWT, the convolution has to be computed for each value of the shift
parameter b, and this process has to be repeated for each scale a. Values of scale a
determine the degree to which the wavelet is compressed or stretched.

A scalogram of measured signal is determined by square of wavelet coefficients. At
the edges of the interval, the border distortion is caused by the finite length of investi-
gated signal. One hundred coefficients of each side of the interval are removed to
eliminate the border distortion effect. Resulting 1D spectrum is obtained by averaging
individual coefficients for designated frequency bands. Using the 1D spectrum, the
frequency with the maximum spectral energy was considered as the dominant frequen-
cy of the signal.

CWT method was computed with scale factor from 1 to 29 with step 1. This scale
determines frequency range from 13.24 Hz to 384 Hz with different steps. The fre-
quency range and frequency bands depend on the kind of wavelet. The complex Mor-
let wavelet with bandwidth parameter 1 and center frequency 1.5 was used for detec-
tion of SSVEP.
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4 Results and discussion

In this paper, we compared the success and time consumption of detection of two
methods. The time consumption of the CCA method is 52.6 = 0.7 ms and CWT meth-
od is 114.2 + 2.8 ms. Computations were performed in Matlab 2011a environment on
a PC with i7core 2x2.8 GHz, 4 GB RAM and 32bit OS Windows 7. Taking into ac-
count that we processed 64 new data samples in each loop with sampling frequency
256 Hz, the maximal computation time of any detection method has to be less than
250 ms in real-time application. The results show that the computation cost is negligi-
ble. The main goal was to assess the accuracy of SSVEP detection. The accuracy was
computed as a number of properly detected frequencies divided by number of loop
iterations. The number of loop iterations represents the number of segments in which
the data was processed. Appropriate flickering frequency was detected within the
classification tolerance +1 Hz.

The results show that the CCA method was more accurate than the CWT, with me-
dian accuracy of 85 %. The CWT method reached median accuracy of 77 %. The
CCA method was presented in 2006 for the first time [17]. Many studies investigated
and applied this method for the SSVEP detection [7], [9], [17]. The CCA method
usually provides better results in comparison with other methods.

The application of CWT for SSVEP detection was presented and compared with
application of the power spectral density in 2010 [16]. The comparison of individual
wavelets, the evaluation of accuracy and the evaluation of time resolution were per-
formed for both methods. In our implementation the CWT method had higher compu-
tational time consumption compared to the CCA. The computational requirements
could be decreased by code optimization and reduction of scale which would contain
lower number of frequency bands. The SSVEP frequency is then detected in the near-
est frequency band.

5 Conclusion

In this paper, we compared two methods for SSVEP detection. Results show that
the detection accuracy is 77 %, using a CWT method. The CCA with accuracy 85 % is
the most successful method. In order to further improve detection accuracy, we need
to take into account harmonics of flickering frequency and implement it in a suitable
classification technique. This is a future task.
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Abstract. This paper introduces a RFID expert database. RFID and RTLS sys-
tems are currently a big help with the cost reduction not only in logistics, but al-
so in other sectors of industry and services. Because of the wide range of use of
these technologies, which moreover still evolving, there is an effort to facilitate
of orientation in these modern methods of identification for interested. The da-
tabase described the parameters of the components of RFID systems, which
have been analyzed as important when choosing a solution. One of the parts of
the database is also preview of finished and functional projects.

1 Introduction

At the Technical University of Ostrava in cooperation with Gaben s.r.o0. is created
the RFID expert database. This database will provide a summary about possibilities of
using radio frequency identification (RFID). Along with an overview of available
products, there is an introduction of ready-made applications. RFID is experiencing a
boom and covers more areas of industry and public life. It is difficult to navigate in
such a large amount of information for prospective customers from the very different
fields of industry and services. The database will guide them on the way to choose the
most suitable RFID for their intended application.

2 RFID areas of use

Radio frequency identification is a modern method of contactless identification. In-
itial RFID applications were used mainly in logistics as a complement or replacement
of the barcode. RFID gradually expanded from purely logistical applications, such as
tracking of goods and material flow, to other areas.

Today, it is often used for security applications. Access cards or chips for opening
doors in businesses and hotels as well as residential buildings are commonly used.
The Blood Center of the University Hospital of Ostrava has installed RFID locks
since 1999. This prevents donors and patients as well as unauthorized personnel to
access enclosed workplaces.

RFID is also used in case of identifying a large number of people in a short time,
such as cultural and sports events. RFID tag is part of the ticket. This year's four-day

© M. Kratky, J. Dvorsky, P. Moravec (Eds.): WOFEX 2013, pp. 317-320.
VSB — Technical University of Ostrava, FEECS, 2013, ISBN 978-80-248-3073-5.



318 Lucie Svecova

Bonnaroo Music and Art Festival in Tennessee attracted around 80,000 visitors, who
instead of tickets received bracelet — high frequency RFID tag. In addition to the
ticketless entry, RFID wristband was used to share "likes" and photos on social net-
works. [1]

Beside replacement of paper tickets, RFID is used as an identifier for participants
in mass sports events such as metropolitan marathons. On the famous international
marathon in New York City in 2011 was presented system that brings spectators clos-
er to competitors. The solution uses data transmitted from stationary RFID readers
placed along the race route and the information transmitted from the runner’s GPS
module smartphones. Runners have smartphones mounted on an arm that does not
hinder them from running. Spectators can watch the continuous time of each competi-
tor along with the current athlete’s location on the track. Also athletes have access to
the information during competition through their smartphones. [4]

RFID finds its place also in agriculture, where helps to save working time and re-
duce costs thanks to the rapid identification. Field workers on Bodega Norton Winery
were given color- and shape-coded plastic and aluminum chips for each bin of grapes
they picked.

“At the end of each week, their compensation was calculated based on the number
and types of chips they turned in to vineyard managers. During any given week, thou-
sands of chips would be distributed and collected from all workers. But the process
was complicated, the company reports, because workers often lost the chips, and
tracking the payments on paper proved to be error-prone and unreliable. What's more,
employees and supervisors were spending one day each week collecting chips and
processing payments, instead of harvesting grapes. To wring out those inefficiencies,
Bodega Norton introduced a radio frequency identification solution in 2011 that pro-
vides workers with an extra picking day each week, and improves visibility into oper-
ations.” [2]

“This solution has drastically improved Bodega Norton's productivity through
more efficient use of resources,” says Pablo Minatelli, the vineyard's manager and
project leader. "We have also discovered that the new system generates more detailed,
real-time information that can be used to guide better management decisions.” [2]

A separate chapter for the use of RFID is health care. Especially in hospitals can
find tasks for most of the above mentioned applications. A common application is
stocktaking. Also contactless payment transactions are carrying on by Near Field
Communication, which is based on RFID.

Besides the identification itself, there is an increasing demand for Real-time locat-
ing system (RTLS). RTLS is aimed to asset tracking or monitoring people. Among
the asset tracking belong monitoring of equipment, tools, and carts in factories, ware-
houses and on industrial construction sites.

“On average, each site tracks between 10,000 and 100,000 critical items, such as
fabricated pipe spools, valves and cable. At one such location, the operator has re-
duced its staff by 77 percent, by decreasing the amount of labor required to search for
lost materials.” [3]

“Regarding the oil-sands industry in Canada, the need to reduce the number of
man-hours employees spend looking for missing materials is paramount. Highly paid
and skilled workers can often spend hours searching for something that may or may
not be located onsite. Not only does this consume man-hours, but a missing item can
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also result in a construction delay. For that reason, materials are frequently reordered
simply to reduce the need to search for them.” [4]

Monitoring people are focused to secure an access to the workplace and a labour
safety. Active tags can recognize the unusual position of a person, e.g. lying person,
and trigger the alarm. In the health services monitoring people have a future too, es-
pecially in the emergency intake, which in the case of a larger number of patients,
long inactivity by the patient will be reported to the medical staff.

3 RFID Expert database

RFID systems consist of readers and tags. Readers transmitted at regular intervals
an electromagnetic signal of a certain frequency. Tag located by reader receives signal
sends back a response with identification data. Tag consists of a chip, antenna and
packing. The chip is core of the tag. It communicates with reader and carries required
data. The chip with the antenna imbedded on the substrate create inlay. Inlay in the
packing form tag. The packing and thus form of the tag is selected according to appli-
cation. They can be plastic cards, wristbands, labels, capsules for injection under the
skin but also the packing that can withstand extreme temperatures and chemicals and
ensure the operability of the inlay.

The initial implementation of RFID expert database, created on the open source da-
tabase MySQL, is proceed in cooperation with Gaben s. r. 0. The first task was ana-
lyzing, which kind of information about RFID components are indispensable for the
search, and which are redundant. The most important information is:

e operating frequency
communication protocol
tag dimensions
read range
memory size
application

o lifetime

As noted above, RFID systems consist of particular elements - tags and readers.
Tags contain inlays and inlays contain chips. These four components are inserted into
the database with basic technical parameters.

Chip, heart of the tag and carrier of information, is described mainly by communi-
cation protocol and operating frequency. Operating frequency indicates the frequency
band in which the chip operates. Figuratively it also means throughput of electromag-
netic signal in substances. Another indication is TID memory size, which is a unique
identifier. There is also reported memory size and its distribution. Interesting in RFID
chip will be the size of EPC memory and user memory, as well as the possibility of
securing the tag with access password or possibility of destroying - kill command.
Manufacturers provided chips with additional technologies, which is also a qualitative
description of the chip and have a place in the database.
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Fig. 1 Initial implementation of database — inlay

Inlay is a "semiproduct" of the tag. It contains a chip and antenna, substrate pad is
made of plastic, most often PET, PVC or PC. Inlay is characterized by dimensions of
the antenna, which indicate the final size of inlay in the so-called "dry inlay", and by
the die-cut dimensions of "wet" version. Inlays are different mainly in the size and the
shape of antenna, depending on the type of application and the frequency of the chip.
Next property is operating temperature, which may differ from the operating tempera-
ture of tag, in which inlay is embedded.

Tag is described by dimensions, operating temperature, life time, material and kind
of application, which primary is suited for. Next, there are passive and active tags.
Passive tags are common, active tags may have longer read range or can be equipped
with environment sensors.

Readers have also communication protocol and operating frequency such a main
parameters. Readers are differed as stationary, handheld and mobile devices. Describ-
ing properties are number, size and type of antenna, reading/writing time and also
possibility of multiple reading.

Conclusion

RFID and RTLS are modern technologies bringing new qualitative characteristics
that can greatly enrich contemporary society. Perhaps the greatest benefit of RFID
and RTLS technology is recorded in logistics. The increasing demands of legislation
can be manage just with these technologies, particularly in the backward traceability.
The use of RFID and RTSL tags in a transport services can significantly reduce un-
necessary logistical movements and optimize traffic. Expert database is created just
because of the RFID and RTLS expansion. It is for those, who are interested in these
technologies for improving their businesses.
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Abstract. Geothermal resources are economically used for parts of geothermal
energy, whereas its resources are utilized nowadays and specified via a number
of boreholes, and geophysical and geochemical data. In case of potential
geological localities, the resources could be used, but relevant data have not
been acquired to evaluate them quantitatively. So this paper deals with some
usage of a full-scale in-situ TRT experiment’s framework for detailed
determining temperature conditions inside borehole heat exchangers, namely at
considering some blocks including information on geological and geographical
conditions, automatized measurements of undisturbed/disturbed temperature
profiles, and acquired TRT data evaluations. This paper deals with illating,
detailed describing, and summarizing some temperature distributions, based on
Kelvin line-source theory, which is closely related to the first level of
evaluating the TRT data.

Keywords: Borehole, Borehole heat exchanger (BHE), Cauchy problem,
Fourier partial differential equation, Heat transfer, ILS/FLS model, Kelvin line-
source theory, Mathematical modelling, Rock massif, Thermal conductivity,
Thermal resistance, TRT experiment.

1 Introduction

1.1  Features of Thermal Response Test (TRT)

Thermal response test (TRT abbreviation) or geothermal response test (GRT or GeRT
abbreviation) is a field method, how to investigate some thermo-physical properties of
a BHE, which is drilled into a soft/hard rock massif, and its surroundings. The BHE
typically contains one or more loops (PE pipes; e. g. types of a single U-tube with one
pair of pipes or one collector circuit, or a double U-tube with two pairs of pipes or
two collector circuits), where a heat carrier fluid is pumped into the collector circuit at
a constant rate (typically a constant mass-flow, Mj; in kg's™). This fluid — in case of
our TRT experiments, pure water is usually used — may be heated by a TRT device’s
heater at a constant injected heating power (Q; in W), whereas quantities of an inlet
fluid temperature (7yy; in K or °C), an outlet fluid temperature (7yyr; in K or °C), a

© M. Kratky, J. Dvorsky, P. Moravec (Eds.): WOFEX 2013, pp. 321-326.
VSB — Technical University of Ostrava, FEECS, 2013, ISBN 978-80-248-3073-5.



322 Petr Vojéinak

volume-flow (Qy; in m3~s'l), a pressure (p; in Pa), and other electric and/or non-
electric ones are measured and logged continuously [1, 2].

The U-tube look/loops, through which the heat carrier fluid circulated, is/are inserted
inside the borehole to the same depth as the BHE, planned for a site. To provide a
constant heat flux (g, in W-m™) to the ground, a fluid flow rate (also the mass-flow)
inside the loop/loops, and a temperature difference between the inlet and outlet fluid
temperatures must be constant during a TRT experiment. [2]

For determining some essential ground thermal properties — typically a thermal
conductivity (4; in W-m™"-K" or W-m-°C™") and a thermal borehole resistance (Ry; in
K-mW' or °C'm'W™) — from output TRT data [2], different kinds of analytical and
numerical methods have been developed yet. The BHE, which consists of two pipes
or one collector circuit, separated by a filling material (also a borehole grout), can be
modelled as a heat source in the form of a line (line-source theory; ILS/FLS model by
Carslaw and Jeager, 1959) or a cylinder (cylinder-source theory; ICS/FCS model by
Ingresoll et al., 1954) [3].

A standard TRT experiment is based on acquiring the data, used for design and model
processing of some larger BHE field (e. g. a research polygon with one or more
BHESs). Using the TRT experiment, it is also possible to evaluate a technical integrity
of these BHEs. In case of a conventional TRT experiment’s evaluation approach,
based on the line-source theory, it is required long-term test durations (f.s; in s),
typically taking 48 hours or 72 hours, to obtain some quasi-steady state (which is
time-independent) conditions. In case of applying the cylinder-source theory, a
precision of the evaluation is enhanced and the test durations are reduced, because un-
steady state (which is time-dependent) is evaluated. [2, 3]

2 Mathematical Background of the TRT

In this section, a simplified mathematical background, used for evaluating results in
terms of these TRT tests, is typically based on the Kelvin line-source theory. At first,
let us consider the Fourier equation of heat transfer (i. €., it is the second order partial
linear differential equation of parabolic type) in this generalized form, thus [4]:

W1 W)= o(k)
ot 1)

t=0: w=f(%)

Based on the form of Eq. (1), we assume these conditions and simplifications, thus
[4]:
e two spatial coordinates in the Cartesian coordinate system (i. e., at n=2),
e one continuous time coordinate, leading to a transient solution of this
problem,
e o internal heat source,
e isotropic thermal conductivity,
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e initial and boundary conditions of the Cauchy problem,
e afundamental solution of the Cauchy problem.

Equations (2) ~ (4) summarize these conditions as follows, thus [4]:

L [#]= yl .{OZT(x,y,t)jLazT(x,y,t)} (K-s")

p-c ox’ oy’ (2)
A
a= A _ /I,x G ﬂ/z (mz.sfl)
p-c p-c ¢ p-c
G020 Ks)
at (initial and boundary conditions, in kelvins and meters, respectively)
IC: 1=0: w=f(x,y) (K)
—00 < X < 400 )
BC: (m)
-0 < Y <+
and (the fundamental solution of the Cauchy problem,; non-dimensional)
! (x=& +(y-n)
X, V6, 7taz. = -CXp| — 4
g( Yool ) 4'7r~a-(t—r) p{ 4-a~(t—z') @

and also (the transient solution of this problem, at zero initial temperature, at 7 =0
and in kelvins)

(c=¢) +(v=n)
4.q-t

Tt)=——|f f(ﬁ,n)ﬁxp{— ]df-dn ®)

Equation (5) is related to a distribution of so-called instantaneous point source of
strength @-dg at ¢ along the z-axis (in meters). In this case, the quantity of heat

liberated per unit length of the line is equalled to ®-c- p (in joules per meter). [5]

In case of so-called continuous line source (i. e., continuous denotes the transient
solution depending on the continuous time ¢ or #-coordinate), we suppose heat to be

liberated at rate CD(t)~ ¢-p (in joules per meter per second or in watts per meter) per
unit time per unit length of a line, parallel to the z-axis and through the point [5,77]. If
supply of heat starts at =0 (when the solid is at non-zero temperature; in kelvins),
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then the temperature at the z-coordinate is given by this useful formula, thus (in
kelvins): [5]

T(X,y,t)=T(x,y,O)+4 ! 'j.h(‘f)-L-exp{— (x_‘f)z"'(y_?])z]dr 6)

Tea g t-1 4~a-(t—z')

If CD(t)=q =konst. (in kelvins per square meter per second) and
T (x, y,O): f (x, y) =T, (in kelvins), then Eq. (6) can be written in these possible

forms including so-called expontial integral function Ei(.), thus (in kelvins): [5]

4.7 4.a-t

T(e,y,0)=T, +—4 a.E{(x—f)ﬁ(y—ﬂ)z} (K)

T, y,) =T, -4 ,Ei{_(x—f)“r(y—’?)z} (K)
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™

R
R’ | - [_4-a-tj
- K
4-a-t|+g‘ k- k! (®)
high-order terms
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where (by using the L’Hospital rule and Euler-Mascheroni constant, and the Fourier
number, respectively)

—yzlimwzliml () 0=F‘(l)z0,577215665 (1)
B0 ﬁ B0 1
R=y(x=¢f +(r=n)f =0 (m)
®)
Fo, =2l A . L

If we consider items of Eq. (8), a transformation of Eq. (1) and Eq. (2) into the
cylindrical coordinate system [r,q)], and an axi-symmetrical problem, then we reduce
this two-dimensional problem to one-dimensional problem with the 7-coordinate only,
and get these forms of a particular solution (at £ =0, non-dimensional integration
constant), thus (in kelvins):
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"4-a-t
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If we compare the result forms of Eq. (7) and Eq. (9), then they are formally same and
are valid for small time evaluation (i. e., transient behaviour). If the high-order terms
are ignored, then Eq. (7) and Eq. (9) are valid for large time evaluation (i. e., quasi-
stationary/stationary behaviour), so these TRT tests require long-time duration (#.; in
s). At practical evaluating the TRT data, we also consider so-called Lower Time
Criterion (at t=t, and r=r,; in s and m, respectively), closely related to calculing

relative errors (d; in %).

If Eq. (9) practically satisfies values of a borehole radius (r3; in m), a borehole depth
(hp; in m), and average values of temperature of a heat-carrier fluid (m; in K),
internal thermal resistivity of the borehole (m; in K'm'W™"), temperature of a
borehole wall (m; in K), temperature of a surrounding rock massif (m; in K),
and no thermal resistance at a borehole wall/rock massif boundary (i. e., m = m
and r=r,), then this equation can be written in these forms (at quasi-stationary
behaviour and g, =Q/h, ;in W-m™), thus (in kelvins):

C4mAh, : h,

(10)
T,(0)+7, (0 .a-
ARUAULLIN )} 0 {_yﬂn(“ a IHZRB 2
Equation (10) is valid for average value between warmer inlet (i., e., to an U-tube)
and cooler outlet (i. e., from the U-tube). This value is related to a fluid temperature

(e, T,(t), T, (¢) and T, (¢);in K), thermal diffusivity (i. ., a, a,, and a,, ; in

r f our »

m*s™), thermal conductivity (i. e., 1, A,, and A, ; in W-m™"-K™"), and the internal
thermal resistivity of the borehole (i. e., R,, R, and R, ;in K'm-W'l), so we must
calculate the practical results (i. e., inlet temperature curve 7. (t): A (t) and/or outlet

temperature curve 7, (t) = £,(¢)) for inlet and outlet separately.
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3 Conclusion

The first part of this paper is centred on a general description of the TRT approach,
based on the ILS/FLS model and the in-situ method in this case, and the
summarization of all the localities (their specific names have not been mentioned due
to commercial obligations), where the TRT experiments have been realized by our
TRT device of UBeG.

The second part of this paper is centred on mathematical formulating this two-
dimensional problem (i. e., the second order souceless PDE of parabolic type, IC and
BC inside this domain), focused on the Cauchy problem, when the boundary
conditions are valid for infinite intervals of both spatial coordinates. In the Cartesian
coordinate system, the elementary forms of desired temperature distributions (as
particular solutions) were introduced in Eq. (6) and then in Eq. (7); in the cylindrical
coordinates, the temperature distributions were introduced in Eq. (9). Finally, Eq. (10)
transforms theoretical mathematical formulae into the practical ones for the first level
of evaluating the TRT data.
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Abstract. Modeling the risk to safety of personnel in offshore indus-
try is often realized by the application of Event Trees. The risk is then
defined as a product of event frequency and its consequences. This ar-
ticle presents a new possible approach to modeling the risk to safety of
personnel by substituting the Event Tree model with Stochastic Petri
nets model. Stochastic Petri nets model for small leak occurrence on an
offshore platform is shown, based on realistic example from the offshore
industry. The probabilities of fatalities were obtained from the simulation
by using the Moca-RP software.

Keywords: Risk modeling; Stochastic Petri nets; Event Trees;

1 Introduction

Personnel in process industries is exposed to the risk of fatality. The risk of fatal-
ity is normally estimated by an application of Event Tree method. An event tree
displays a sequence of events with their corresponding probabilities, resulting
probabilities of fatalities are represented by the probability values assigned to
the Event Tree leaves, each leaf representing a particular event scenario.

However, tracing contributions of fatality probabilities in an Event Tree is
difficult. While it is possible to construct an Event Tree large enough to enable
us to find the most important contributions, such an Event Tree would be very
difficult to manage. Another limitation is that the Event Tree method is a steady-
state method, therefore not suitable for modeling time-dependent processes.

In the offshore industry, fatality probabilities often depend on personnel re-
actions and their consequences. Due to the lack of aforementioned limitations
bound with the Event Tree method, Stochastic Petri nets (SPN) were considered
to be used to construct a suitable model of the risk to safety of personnel. As an
initial step of the substitution of the Event Tree method in the risk modeling,
steady-state representation of a time-dependent event was modeled using SPN.
In this article, a small leak occurrence scenario was chosen as an example.

Probabilities of fatalities due to small leak occurrence obtained by the Moca-
RP simulation of Stochastic Petri nets were compared to results obtained by the
application of Monte Carlo method [1].
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2 Petri nets

Petri nets is a modeling language for the description of parallel and distributed
systems, designed by Carl Adam Petri. Petri net is a directed bipartite graph,
its nodes are divided into two groups : places and transitions. Places are nodes
representing current condition of the system (e.g. ”power on”, ”power off”) and
are signified by circles, transitions are nodes representing events occurring in
the system (e.g. "powering on”, ”powering off”) and are signified by bars. Places
and transitions are connected by directed arcs, however a place can only be
connected via arc to a transition and not to another place (i.e. each event leads
to a new condition of the system). Similarly, transition cannot be connected via
arc to another transition.

Places in a Petri net may contain a number of tokens. Distribution of tokens
over the places in Petri net is called a marking, which represents a current
configuration of the net. Token proceeds to another place by firing an enabled
transition. Transition is enabled only if the input place contains a sufficient
number of tokens, these tokens are then transferred from the input place to an
output place. Basic Petri nets model is nondeterministic, therefore any enabled
transition may fire immediately after a sufficient number of tokens is present in
the input place.

A Petri net can be defined as follows:

Definition 1. A Petri net is a four-tuple PN = (P, T, F, M0) where:

1. P is a set of places.

2. T is a set of transitions.

3. F, FC(PxT)U(T x P) is a set of arcs.
4. MO is the initial marking.

Token

Transition

Fig. 1. Example of a simple Petri net.

However, for modeling the risk to safety of personnel, the nondeterminism of
basic Petri nets is a significant issue. Every reaction of personnel to an occurring
event during a scenario contributes to the probability of fatality. For this reason,
a decision concerning which of the multiple transitions may fire must be confined
to a set of carefully chosen laws.
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2.1 Stochastic Petri nets

Stochastic Petri nets (further referred to as SPN) is a form of Petri nets in
which a probabilistic delay is assigned to each transition. After the delay is over,
transition is allowed to fire.

A Stochastic Petri net can be defined as follows:

Definition 2. A Stochastic Petri net is a five-tuple SPN = (P, T, F, M0, A)
where:

P is a set of places.

T is a set of transitions.

F, FC(PxT)U(T x P) is a set of arcs.
MO is the initial marking.

A is the array of transition firing rates \.

S Lo b =

3 Application of SPN

The application in this article is based on a typical offshore hydrocarbon instal-
lation (well-described example of an offshore production installation can be seen
in [1]).

Risks from potential small leaks of the produced hydrocarbons were used as
an example for the application. Small leaks were given precedence over the larger
leaks due to substantially higher estimations of the frequencies of their release.

3.1 Small Leak scenario

After a small leak occurrence, personnel is alarmed and starts escaping. On the
installation, there are primary, secondary and tertiary evacuation routes, each
leading to lifeboats or life-rafts. In case of damage or blockade of all evacuation
routes, personnel evacuates to the sea. In any case, escaped personnel is then
gathered by a standby vessel. Fatality in this scenario is a direct result of the
loss of probability of evacuation.

However, there is always a possibility that the leak may ignite. Consequences
of the ignition depend on time it occurs. Immediate ignition results in a jet fire,
which may cause fatality to the surrounding personnel, while delayed ignition
may result in an explosion, possibly damaging or blocking the evacuation routes.
In any event, resulting fire may escalate outside the zone, damaging the evacu-
ation routes in the process. Any of these possible events strongly contribute to
the probability of fatality.

3.2 SPN model of Small Leak scenario

As aforementioned in the beginning of this article, MOCA-RP simulation soft-
ware was used for creating the model of the Small Leak scenario. In addition
to the standard SPN elements, variables declared by the user may be utilized,
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setting values is done by firing a transition with corresponding calling function,
or may be used in place of a random value for determining delay of a transition.
Another useful feature is a possibility to create repeating places, a set of pointers
to a given place, improving lucidity of the model.

All used transitions (with the exception of the last pair of transitions) utilize
exponential firing law with either fixed or variable-based rate. Reader should be
reminded that in this article, the SPN model is used as a substitution of the
Event Tree model.

Presented model of the Small Leak scenario is divided into several blocks:

— Main block
— Escalation blocks (3 in total)
— Evacuation blocks (4 in total)

The purpose of the Main block (Figure 2) is to determine whether a small
leak occurrence ends with a fatality or not. Each token!' in place SmallLeak
represents one small leak occurrence on the installation. As aforementioned, the
most important possible event is an ignition of the leak, this is resolved by the
first pair of transitions. If the ignition occurred, its time is then determined by
another set of transitions.

Purpose of the Evacuation blocks (Figure 3 on the right) is to alter the prob-
ability of fatality, alteration is based on availability of the lifeboats. Evacuation
blocks are chosen in a similar manner as Escalation blocks with the addition of
a separate block for a scenario, in which the leak does not ignite.

When a token arrives in place ZoneProgressed, transitions determining the
success of the evacuation are enabled. Firing any of these transitions results in
a transfer of token to a place according to the outcome of the evacuation (e.g. if
the scenario ended with a fatality, token arrives in place Fatality).

The last pair of transitions provides cumulative frequencies of the fatalities
and resets