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Preface

The workshop WOFEX 2014 (PhD workshop of Faculty of Electrical Engineer-
ing and Computer Science) was held on September 9th September 2014 at the
VŠB – Technical University of Ostrava. The workshop offers an opportunity for
students to meet and share their research experiences, to discover commonalities
in research and studentship, and to foster a collaborative environment for joint
problem solving. PhD students are encouraged to attend in order to ensure a
broad, unconfined discussion. In that view, this workshop is intended for students
and researchers of this faculty offering opportunities to meet new colleagues.

This book of proceedings includes 112 papers of faculty PhD students and 4
papers of external authors. The proceedings of WOFEX 2014 are also available at
WOFEX Web site http://wofex.vsb.cz/2014/. I would like to thank the authors
and the Organizing Committee from Department of Computer Science, namely
Jǐŕı Dvorský and Pavel Moravec, for their arduous editing work.

September 2014 Michal Krátký
Program Committee Chair

WOFEX 2014
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Vı́t Otevřel and Bohumil Horák



Pulse transit time: promising method for continuous non-invasive blood
pressure monitoring . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 251

Lukas Peter

The color analysis of transfusion bag . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 257
Petra Rajmanová
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Lukáš Malý
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Abstract. The main purpose is to find the optimum relay settings with respect 

to overload, short circuit in order to disconnect only the faulted part of the net-

work and to minimize the damage caused by fault currents. 

It will be shown the practical example of designing and setting of the electric 

protections. 

Keywords: protection, over current protection, short-circuit, voltage, current, 

short-circuit current, short-circuit ratio, substation 

1 Introduction 

The protections are essential parts of the power system. Protection devices contribute 

to protecting people against electrical hazards, avoid damage to equipment, limit 

thermal, dielectric and mechanical stress on equipment, maintain stability and service 

continuity in the power system. 

2 Calculation of short circuit ratio of substation 

For designing and setting of electric protections we have to know short circuit ratio at 

the substation. We need to know a minimum two-phase short circuit current , 

which is necessary for design and setting of an electric protections and we need to 

know a maximum three-phase short circuit current for checking the temperature 

rise of the devices and for setting a maximum time delay. 

2.1 Description of substation 

The substation in industrial company are supplied with two overhead lines 607 and 

608 via two transformers 110/10,5 kV TH1 and TH2 from substation Lískovec R 110 

kV to substations 41.03 RX1 and 41.03 RX2. These substations contain two syn-

chronous generators TG1 and TG2 and also two synchronous motors MA2 and MA. 

New substations 22.12 E RX1 and 40.12 RX1 (which is connected asynchronous 

motor MA21) are supplied from substation 41.03 RX1. New substation 22.12 E RX2 

"

min2kI

"

max3kI

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 1–5.
VŠB – Technical University of Ostrava, FEECS, 2014, ISBN 978-80-248-3458-0.



2 Eduard Beránek

and older substations 40.12 RX2 and 20.06 RX1 (which are connected further asyn-

chronous motors) are supplied from substation 41.03 RX2. 

The different substations can be interconnected to each other, but they are not con-

nected during normal operation. 

2.2 Scheme of connection 

 

Fig. 1. Scheme of connection in industrial company 

For calculation of maximum short circuit ratio, operation at maximum power is being 

considered. The calculations are performed according to the standard IEC 60909-0.  

In table below, the different short circuits from each power operation are presented. 

Table 1. Summary of calculation of short circuits  

Power 

operation 

Place of short-

circuit 
              

[MVA] [kA] [kA] 

maximum - 454,9 26,26 -  

minimum 
1 126,26 7,29 6,31 

2 82,62 4,77 4,13 

through TM1 - - 1,377 

through TM2 - - 1,377 

through TS1 - - 0,462 

"

k3S
"

k3I
"

k2I
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3 Design and setting of protections 

3.1 Used protections 

Design and setting of protections is made for two new substations 22.12 E RX1 and 

22.12 E RX2.  

The substations are equipped with the ABB 615 series units (REF 615, REU 615).  

The REF 615 is a specialized feeder IED perfectly aligned for the protection, control, 

measurement and supervision of utility substations and industrial power systems. REF 

615 is a member of ABB’s Relion family and a part of its 615 series IEDs are charac-

terized by their compactness and withdrawable design.  

The REF 615 provides main protection for overhead lines, cable feeders, and busbar 

systems of distribution substations. It can be applied for protection and control of 

grounded and ungrounded distribution systems. 

 

Fig. 2. Protection REF 615 
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3.2 Protections coordination 

 

Fig. 3. Single-line diagram of substation 22.12 E RX1 and 22.12 E RX2 

The units are used with following protective functions:  

Over current protection function PHLPTOC, 3I> with normal inverse characteristic 

and short circuit protection function PHHPTOC, 3I>> with definite time.  

With the suggested relay settings presented in the setting table, selectivity will be 

obtained. 

Example of calculation: 

Protective equipment 

 Transfer feeder Al 2x3x240 mm
2
, IPER = 660 A 

 CT: 400/1/1 A 

 Electric protection: REF 615 

Over current protection function PHLPTOC, 3I> 

 A 89,1
40096,0

1,1
660

ip

b
pmaxstart 







pk

k
II   (1) 

where 

kb = safety coefficient (between 1,1 up to 1,35) 

kp = reset ratio (typical 0,96) 

pi = rated transformation ratio of current transformers 

Short circuit protection function PHHPTOC, 3I>> 

 A 88,6
4005,1

1013,4 3

ic

"

k2min
start 









pk

I
I  (2) 
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where 

kc = sensitivity coefficient (typical 1,5) 

When setting the protection we must take into account the setting master protection 

and current transformer, so that in the final set starting values are lower for both de-

grees 

Table 2. Protection setting 

Substation 
Field 

number 

Protection 

function 

Starting 

value Time 

factor k 
t [ms] 

Real  

current 

value  

I [A] Ir x In 

22.12 E 

RX1 
6 

Over current 

PHLPTOC, 3I> 
1,1 0,4 - 440 

Short circuit 

PHHPTOC, 3I>> 
6 - 400 2400 

4 Conclusion 

The main power components studied are sufficient protected against over current and 

short circuit currents. Selectivity will be obtained. 
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Abstract. This paper describes the modelling of magnetic fields in and around a 

concrete base of a railway mast. It also describes the current load on the con-

crete base of the railway mast during a lightning arrester breakdown. A specific 

base is chosen for the simulation of a 3D model. The Comsol Multiphysics pro-

gram is used for the purposes of simulation. The program uses the finite ele-

ment method for solving partial differential equations. (Current Load of the Rail 

Mast Pad During Surge Absorber Breakdown). 

Keywords: Electrification mast, concrete base, electric potential, current densi-

ty. 

1 Introduction 

An electrification system includes both power and signal sources and transmitters 

which are connected together by the trolley structure, the trackbed and the conductive 

ground. Tracks are grouped into parallel power conductors and signal and communi-

cation conductors, and the entire electrification system behaves like a spatial, linear 

distribution network. 

The ground therefore forms a significant part of the electric traction system. Often, 

it is exactly this element of the electric traction system which is of a particular interest 

(e.g. in the case of assessing the risk of corrosion on underground components). Stray 

currents – the term which designates reverse leakage current of the electric traction – 

are, however, not the only currents flowing in the ground. Ground current fields have 

many causes. They can be artificially made or occur naturally, and they can more or 

less influence energy transfer on an electric traction. Artificial current fields occur 

primarily in the surroundings of electric facilities which are powered from sources 

and which are insufficiently insulated from the ground, or which possibly use the 

ground as a return conductor.  
The current density vector J is a basic field quantity describing current fields. It is a differen-

tial quantity and it therefore determines the amount of current passing through an elementary 

area in every point of a solved space. J depends on resistivity , more precisely on conductivity 

  according to the differential form of Ohm’s law.  

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 6–11.
VŠB – Technical University of Ostrava, FEECS, 2014, ISBN 978-80-248-3458-0.
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           J = E   (Am-2)                                      

The current density vector can be determined in every point where it is possible to determine 
the intensity of an electric field and where conductivity is known. In an isotropic environment, 
its direction is identical to the direction of the intensity vector of an electric field.  

Determining the current density vector uses a more complicated method in an anisotropic 
environment where conductivity appears in the form of a tensor. In most cases a tensor has only 
diagonal components, i.e. different conductivities are in the direction of different coordinates, but 
the intensity of the electric field in the direction of one coordinate does not affect the current 
density in the direction of a different coordinate, for example:  

                Jx = xxEx,    Jy = yyEy,     Jz = zzEz,    (Am-2)   

Then the differential form of Ohm’s law is as follows 

  J     grad  (Am-2) 

where  



















kk

jj

ii









00

00

00

       

 (Sm-1)     

  

Electromagnetic problems associated with solving current fields in a railway surface and a 
substructure generally work with a total current, more precisely current density, which is con-
nected to intensity, or rather potential. Forced quantities are potentials or the primary (forced) 
intensity of the electric field Ev. The primary intensity determines the distribution of charges and 
currents and it is used for specifying this distribution. For the purposes of the analysis it can be 
accepted that the primary intensity determines the secondary distribution of charges and currents, 
and thus the secondary intensity Esec, i.e.: 

 x E = - ∂B/∂t  Vm      

D =  c     (Cm-2)                

 x H = J    m       

B = 0   (Vsm)             

where the symbol c  does not designate resistivity but electric charge density. Similarly to 
the intensity E, the current density J has also two components, i.e. the forced current density 

component Jv and the density of eddy currents .E. Material relationships must be added to these 
equations on the interface 

D = E   (Cm-2),     B = µH   (Vsm),     J = E   (Am-2) 

The dynamic solution of Maxwell’s equations includes also the influence of eddy currents 
and it is appropriate to use here a combined vector potential   

 x    (Vsm-2) 

 x H = Jv + E = Jv - ∂A/∂t    (Am-2)         
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therefore                    x   ( x A) =  (Jv - ∂A/∂t)   (Vsm-1)        

  

A cissoid function is used in problems which involve time changes of the field.  

xxjxe jx cis sincos 

Therefore    E(t) = E e j t
 = E(cos t + jsin t)   (Vm-1)               

E’(t) = jE e j t
   (Vm-1)                      

It is often suitable to perform a solution of steady current fields for the scalar potential of the 
electric field. The advantage of its use for large ground fields lies in the substitution of only one 
scalar variable for the vector field E, which is given by 3 components. The boundary problem 

will be therefore described by one scalar variable , and after its solution all the components of 
the intensity of the electric field and subsequently also the components of the current density are 
obtained. Potential has a significant importance in connection with transferring a spatial model to 
a perimeter model described by the node voltage method. 

Laplace’s equation in the Cartesian coordinate system applies to the scalar electric potential 
in homogeneous environments without sources: 

        0
2

2

2

2

2

2
2 

zyx 










    (V)                     

In modelling 3D current steady fields of the railway traction, the research used the duality of the 

stationary current field with the electrostatic or magnetostatic field. 

2 Description of the Examined Mast 

Modelling was performed in the 3kV DC electrification system. A lattice mast 

made of profile steel was used. A steel board with holes for bolts is welded to the end 

of the mast; the board is fastened to the footing base (main support) by means of a 

metal reinforcement which is set in concrete in the mast footing. The ground plan of 

the concrete footing is shown in Fig. 1. 

Track axis 

 
Fig. 1: Ground plan of a mast footing 
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The A-A cross-section of the mast footing is shown in Fig. 2. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2: Cross-section of the mast footing 

 

3 Modelling in COMSOL 

The mast footing was modelled in COMSOL Multiphysic in AC/DC Module 

physics – The Electric Currents interface in the model “DC electric current flow in 

conductive media” was used.  The interface solves standard equations for electric 

potential. The 3D model counted in approx. 720,000 nodes. The 3D model of the 

solved area is shown in Fig. 3 in the most illustrative way.  

Conductivities of individual solved sub-areas: 

soil  s = 0.01 Sm
-1 

        concrete  c = 1.5 Sm
-1 

         steel  e = 1.12 . 10
7
 Sm

-1
 

 
Fig. 3: Model of the solved area 



10 Jǐŕı Cigánek

 
Fig. 4: Current density vectors in the footing 

 
    Fig. 5: Distribution of electric potential 

 

 
Fig. 6: Distribution of current density 
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4 Conclusion 

According to railway system operators there are frequent cases of damage to mast foot-

ings, in particular when a surge arrester is short-circuited for a long time. In such a case the rail 

voltage gets directly to the mast and therefore also to the bolts. Several calculations for differ-

ent input parameters - e.g. the voltage changed in the range from 50 to 200 V, the conductivity 

of the used materials was also changed, etc. – were performed. Using modelling it was found 

that footings which have sharp edges are really stressed by strong current at the points of these 

edges – see Fig. 5 in the circle. However, it is the points of contact between the steel bolts and 

the concrete which are especially stressed.  
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Abstract. This paper deals with the agenda associated with management of a 
power control centre within a power supply plant together with operation of a 
local distribution system within the premises of such power supply plant. The 
main part aims at the analysis of power supply reliability concerning a selected 
section of the system at 6kV distribution plant. The background data used for 
calculation are sourced from the database comprising events recorded in the 
control centre logs. 

Keywords: reliability, local distribution system, plant, control centre, distribu-
tion plant, faultless operation probability 

1   Introduction 

This paper deals with agenda associated with management of a power control centre 
in a company concerned with industrial power supply [1]. The company represents a 
large complex specialised to cater for the needs of metallurgical industry. Its scope of 
activities includes provision of services within the fields of water economy, combined 
heat and power production, gas engineering, power engineering and production of 
technical gases. This paper further deals with operation of the local distribution sys-
tem (LDS) situated within the premises of the company focused on production and 
processing of pig iron as well as the metallurgical and machine engineering produc-
tion. The final part of this paper deals with reliability of power supply to the selected 
manufacturing plant (6kV distribution plant) in the year 2010. 

2   Production and Distribution of Power within Plant Premises 

The source is represented by an integrated system for production of steam in steam 
boilers. These boilers burn dust coal, coke or blast-furnace gas. These gases develop 
as by-products during production of pig iron and coke, their quantity is proportional 
to the production volumes handled by these processes. The parameters of such gener-
ated steam are: 520 °C at 9.6 MPa.  

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 12–17.
VŠB – Technical University of Ostrava, FEECS, 2014, ISBN 978-80-248-3458-0.
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Power is generated using back pressure and bleeder steam turbines processing super-
heated steam. Turbines are driven by synchronous generators producing electric pow-
er at the voltage level of 6 kV. The power is then run through two cable ducts to reach 
the two main distribution plants and further to the LDS. 

2.1   External Links to the Distribution System 

The transmission system (TS) area linked to the industrial premises can be supplied 
via system transformers EHV / 110 kV from up to four distribution plants. When 
creating the link to 110 kV system, the power control centre of the distribution system 
operator complies with the rule involving supply from two TS centres. The LDS of 
this company is linked to the superior distribution system via two 110 kV distribution 
plants. Power lines are fed from transformers rated for 110 / 22 kV and situated with-
in the industrial premises. 

2.2   Internal Links for Grid Operation  

The operation of combined heat and power station with the high voltage (HV) distri-
bution grid is controlled by the shift supervisor on duty at the combined heat and 
power station control centre. The electric power generation system comprises the 
compact building of combined heat and power station. The electric power lines are 
distributed all over the premises (forming the LDS) to ensure supply of power to each 
production line and match its particular quality and quantity requirements. 
The actual power output depends on the production economy, the existing needs of 
individual enterprises with respect to power supply, it will also depends on the re-
quirements for supply of blast air, compressed air, heat etc. 

3   Control and Monitoring of LDS Distribution Plants 

The control centre enables operation of the selected LDS distribution plants as well as 
the very end distribution plants with activation and deactivation of power features. 
This purpose is served by the system for remote control and monitoring of EHV and 
HV distribution plants. 
Individual distribution plants are fitted with automatic units and data concentrators. 
Those are linked to the communication server via the technological grid to ensure 
processing of the operation data, this server is provided with a proper data backup 
facility. The server allows gathering all the communication with clients at distribution 
plants, it communicates with client applications located at the control centre, provides 
information from distribution plants feeding it into the system for automatic second-
ary control of voltage, transfers information into the server for summary measure-
ments and the control centre board, it saves the values and status details into the data-
bases and sets the exact time. 
The control centre is formed by two control workstations. These enable lucid over-
view of status at each distribution plant or cell, operation of power features, imaging 
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and saving of failure logs and status changes for particular power features. The sys-
tem keeps track of technological events in a timeline manner and records all the 
events accordingly. Images of particular distribution plants show diagrams of cell 
locations, their fittings, linkage and measured values. These images allow remote 
control over cells, acknowledgement of statuses and failures. 

3.1   Operation of the Main Distribution Plant of the Combined Heat and Power 
(CHP) Unit 

The main distribution plant of the combined heat and power station is split in two 
sections. It features a cellular-type open design with four lines intervening with five 
separate areas (bus, switch, reactor, reactor centre and cabling areas). The distribution 
plant is formed by three systems, split by means of longitudinal bus disconnectors. 
The main distribution plant is provided with 6kV cable lines connected to the terminal 
and nodal distribution plants in the industrial premises. 
The operation of LDS is managed by the shift supervisor in control centre. He per-
forms the analysis of reliable and safe LDS operation. He also needs to deal with 
effects developed due to unexpected operation issues within the transmission and 
distribution systems. 
Most handling operations in the main distribution plant are performed from the con-
trol centre on remote basis. Emergency control features include the option to operate 
the systems on site, using controls that are situated right on cell control cabinets. The 
remote control does not involve earthing blades, arresters and longitudinal discon-
nectors. Any handling of these are subject to orders from the shift.  
Switches are activated by means of three phasing fields. The main phasing field is 
fitted with both the manual phasing as well as the phasing device Synchrotakt. 

3.2   Monitoring of Distribution Plants with CCTV 

Performing operations at distribution plants requires visual inspections of the system 
status after every completed operation. However, this task requires an operator pre-
sent at the plant. The problem is how to remove a failure that requires performance of 
several operations at multiple distribution plants. The supply restoration lead-time is 
affected by both the operations performed as well as the operator's response and arri-
val time (15 – 20 min). That causes results in greater production losses due to black-
outs. 
One of the options to eradicate the response time of operator that needs to attend the 
distribution plant in person would be to install a CCTV system on site. The system 
should provide the following options: 
- recording and playback of image captured by CCTV cameras and accessibility of 

such data via a web browser,  
-  working independently of the operation system, 
- focusing CCTV cameras on particular cells as needed, 
- switching the lighting at the distribution plant on/off. 
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The reliability level has been determined using the modified method of reliability 
diagrams [3] that assumes the following: 
- compilation of a reliability diagram, 
- assigning individual elements with the relevant reliability values, 
- progressive simplification of the reliability diagram. 
The uninterrupted supply of electric power to VHV and HV distribution plants in 
industrial grids is a redundant prerequisite for faultless production process. Any pow-
er blackouts must be removed and the power supply to the affected area restored as 
soon as possible. That is why parallel connection of elements is used as the cold 
backup. As far as this connection is concerned, the calculation will also need to in-
clude the handling time τM. 
The analysis helped to determine reliability indicators for power supply lines to the 
LDS from the superior grid as well as reliability indicators for individual elements 
[3]. The year 2010 did not see any suspension of bus operations at any 6 kV, 22 kV or 
110 kV distribution plants for repair or maintenance purposes. That is why reliability 
of these buses was considered absolute for calculation processing. 
The calculation itself has been completed in several steps. The first aspect to be real-
ised represents the supply options for the particular distribution plant. The next steps 
involves compilation of the reliability diagram and its further simplification. 
The results obtained through calculations have been plotted in Table 1 showing the 
overall reliability of power supply to the distribution plant R3 6 kV B, including sev-
eral backup options. The table is split into three vertical parts. The first part defines 
probability of faultless operation of power supply to the distribution plant R1 22 kV 
and its backup by three different means, the second one show the probability of fault-
less operation of power supply to the distribution plant R3 6 kV B with one backup 
option only. The third part shows the resultant probability of faultless operation, in-
volving the entire supply line to the superior system – the 110 kV distribution plant in 
Vratimov - up to the distribution plant R3 6 kV B. 
 
Table 1. Overall results of faultless operation probability 

Faultless operation probability of 

R1 110 kV → R1 22 kV with the power sup-
ply transformer T 1 and cold backup: 

R1 22 kV → R3 6 kV 
B with supply branch 
T 5, T 6, K 4, K 5, K 6 

and cold backup: Total 

----- T 2 T 3, K 1 V 1, T 4, 
K 2 ----- T 7, K 6, 

K 7 

0.98506849    
0.99987806  0.98494837 

 0.99993567 0.98500513 

 0.99982116   
0.99987806  0.99969924 

 0.99993567 0.99975684 

  0.99998002  
0.99987806  0.99985808 

 0.99993567 0.99991569 

   0.99997985
0.99987806  0.99985791 

 0.99993567 0.99991552 
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The resultant values represent the actual probability of faultless operation achieved 
during the year 2010. However, their magnitude is affected by many different factors. 
The essential ones include correct evaluation of any failure event by the shift supervi-
sor and implementation of the relevant operative remedy. Inaccurate information has 
a negative impact on proper evaluation of these events. Example: a loss of certain 
section of the communication cabling to thieves results in vague, distorted or even 
missing signals. Another factor to be considered is the method employed to control 
the distribution plant that requires the remedy. That means either remote or on-site 
controls. The result is also affected by arrival times of operators when attending the 
distribution plant, as well as their ability to work in a swift, prudent and especially 
safe manner to complete the operations required. 

5   Conclusion 

Gathering and subsequent analysis of a large amount of materials referring to opera-
tion of the LDS in 2010 allowed compiling the database to document the overall be-
haviour of the system with respect to its operation, maintenance and failures, includ-
ing time stamps for each occurrence. That enables use of an unexacting mathematical 
tool to enumerate reliability indicators for the selected section of this system. The 
distribution plant selected for the reliability analysis calculation was rated for 6 kV. 
The supply of power to each distribution plant with any voltage rating is subject to the 
approved so-called "modular connections" kept under regular conditions of faultless 
operation. If needed for maintenance or repair of any power feature, the shift supervi-
sor at control centre decides to switch over to the alternate power supply to the partic-
ular distribution plant or the area affected. That means each feature within the LDS is 
provided with a backup, this is an essential requirement for industrial grids. 
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Abstract. Demandingness of the energy calculation by means of the rail vehicle 
momentary output time integration method lies in a need for detailed input data 
as a tachogram - a time-speed relation and a corresponding passed distance 
which can be obtained by a calculation or from a train entrepreneur. A locomo-
tive load value, comprising wagons and resistance components of a track, de-
termines a required tractive power value on a wheel circumference. Each trac-
tion power value is assigned to a traction motor current value in traction charac-
teristics, which can be further used for a locomotive output calculation. To 
make the calculation more accurate a model has been created in the EMTP – 
ATP software, its advantage is to simulate a dynamic behavior of a model 
which is affected by more influences at the same time. The simulation time can 
be shortened in an exact ratio to the real time and thus an evaluation and im-
plementation of changes of the model parameters can be performed more quick-
ly. 

Keywords: rail transportation, mathematical model, vehicle driving, motors, 
impedance. 

1 Introduction 

A run of a train with a 182 type locomotive has been simulated in the Přerov - Česká 
Třebová track segment (track no.270 according to the Czech Railways nomenclature), 
to be specific, between the stations with traction substations Grygov, Červenka, as 
shown in Fig. 3, where a placement of the traction substations corresponding with the 
actual condition can be seen [4]. By means of the EMTP – ATP programme the pro-
gression of voltage and current in traction motors during various periods of a run has 
been simulated. The output values have been further used for a calculation of the train 
electrical energy consumption by means of the locomotive momentary output time 
integration method. 

2 Train Data 

The 182 type locomotive output control is a resistance one, traction motors are direct-
current six-pole series electric motors sequenced in three ways: 

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 18–23.
VŠB – Technical University of Ostrava, FEECS, 2014, ISBN 978-80-248-3458-0.
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 Series (6 motors in a series, U = 500 V), 
 1. Series-parallel (2 legs of 3 series-connected motors, U = 1000 V), 
 2. Series-parallel (3 legs of 2 series-connected motors, U = 1500 V). 

The locomotive has been loaded with eleven Faccs type freight wagons of 657 t total 
weight, as shown in Figure 1 [2, 6]. 

 
Fig. 1. 182 type locomotive and Faccs type freight wagon 

3 Data of Traction Mains and Traction Substations 

The two-side power supply of the traction mains is realized by a Cu trolley wire 150 
mm2 and a Cu suspension cable 120 mm2 together with an AlFe line feeder 240 mm2  
with 0.06 /km specific resistance. The basis of the traction substation is a three-
winding traction transformer 23/ 2 x 2.5 kV with a winding in Yyd, as it is shown in 
Figure 2. In the same Figure there is also a corresponding model of a rectifying block 
in the EMTP – ATP comprising a BCTRAN transformer with corresponding values 
of a traction oil transformer of 5.3 MVA output which is made by Power – Energo 
company [3]. 

 
Fig. 2. The traction transformer and twelve-pulse rectifier model in the Emtp – Atp 

To save a space in the scheme in Figure 3, the block with the transformer and the 
rectifier is depicted as a square with a designation GRP. Each of the substations con-
sists of four blocks connected in parallel, connected to the trolley wire through a 
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choke of 4 mH value, in the simulation it helps to smooth a progression of the recti-
fied voltage and restrains the rate of the short-circuit current rise. 

 
Fig. 3. 182 type locomotive traction motors in the series-parallel connection and a circuit dia-

gram for the train run simulation in the Grygov – Červenka segment in the EMTP – ATP 

4 The Simulation of the 182 Type Locomotive Run in the 
Grygov – Červenka Track Segment 

The train run according to the time-speed tachogram begins with starting up to 30 
km/h speed in the Grygov station, goes-on at a constant speed for a minute and accel-
erates again up to 40 km/h speed which is maintained till the arrival to the Červenka 
station where the train begins to brake to stop. According to time the passed distance 
and the corresponding train tractive power has been calculated according to the par-
ticular phases of the run and the reduced gradient value, as shown in Figure 4.  
The train run real time 2640 s is too long for the simulation in the EMTP – ATP pro-
gramme, therefore it has been speeded-up a thousand times: 

 .s)(s,-,  timeSimulation
1000

 timeReal
  (1) 
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Fig. 4. Required tractive power on a wheel circumference and during the constant speed run, 

where it is increased depending on the track reduced gradient 

For the 27.86 km distance between the stations the line resistance value is 1.67172 . 
The train run simulation according to the progression of voltage and current V30 to 
V40 between the Grygov – Červenka stations is solved by two time-dependent resis-
tors with a VA characteristic. The R1 resistor Grygov resistance value is changing 
depending on the distance in the segment (the given distance in km x 0.06   while 
the R2 Červenka resistance value is decreasing, so that the sum of the resistances in 
each time step is equal to the line resistance 1.67172   between the stations. Deter-
mination of the motor resistance values for the simulation has been performed accord-
ing to the locomotive total current, whereas the current of one traction motor needed 
to be known [5]. Motor groups sequencing for 30 km/h speed is series-parallel with 
pre-sequencing a resistance step no.25, where one motor current is 225 A (cor-
responding tractive power is 135 kN) and the locomotive total current is determined 
according to the formula below: 

 .450
3

2256
30  AAI 


  (2) 

A calculation of the resistance for the simulation: 

 .666
450

3000R 30  Ω.
A
V   (3) 

Motor groups sequencing for 40 km/h speed is series-parallel with a shunt section 
no.2, where one motor current is 252 A (corresponding tractive power is 150 kN) and 
the locomotive total current is determined according to the formula below: 

 .504
3

2526
40  AAI 


  (4) 

A calculation of the resistance for the simulation: 

 .5,95 Ω
504A

3000VR 40   (5) 
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5 Calculation of Electrical Energy Consumption of a Freight 
Train and the Grygov and Červenka Substations 

A calculation of electrical energy consumption for the run and the Červenka and 
Grygov substations has been performed for the run at 40 km/h speed by means of the 
locomotive momentary output time integration method [1]. A period of a calculation 
step was used: 0.0001, to which a simulation time step 0.05 s corresponds according 
to the output data file View LIS file 0.05 s = 50 s real time step = 0.01388 hour.  
The electrical energy consumption has been calculated for 40 km/h even speed, for 
this run phase the traction motor output has been calculated and integration for the 
simulation time step t = 0.01388 h has been performed. 

 .
1000

4040   (kW)IVPowerf 
  (6) 

For E182 energy consumption calculation the integration has been performed using 
the Mathcad software, the result is a matrix of values of electrical energy consump-
tion for the given time step. The result of the sum of all elements of the matrix is the 
total electrical energy consumption: 

 .5914182  kWh, (kWh)f(t)E    (7) 

In the railway transport the specific energy consumption (W h / t.km) is determined 
which is the total consumption rate (W h) related to t km (ton-kilometre). At energy 
consumption 914.5 kW, the specific energy consumption is (designated as Wmsee): 

 .29
40

100018240
 Wh/tkm

LM
ET

Wmsee 



   (8) 

where T40 is the run time at 40 km/h even speed – 0.6389 h, 
M is a weight of the locomotive and wagons – 777 tons, 
L40 is a length of the passed distance at 40 km/h even speed – 26.07 km. 
It is necessary to add the specific energy consumption (designated as Wpp) of auxil-
iary drives as compressors, ventilators, control circuits; in literature, for 182 type 
locomotive the value Ppp = 52.2 kW is mentioned as the accessory circuits input. 

 .61
40
100040

 Wh/tkm,
LM

PT
Wpp pp 




  (9) 

The specific energy consumption for the locomotive collector at 40 km/h even speed 
in summer is Wmsee + Wpp = 30.48 W h / t km. 
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6 Conclusion 

In the paper a problem of the specific energy consumption calculation has been solved 
for a selected train – 182 type locomotive with Faccs freight wagons when running at 
40 km/h even speed in the Grygov – Červenka track segment. A corresponding simu-
lation in the EMTP – ATP programme has been performed, the resulting voltage and 
current progression values have been used for the specific energy consumption calcu-
lation by input integration for the given time. The specific energy consumption result 
for summer is 30.48 W h/t km, which corresponds to a Pn through freight train con-
sumption at a track reduced gradient up to 4.5 N/kN, as shown in the nomogram on 
Figure 6. 

 
Fig. 6. Nomogram for determination of orientational specific energy consumption for typical 

trains 
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Abstract. The aim of this paper was to compare the results measured using the 

UGR method of computer programs and practical implementation. The reason 

for this comparison is newly deployed LED luminaires. For LED luminaires 

may happen some applications to the user's subjective complaints of glare, alt-

hough calculations for project documentation meet the conditions for glare re-

duction. The basic problem is a very small area from which the LEDs emit. The 

optical active area has significantly higher luminances than conventional light 

sources. The energetic advantage of lighting systems using LEDs will lead to 

more widespread usage, provided the lighting. It is therefore necessary that the 

issue involving high luminances in the direction of view of the user to solve as 

soon as possible. 

Keywords: disturbing glare, UGR method, luminance analyzer 

1 Introduction 

This article describes the outcomes of measuring the luminance using the lumi-

nance analyzer and follow determination UGR using measured luminance in the new 

plan office equipped with recessed LED lighting. Office was selected for comparison 

with LED lighting with maximum attention on the glare reduction. Used luminaires 

use LED modules as private sources of radiation, which is itself a significantly lower 

luminance than discrete LED. Lamps are further limited by the reflectors, which sig-

nificantly prevent the emission of light flow into critical viewing directions. Lighting 

system with these lights should be no discrepancies between the calculated values and 

the measured values of the UGR. 

2 Parameters installed luminaires 

Lamps are down lights with LED light source and reflector without cover glass. 

Parameters input power 11W/1100lm (S1) and 21W/2000lm (S2).This kind of lumi-

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 24–29.
VŠB – Technical University of Ostrava, FEECS, 2014, ISBN 978-80-248-3458-0.
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naires was used because of good distribution with minimal distribution to problematic 

angles from 45°-85°. 

3 Requirements of the glare 

Norm EN 12464-1:2012, Light and lighting - Lighting of work places - Part 1 - In-

side workspaces, specifies the minimum shielding angles for specified highlights of 

light sources as follows. 

 
Standard specifies the average limit highlights luminaires can mirror lamp shades 

in flat panel displays at an angle of 65 ° or more as follows: 

Table 1. Average luminance limits of luminaires, which can be reflected in flat screens 

 

3.1 Comparison shielding luminaires at critical angles – 65° 

The calculation of the average normal luminance light source provided cosine radi-
ation light source: 

 Diameter LED light source :  d = 67 mm 

 Luminous flux :   Φ = 2000 lm 

 The luminance of the light source: 
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Fig. 1. Luminance map luminaires 2000 lm at an angle of 65 ° 
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 The measured luminance of the lamp according to the luminance maps at an angle 

of 65 °- L65 = 116.1 cd.m
-2

. 

  Luminaire appropriate for the aperture of the light source: shielding angle is great-

er than 25 °. 

 Luminaire appropriate for the use in workplaces with display, L65 ≤ 3000 cd.m
-2

. 

 

4 UGR method according to CIE 117 – 1995 Interference 

lighting in indoor lifting 

Discomfort glare is defined by the CIE publication 17 4th 1987, "International 
Lighting Technical Dictionary" as: glare, which gives an unpleasant feeling, but not 
necessarily worsen visual performance. 

Three methods have been developed glare rating: 

 The formula for uniform evaluation of glare (UGR). 

 Derived table method enabling easy comparison of different lighting options. 

 Method of limit lines derived luminance assist engineers with the development of 

lamps and providing designers approximate information about the appropriateness 

of luminaries. 

In this case a uniform formula glare rating (UGR): 
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 (2) 

 UGR is unified glare rating [-] 

 Lb is the background luminance [cd. m
-2

] 

 L luminance of each light in the direction of the eye of the beholder [cd. m
-2

]  

 ω solid angle under which the observer sees the shining luminaries of each [sr]  

 p official position by Guth for each luminary (displacement in direction [-] 

4.1 Derived table method 

This method involves calculating the uncorrected glare factor intended for publica-

tion, together with the photometric parameters luminaires, a majority of them for each 

type of luminaires supplied by the manufacturer. 

5 Descriotions of measurement 

Light sources were burned-in (last at least 100 hours burn time). Measurements 
were performed to stabilize luminous flux of lamps. The ceiling height is 3 meters and 
luminaires too. Lighting system isn’t affected by daylight or street lighting. The meas-
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ured area was installed recessed luminaires type S1 and S2, their distribution was ir-
regular. In selected rooms with higher expected value UGR photo was taken, which, 
after evaluation has become a luminance map area. Captured photos were evaluated in 
software LMK LabSoft. The program was calculated for each luminary following data: 
average luminance, solid angle, positions the observer. Height measurement plane 
UGR is 1,2 m, so the normalized height of the sitting person. 

 

Used instruments:  

 The luminance analyzer LMK Mobile Advanced - range 0,3 ÷ 50 000 cd m
-2

, 

kcd.m
-2

. 

 Luxmeter PRC Krochmann RadioLux 111, S / N: 100612, photometric head light 

(λ) correction S / N: 121027-1. 

5.1 Calculation of reflectivity 

The reflectivity factor of the ceiling and walls are the same because of the same 

painting, the floor was laid carpet. To calculate the reflectivity factor was measured 

illuminance using a luxmeter and highlights using LMK analyzer. Reflectance factor 

is calculated as: 

 100



E

L
  (3) 

 ρ is reflectivity factor [%]. 

  L is the luminance of the wall / ceiling [cd.m
-2

]. 

 E is the value of illuminance wall / ceiling [lx]. 

 

Fig. 2. Example of luminance map of the floor 

Table 2.   The measured values and the calculated factor of reflectivity value 

 

Average luminance 

Lavg [cd m-2] 

Illuminance 

E [lx] 

Factor of 

 reflectivity 

ρ [%] 

Wall /ceiling 42,3 160,1 83 

Floor 20,6 270,2 24 
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Calculated reflectivities are 83/83/24, which corresponds closely to the first column 
in Table UGR (Table 2). Expected value for UGR light S2 is in the range of 12.5 to 
within + 5.3 to - 8.1, as expected spacing fixtures about 2m. 

6 Evaluation of measurement 

Calculation view 1 of the adaptation luminance of vertical illuminance: 

 
242,93

5,293  mcd
E

L s
b


 (4) 

To the next formula are implements dates from Tab. 4.  

Table 3. Auxiliary table calculation, view 1 

Lamp 

Horizontal 

angles of view 

[°] 

Vertical 

angles of 

view [°] 

Factor of 

position p 

Average lu-

minance 

Lavg [cd/m2] 

Solid angle 

Ωlamp [sr] 

1 5,55 77,85 1,53 2081 0,00509818 

2 40,5 54,6 4,5 2370 0,00136359 

3 3,3 51 5 2322 0,00224662 

4 63 43,8 8,9 401 0,0002897 

5 52,8 29,4 14 420 0,00029382 

6 38,25 34,5 10,6 326 0,00059645 

7 2,7 31,5 14,7 295 0,0006154 

 
Calculation of the UGR: 

 51,11
25,0

log8
2

2
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 (5) 

 

Fig. 3. View 1 from a height of 1.2 m (occupant) 
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There are information about luminaires, which are visible observes angle of view 
(Fig. 8). 

7 The evaluation 

The illumination area was made a set of measurements, calculations and compari-
sons, whose purpose was to assess the suitability of the lighting system with LED light 
sources in space agencies in terms of luminance ratios and disturbing glare. Index dis-
turbing glare UGR determined based on the measured reflectance surfaces and stand-
ardized UGR table lamp designed for S1 set at 10.6 ( +5.3 , -8.1 ) and for luminaire S2 
12.7 ( +5.3 , -8 , 1 ) , this values are from Table II, the spacing between of about 2 m , 
depending on the position of the observer. From the measured luminance map taken in 
measured room was calculated index glare UGR , which came to 11.51(S1) and 
14.69(S2) , which validates the table method . Use luminaries are suitable for use in 
offices and workplaces with the display and the whole lighting system implemented 
appropriate for the index glare UGR according to standard EN 12464-1 Light and 
lighting - Lighting of work places - Part 1: Indoor work places, 2012 for office space 
(offices ) , pursuit of writing , typing , reading, data processing and other activities with 
the desired value UGR < 19. The aging lighting system will gradually decrease the 
brightness of light sources and surface reflectance. Therefore, highlights and calculated 
indices are highest glare and gradually will gradually decrease. 

It was the LED luminaires with LED modules with a large area, the results ob-
tained by measuring a comparable table method. 

The measured area was without equipment. It should be noted that the factor glare 

UGR addresses only direct discomfort glare caused by lights. 
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Abstract. The paper describes restoration methodology for 110 kV power lines. 

This method is based on reliability centered maintenance (RCM). The distribut-

ed energy and effect of line failure are used to determine the importance of line. 

For determine the technical condition is use database of faults. The results and 

analysis of first and second version are used to modify the last version of meth-

odology. 

Keywords: Power line, RCM, reliability, technical condition, importance of 

line, restoration, matrix 

1 Introduction 

To maintain distribution networks, most distributors follow the schedule of preventive 

maintenance which stipulates procedures and times of preventive maintenance. 

The modern maintenance is based on the principle of reliability centered maintenance 

(RCM) which is directly dependent on the technical condition and importance of dis-

tribution system equipment. By employing RCM principles, maintenance can be 

economized and the restoration of distribution network can be properly planned. Our 

method aims to establish the sequencing of pieces of distribution network equipment 

for restoration. The new version of methodology is modify by results and analysis of 

older versions of methodology. This new version is more accurate determination of 

input parameters. 

2 Restoration method for 110 kV power lines 

Restoration method for 110 kV lines is based on the principles of RCM [1]. To de-

termine the technical condition, the 110 kV line failure database is used.  

The line importance is determined with respect to the power transmitted by the line 

and also the effect of line failure. The outcome of the method is a quantity we call 

‘restoration priority‘ PO. Restoration priority is a relative value within the range of    

0 and 100 %. Higher PO value means increasing urgency of restoration.  

 PO            TS)·        kTSDV) + DV·kTSDV (1) 

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 30–35.
VŠB – Technical University of Ostrava, FEECS, 2014, ISBN 978-80-248-3458-0.
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Restoration priority is calculated in the relation (1), where TS is the technical condi-

tion of the line, and DV is the importance of the line. Coefficient kTSDV divides the 

influence of TS and DV on final restoration priority value. If the value is more than 

0.5, line importance is preferred and vice versa. 

Not only accurate assessment of technical condition, but also connection of particular 

maintenance area with the appropriate line is important. The technical condition is 

relevant to the maintenance area. However, line importance is relevant to the whole 

line. Most lines are divided in two and more maintenance sections. 

2.1 Importance of line 

The line importance calculation is based on the yearly distributed energy and the ef-

fect of a failure for the whole line.  Distributed energy is based on daily readings of 

average, minimum and maximum values, taken every hour in the whole of the distri-

bution line. Total calculation is automatized with help of macros in Excel and is run 

with all the items including voltage, current etc. for the whole year and 365 files. 

Before reading the distributed energy, correctness of number of days on both sends of 

lines is verified. An approximate value of distributed energy is sufficient to assess 

importance, therefore all 110 kV lines are assorted in categories, similarly with points 

of technical condition (Table 1). Values E_x determine the upper value of an interval 

of the given category. 

Table 1. Categorization of distributed energy 

Distributed energy E_1 E_2 E_3 E_4 

Category 1 2 3 4 

 

The second input parameter for line importance is the effect of failure. This parameter 

defines the consequence of a line failure, or in other words, it describes a back-up of a 

line. In the analysis we determined 7 possible effects of a failure:   

 1 – “ No effect“– no manipulation necessary, 

 2 – Back-up by 110 kV line of approx. the same length, 

 3 – Back-up by 110 kV line of approx. the same  length with limited power, 

 4 – Back-up by a longer 110 kV line, 

 5 – Back-up by a longer 110 kV line - limited power, 

 6 – Back-up by MV line, 

 7 – Back-up by MV line – limited power. 

 

To assess the line importance is simpler than to assess the technical condition as no 

calculation is necessary. Both input parameters are categorized, therefore when the 

effect of failure is e.g. type 3 and distributed energy type 3, then the final line im-

portance must equal 30%. The matrix values are determined on the basis of the input 

parameters analysis and theoretical analysis.   
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Table 2. Importance of line - Matrix 

MATRIX 

Importance 

of line 

Distributed energy 

1 2 3 4 

E
ffe

c
t o

f fa
ilu

r
e
 

1 0 % 5 %       10 % 20 % 

2 5 % 10 % 15 % 25 % 

3 15 % 25 % 30 % 45 % 

4 7 % 12 % 17 % 27 % 

5 25 % 35 % 40 % 50 % 

6 20 % 25 % 30 % 40 % 

7 35 % 45 % 55 % 70 % 

 

The values prove that the line backups that can carry only reduced power and those 

that can be backed up only by MV lines have higher values of line importance. The 

higher is distributed energy, the higher is final value of line importance. 

 

2.2 Technical condition 

Technical condition is assessed on the basis of a failure database (in xlsx format) 

provided by the information system of a distribution system operator. One failure can 

be described in as much as 216 entries. As most of these entries are irrelevant, the 

database is reduced to the total of 30 important entries.  

A failure priority determines the urgency of maintenance. Up to now, we differentiate 

from 4 failure priorities: 

 1 – URGENT, 

 3 – MONTH, 

 4 – YEAR, 

 5 – CONTROL at ŘPÚ. 

 

A failure priority is used to evaluate the technical condition of maintenance sections; 

therefore there are both – a verbal and a number code priority indication.  

The quantity entry helps to make the technical condition assessment more accurate. It 

does not indicate a total number of faults in one maintenance section, but a number of 

faults of the same type found at one inspection (e.g. faulty insulators, missing warning 

plates, etc.).  The key issue of quantity is that it can refer to pieces or meters, depend-

ing on the failed object. When the failed element is a line or a cable, then the value is 

in meters. Other 110 kV line elements are always in pieces (support, bracket). There-

fore, quantity is categorized in three types (Table 3). 
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Table 3. Categories of quantity 

Quantity 

Meters Pieces 

up to 25 m 1 up to 10 pcs 1 

from 26 to 50 m 2 from 11 to 30 pcs 2 

over 51 m 3 over 31 pcs 3 

 

To assess the technical condition, the number of failures in every maintenance section 
in relevant priority and category must be defined via contingency table. 

The calculation of technical condition has two steps. Firstly, points of technical condi-
tion (BTS) are calculated for the relevant section by an equation (2), where VPx is 
weight value for priority x. Variable pM1x means the number of failures with x priority 
in category 1 of quantity; pM2x a pM3x are numbers for higher category of quantity. Co-
efficients k2 and k3 increase the final value of BTS with respect to the quantity category.  

 BTS   ∑VPx·∑ pM1x + k2· pM2x + k3· pM3x) (2) 

Secondly, the technical condition of a maintenance section is assessed according to 

results in Table 4. The BTS_x values determine the upper limit of points of technical 

importance span interval which is assigned one per cent value of technical condition.  

Table 4. BTS limits 

BTS limits 

BTS_1 BTS_2 BTS_3 BTS_4 >BTS_4 

Technical condition TS 

95 % 80 % 70 % 60 % 40 % 

 

3 Modification of methodology 

The first results and analysis of methodology showed less accuracy of the methodolo-

gy. Two major modifications are made. In first modification we modify the determi-

nation of technical condition – more categories of BTS limits, prioritizing of TS etc. 

The second modification concerned on the importance of line.  Firstly we increase the 

distributed energy categories from 4 to 6. Secondly we determine new values in ma-

trix. 

3.1 New importance matrix 

The values in the matrix of importance were based on theoretical assumptions [2], 

analyses, and theoretical calculations. These calculations drew upon reliability 

scheme methods, and updated reliability parameters. There was one disadvantage to 



34 Vı́t Houdek

this calculation, namely that transmission capability could not be included. However, 

this drawback was eliminated by software SPOLEH [3].  

The software SPOLEH was used to calculate probability of failure-free operation. 

Unlike in previous calculations, only one backup line was modeled in two lengths - 

100 km, and 150 km. The current reliability parameters were applied [3], e.g. 

λ = 0.286 year
-1

 failure rate for     kV lines and τ = 2.198 hours failure mean time.  

There were six different types of modeling of failure effects, one for each of six 

distributed energy categories. Transformers HV/MV was modeled for MV backup 

lines. Transmission capability was simulated to secure R = 0.999 failure-free opera-

tion at the full load. Reduced transmission capability was modeled on R = 0.9975. 

Then in the ratio of distributed energy was reduced probability. Thus probability for 

all variants of failure effect – distributed energy was calculated. With help of these 

probabilities the values for the matrix of importance were acquired. (Tab. VIII). The 

importance values were rounded off to integer per cent.  The best importance was set 

on 0 % and the worst importance on 60 %. 

Table 5. New importance matrix 

MATRIX 

Importance 

of line 

Distributed energy 

1 2 3 4 5 6 

E
ffe

c
t o

f fa
ilu

r
e
 

1 0% 2% 3% 5% 6% 8% 

2 3% 5% 8% 11% 14% 16% 

3 9% 14% 18% 23% 28% 36% 

4 5% 7% 10% 13% 16% 20% 

5 15% 21% 27% 36% 42% 48% 

6 12% 15% 18% 22% 26% 34% 

7 19% 26% 32% 41% 51% 60% 

 

4 Conclusion 

The paper outlines the issues of 110 kV lines restoration.  The input data of the meth-

odology are failure database, distributed energy and effect of failure. The critical issue 

is determination of two parameters – technical condition and importance of line. Ap-

plication of method should determine the value priority of restoration. 

Verification of method was carried out on the data file of one distribution area. Dis-

tributed energy was determined on the basis of a yearly measurement in this area. 

Assessment of 110 kV line backup was determined from the network scheme. The 

technical condition was assessed on the basis of 44-month faults database. 

The first version proved lower validity and method was modified in two following 

versions. The method for technical condition assessment was corrected in the second 

version and method of assessment of line importance was modified in the third ver-
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sion using software SPOLEH. This modification is described in this paper. New ver-

sion of matrix increase the accuracy of the methodology. 

 

ACKNOWLEDGEMENTS 

This work was supported by the SGS grant from VŠB - Technical University of   

Ostrava (No. SP2014/187) and by the project ENET (No. CZ.1.05/2.1.00/03.0069. 

The results of the thesis are published in: 

 konference CIRED 2  3, Tábor, ISBN 978-80-905014-2-3 

 článek Przeglad elektrotechniczny   /2  3, ISSN   33-2097 

 konference  ELNET 2013, Ostrava, ISBN 978-80-248-3254-8 

 konference EPE 2014, Brno, ISBN 978-1-4799-3806-3 

 

5 References 

1. Z. Martínek, V. Královacová: The Solution for Repairable Units. Proceedings of the 11th 

international Scientific Conference Electric Power Engineering 2010, University of Tech-

nology Brno.  

2. V. Houdek, S. Rusek, R. Goňo: Backup Alternatives for 110 kV Lines. Advances in Elec-

trical and Electronic Engineering. 2013, vol.11 no.3. ISSN 1366-1376 

3. Manuál programu SPOLEH 

 



Research and measurement of active and
reactive power supplied by the biogas station

into the distribution network
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Abstract. This article deals with the evaluation of measurement at a specific 

biogas station. The introduction described the biogas plant which was held at 

the measurement, which is discussed in more detail next section. There is de-

scribed a measuring device that was used, followed by analysis of the measured 

data output - both active and mainly reactive, which has a very interesting 

course. The last section is devoted to higher-order harmonic current and volt-

age. The measured values are evaluated according to quality standard voltage to 

ČSN EN 50160. This work is part of a longer-term research that addresses the 

impact of the operation of a biogas station to the distribution network. 

1   Introduction 

Biogas station (BGS) in which the measurement was carried out within the territory of 

the Moravia-Silesia Region. BGS is situated within the grounds of an agricultural 

enterprise engaged in pig and processes mainly maize silage and pig manure, to a 

lesser extent waste from the processing of sugar beets, beet chips. The main reason 

was the source of manure for use liquids for wet fermentation technology.[1] One 

other reason this location was the possibility of using waste heat for heating the adja-

cent stables, office buildings, and in the summer in a newly built grain dryer.  

 Biogas station has an installed electrical output in the amount of 1,090 kW and 1,080 

kW thermal output. Conversion of biogas into electricity makes four cogeneration 

units. Three identical compression ignition units have an output of 250 kWe and one 

spark ignition unit has an output 340 kWe. Power is brought out into the overhead line 

22kV distribution network via transformer substations 0.4 / 22kV equipped with one 

transformer with a maximum power 1250 kVA with a nominal current of 1804 A. [2] 

2   Measurement[3] 

The measurement was realized at the end of January to March this year, particularly 

since 9 January 2014 (15:50) until March 7, 2014 (9:00) - a total of 57 days. Meas-

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 36–41.
VŠB – Technical University of Ostrava, FEECS, 2014, ISBN 978-80-248-3458-0.
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urements were realized of an automatic measuring device - network analyzer ENA 

330 from ELCOM, a.s.. Phase voltage was measured by analyzer directly on the bus-

bars in switchboard RH1 and currents in each phase using the clamp current transduc-

ers using already installed instrument current transformers 1500/5A.  

Within the measurement of electrical quantities, the analyzer measured the voltages, 

currents, angles between voltages and currents and other variables mathematically 

calculated. It was also an evaluation of power quality according to ČSN EN 50160. 

An assessment was mainly the voltage, total harmonic distortion, long-term flicker 

severity, voltage decreases and unbalance. 

  

Fig.  1 Single-pole schneme of the main switchboard a biogas station  

 Analyzer ENA 330 meets the requirements for measuring instruments and measure-

ment procedure given standards ČSN EN 50160, ČSN EN 61000-4-7, ČSN EN 

61000-4-15 a ČSN EN 61000-4-30.  
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2.1   Outputs  

 

Fig.  2 The course of the active power supply to the grid 

In Figure 2 we can see the overall progress of the active power supplied by all cogen-

eration units to the network for the entire measurement period. In the reporting period, 

there were only three failures of the grid, while on February 1, 2014, there were two 

failures in a total duration of 30 minutes. The third failure occurred on February 18, 

2014 and lasted nearly one hour (54min).  

The first two failures were caused by the failure of 22 kV distribution network, due to 

adverse weather conditions. The last failure was caused by a technical failure on two 

cogeneration units, which caused the need for a total shutdown of BGS. 

 In the period from 01.17. to 31.1., there are several recessions power output, which 

has been re-caused shutdown of a cogeneration unit in which it occurred is still the 

same problem, namely the overheating of one cylinder internal combustion engine. 

This problem is a long time failed to correctly repair and individual servicing help 

only for a few days. A major service maintenance eliminate this problem altogether in 

the end.  
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Fig.  3 Detail course reactive power in the individual phases 

Figure 3 shows the course of reactive power in each phase at the time of the entire 

measurement. It is seen that the reactive power of each phase mostly keeps close to 

some specific value, and sometimes there will be some volatility. 

Reactive power of the second phase (blue) is around the 20 kvar inductive against the 

third phase (green), in which the predominant reactive power values around - 20 kvar 

capacity. The first phase (red) fluctuates between these two values.  

 

Fig.  4 The histogram of reactive power in the individual phases 

Fig. 4 shows histograms of reactive power for each phase. In the first phase shows two 

smaller peaks, the first at around -16 kVAr, ie capacitive, and another significant peak 

at around 18 kVAr, ie inductive character. In the second phase the values are distrib-

uted mainly around 19 kVAr (inductive). In the third phase values are narrowly dis-

tributed around a value of -19 kVAR (capacitive). This disproportion in reactive pow-

er within each phase could indicate improper compensation setting.[4] 
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2.2   Higher-order harmonics 

 

Fig.  5 The spectrum of higher order harmonic voltage marked permissible limits according to  

ČSN EN 50160 

 

 

Fig.  6 The spectrum of higher order harmonic current 

Fig. 5 shows the spectrum of higher order harmonic voltage marked permissible limits 

according to ČSN EN 50160. No limit has been exceeded, most them approaching the 

fifth harmonic, which reaches almost 22% of the permitted limit of <= 6%, ie 1.3% of 

the value of the fundamental harmonic and seventh harmonic reaching almost 20% of 

the permitted limit of <= 5%, ie 0 , 99%. This is a logarithmic scale, so it appears that 

amounts to more than half of the permissible values. 

Fig. 6 shows the harmonic spectrum of higher order flow from the first (baseline) to 

the fiftieth harmonic. In the entire spectrum of the reflected visible only lower order 

harmonics, ie the second, third, fourth, fifth, seventh and eleventh. 

Since the spectrum of higher order harmonic voltages appear higher orders than in the 

spectrum of harmonic currents, which are mainly caused by synchronous generators of 

cogeneration units, then these higher orders voltage probably introduced from the 

parent network of 22 kV, which is connected to at least one photovoltaic plant.   
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3  Conclusion 

In this article, we focused on the analysis of course reactive power, which has a very 

interesting course. Is currently underway analysis of the possibilities of this uneven 

distribution sources in the different phases. Most used motors for pumps, mixers and 

income-equipment are three-phases, therefore, would not cause an unbalanced load. 

The most probable appear possibility of poor settings of the compensating device. 

This variant is discussed with the supplier of the technology biogas plant. Another part 

of the article deals with the analysis of higher-order harmonics, which biogas station 

operates at 22 kV distribution network. All observed higher order harmonics fulfills 

the requirements of ČSN EN 50160, the most significant are the 5th and 7th harmon-

ics which reaches slightly over half the permissible limits. This article is part of a 

long-term research investigating the effect of the action of a biogas station to the dis-

tribution network of 22 kV. 
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Abstract. This paper is about active charging stations for electric cars. Active 

charging station is usually part of modern electrical grids, known as a Smart 

Grids or Micro Grids. This paper also includes an executive summary existing 

knowledge about the structure and service of electricity distribution network, 

analysis of electric car industry and its potential impact on the electrical net-

work and also conceptual solution charging stations electric cars with minimal 

effects on the power network. 

Keywords : active charging station, accumulation of electrical energy, electric 

network, electric car, charging station. 

1 Introduction 

Electromobility is currently perhaps the most commonly discussed terms of automo-

tive technology. Low number of vehicles operated in the Czech Republic is also cor-

responding to the low density of charging stations, most of which are also operated an 

amateur way. In case of expansion of electric vehicles will also increase the demands 

on the construction of an adequate network of charging stations. 

For these purposes seems to be very advantageous to combine the emerging system 

of infrastructure charging stations with renewable power sources, such as the energy 

produced by the sun with the possibilities of accumulation and its subsequent delivery 

to the uniform charging infrastructure.  

2 Connecting of charging stations for electric cars to the 

distribution network 

If the number of electric vehicles operators will increase, will be necessary to build 

sufficiently dense network of charging stations, to ensure not only the range of elec-

tric cars in its area of operation, but also allows occasional crossing at medium dis-

tances up to about 300 km [2]. This requires the deployment of charging stations 

along major roads within a maximum of 50-60 km. 

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 42–47.
VŠB – Technical University of Ostrava, FEECS, 2014, ISBN 978-80-248-3458-0.
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2.1 Estimation of the electrical energy amount needed for charging vehicles 

The amount of electric power consumption can be estimated on the based expected 

performance structure of the vehicle and their fail safe distances. The energy needed 

for an average range 120 km of electric vehicles in three distinctive categories gives 

us Table 1. The three basic categories of electric vehicles, which are characterized by 

different engine power were chosen for analysis [3]. Category "A" - a small urban 

vehicle with traction engine power about 10 kW, category "B" - standard vehicle low-

er middle class with performance of traction engine about 30 kW and category "C" - a 

higher class with performance of traction engine about 80 kW. Range is in all three 

categories averaged 120 km. The energy required for operation of the vehicle was 

determined simplified calculation based on basic physical equations for calculating 

the energy performance of engine vehicles (Table 1.). 

Table 1. Energy and sampling intensity in terms of charging electric vehicles in selected cate-

gories for a single driving cycle 

Category of 

vehicle 

Stored energy of 

vehicle (range 120 

km) 

Charging current 

t = 8 hours t = 4 hours t = 0,5 hour 

A 13.3 kWh 5.1 A 10.2 A 81.6 A 

B 30.0 kWh 10.2 A 20.4 A 163.2 A 

C 41.1 kWh 14.2 A 28.4 A 227.2 A 

In a similar way, was calculated charging current for the stored energy and the ex-

pected nominal voltage of 350 V battery, for three different charging times. These 

times have been set for probable modes: 

 t = 8 hours - long-term (e.g. night) charging electric vehicles by low current at full 

capacity battery, 

 t = 4 hours - charging electric vehicles during the day (e.g. a vehicle parked during 

working hours around lunch breaks or business meetings), 

 t = 0.5 hours - so-called fast charging as during a long journey stops. 

2.2 Estimation of the amount of electricity needed to charge the vehicles in the 

region of Ostrava 

The basic premise solutions and designing active networks of charging stations is to 

create conditions for adequate consumption of electrical energy in repetitive cycles, 

which can be linked to the cycles of the daily load diagram distribution network.  

The second prerequisite for successful application of active power stations in the 

area is its positive effect on the network. The solution must be open enough to allow 

even the use of non-traditional and renewable energy sources. 

Types of electric vehicles operated in the Ostrava region [5], in accordance with 

the breakdown as shown in Table 1 could look under Table 2. 
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Table 2. The expected number of electric vehicles in the Ostrava region in the period 2015 – 

2020 

Category of vehicle Number of vehicle (%) Number of vehicle (pc) 

A 70 17 500 

B 25 6 250 

C 5 1 250 

    On the basis of this distribution can be calculated by energy stored in vehicles 

for daily cruising range of 120 km, which would correspond to daily charging cycle. 

Stored energy in all vehicles: 
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It can be assumed that the actual status of distribution network in the Ostrava re-

gion, in terms of its design and in terms of possible sources, would not be enough to 

cover the requirements of electromobility in a certain period of time.  

3 Concept of charging stations for electric cars with minimal 

impact on the supply network 

The concept of charging stations must ensure that the energy required for charging 

electric cars were available regardless of network options, such as at the time of de-

commissioning the vehicle and its charging even during peak sampling network. 

A possible structure of such network shows Fig. 3. 

 

Fig. 1. The integration of active charging station into the structure with the accumulation of 

renewable sources [1] 
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A distinctive feature is the use of multiple sources of energy, which significantly re-

duces the particular peak load distribution networks. The typically is utilization non-

traditional and renewable resources in the temporal distribution of energy to the grid 

along with energy storage in the charging station for the network creates a stabilizing 

element. Involvement of active charging stations, in addition, to its stabilizing func-

tion to perform a variety of additional features: 

 minimizing the consumption of reactive power from the network and the condi-

tions EMC as network traffic and RF interference, 

 achieve the highest energy conversion efficiency for all types of converters, 

 remote control of charging modes by dispatching (e.g., discontinue charging vehi-

cles from the network and go to the charging of the battery charging station). 

3.1 The basic structure of the active charging station 

For a conventional vehicle charging typically uses its own charger connected directly 

to the AC grid. Charging power usually does not exceed 10-15 kW. The problems 

with increased of power draw in the 3. and 5. harmonic are caused by this simple 

method of charging with the concept of switching power supply in the electric 

charger. This concept does not allow for the fast charging. 

The process allows fast charging the vehicle's battery in time less than 1 hour, 

which is a charging current of up to several times larger than the current amp-hour 

capacity battery. A basic comparing size of these currents is performed in the Table 1.  

Block diagram of the active charging station with AC output is shown in Figure 4. 

 

Fig. 2. The structure of the charging station for electric vehicles 

The concept charging station uses the parallel connection of storage to the power 

supply charging socket. The basic power blocks are bidirectional inverter, which al-

lows bidirectional power flow between the network and the battery. This arrangement 

allows to separate electric charge only from the network as part of the common charg-
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ing a battery charging station, and part of the network and battery charging from the 

network in the event that the charging socket is not connected to an electric vehicle. 

The whole system is controlled by a unit of measurement, control and communica-

tion. The power section of active charging station must, therefore, satisfy the follow-

ing requirements: 

 high dynamic management of operating conditions, 

 four-quadrant operation relative to the grid, 

 active filtering reversing the effects of electric chargers, 

 high efficiency of conversion of electrical energy. 

This solution enables cover the needs of the charging electric power at a time when 

the network failure by drawing power from the auxiliary battery of active charging 

station. This solution also allows in appropriate control of inverter suppress the nega-

tive feedback effects of electric vehicle charging on the power grid as the basic har-

monic, reactive power supply and in the higher order harmonics. The advantage of the 

solution is also that in the case of energy shortage in the auxiliary accumulator station 

can only operate as a so-called parallel active filter. 

4 Daily load balance of active charging station  

The impact on daily load diagram by small charging stations with one to three charg-

ing sockets is minimal; therefore, it doesn't make sense to deal with it. Battery of ac-

tive charging station has its justification only with regard to the possibility of charging 

efficient vehicles and doesn't overload the power network. 

During the operation of electric vehicles in their vast majority can be expect their 

operation during daylight hours, allowing basic charge at night, for example, electric 

energy at reduced overnight rates directly from a garage by the private socket. We 

assume that the vehicles in larger cities will be charged from public charging stations 

overnight. In focus to daily load diagram makes sense to think primarily about impact 

active charging stations with more sockets and with greater energy stored in the bat-

tery. 

The basic requirement is balancing of electric energy consumption from the net-

work on the mean value power of daily load diagram. If we use to the accumulation 

all possible energy, it will ensure that the network will be loaded at night to medium 

power, resulting in more efficient use of the network. However, it doesn't suppress the 

extent of peak demand because they are made from other appliances. The important 

thing is that if, during the day electric vehicles need additional charge, they can be 

charged in a network of charging stations from the energy stored in the battery charg-

ing stations, and thus will not contribute to further increase the demand of daily peak. 

For an overall proposal power cables is appropriate to determine the values of 

equivalent powers for morning and evening accumulation, which correspond to a 

constant (equable) flow of energy throughout accumulation. 

If the active charging station is interconnected with a photovoltaic power station, 

the peak of supply energy from solar panels is equalized by the battery of station. This 
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contributes to more efficiency of the charging station, but also to suppress the nega-

tive impacts of photovoltaic on network stability. 

With respect to the power network, at night is irrelevant if it’s charged the electric 

vehicle or the battery of charging station. The main priority is charging an electric 

vehicle if it is connected, in the remaining time can be charged battery of charging 

station. If is sufficiently proposed electric connection charging station, they may be 

charged together. In the case that the charging station is a part of Smart Grids or Mi-

cro Grids, should be available remote control by dispatching center or control system 

of network. 

5 Conclusion 

The purpose is to create such an active station, which is in equilibrium with the op-

portunities and needs of daily load diagram at the site. Therefore, the whole calcula-

tion is based on the needs for continuous cycling of energy in one day. 

One important result of this analysis is the educated guess that the current distribu-

tion network in the Ostrava region, such as in terms of its design and in terms of pos-

sible sources, is not adequate to meet the requirements of electromobility in a certain 

period of time (increase output by about 42 MW). The solution shows the necessity of 

using active charging stations. In connection with a suitable geographical distribution 

of active charging stations in both locations such as location with high density in cit-

ies and also in areas that are likely to be implemented in infrastructure between the 

larger sites, creates new possibilities for managing the operation of distribution net-

work by active charging stations. 

This work was supported by the SGS grant from VŠB – technical University of Os-

trava (No. SP2014/187). 
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Abstract. This paper deals with alternatives of connecting small hydropower plants 

(SHP) with water supply system. The requirements for plants with power output 

from 30 kW to 100 kW and more are outlined, the SHPs passportization in the city 

of Ostrava is described. The law amendments referring to the re-distribution of state 

subsidy for renewable power energy sources are described. 

Keyword: water supply, small hydro power plants, connection to distribution net-

works. 

1   Introduction 

The priority for water supply companies is drinking water supply to a consumer. Some 
of these companies are able to use this water driven under pressure in water mains for pow-
er generation. Increase in building such small hydropower plants (SHPs) in water supply 
system has been supported by state-subsidized purchase price for power from RES. In-
stalling a SHP in water supply system does not require long shut-downs; however, it is 
imperative that any pollution of drinking water is prevented. Operating a SHP brings sub-
stantial benefits and optimizes the quality of processed water by aeration during its passage 
through turbine.  

2   Small Hydropower Plants 

The principle of a SHP is in building a weir or a dam on the water flow. This concen-

trates the flow and raises the water head. Water is driven through the screen into the en-

gine room where the hydropower is transformed to mechanical power. The shaft brings 

mechanical power to the generator which generates electrical power. [4] 
 

The principal parts of a SHP: 

 Barriers on water flows 

 Penstock 

 Screen 

 

 Technical equipment  

 Tailrace  

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 48–53.
VŠB – Technical University of Ostrava, FEECS, 2014, ISBN 978-80-248-3458-0.
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SHPs are designed as: [5] 

 Run-of-river 

 

 Storage

 

Depending on water head SHPS are: 

 Low-pressure – up to 20m  

 Medium-pressure – up to 

100m 

 

 High-pressure – over 100m 

 
Depending on the design SHPs are: 

 Weir 

 Derivative  
 

 Dam 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.  SHP general arrangement [5] 

 
Mostly Banki, Pelton, Francis or pump turbines are employed for SHPs. The amount of 

usable energy depends on the head (vertical change in elevation between the upstream and 
the tail stream water level) and flow (volume of water passing through turbines).  

2.1   Alternatives of connection SHP’s to water supply system  

The simplest connection of a machine set is an asynchronous generator and a properly 

adjusted pump working as a turbine.  In Figure 2. there is a more complicated connection 

with more machine sets working in parallel. This connection is more suitable when flow 

parameters are fluctuating. The accurate pressure regulation is controlled by servo-valves 

[6]. 

2.2   SHP on a water purification plant penstock 

A SHP Vyšní Lhota, which was put in operation in 2008, can serve as an example. 

Specifically, this plant is installed on the penstock duct in the grift chamber of a water pu- 
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rification plant. The run-of-river plant has three pump machine sets working as turbines. 

The machine set comprises three asynchronous generators Siemens ETANORM 150-400 

s P = 90 kW, ETANORM 200-400 s P = 110 kW and ETANORM 300-400 s P = 132 kW. 

Only one turbine is activated at a time and their control is fully automated, the inlet and 

outlet in turbines is controlled via hydro drive and electro-flaps. [6] 

 

 

 

 

 

 

 

 

 

 

Figure 2.  SHP machine set [6]  Figure 3.  SHP Vyšní Lhoty [6] 

 

2.3   SHP on the tower penstock 

2.3.1 Water tower pressure penstock 

 

A SHP built in Frýdek-Místek in 1997 is used as an example. The plants is run-of-river 

and has one turbine and one asynchronous generator type MEZ Frenštát F250MK06 at 37 

kW is on Figure 4. The turbine inlet is controlled with a flow valve via servo drive. The 

operation is fully automated. [6] 

 

 
2.3.2 Water tower pipes feeders 

 

A SHP Hlavatce is located on their premises on a pressureless water tower pipe feeder. 

The machine set comprises an adjusted pump   Sigma Hranice DE 400-LN-S. The flow 

rate is 500 l/s 8 hours a day. The pressure of 2.2 bar in the system is equal to the head of 2 

m [3]. 

 

 

 

 

 

 

Figure 4.  SHP Frýdek-Místek [6]   Figure 5.  SHP Hlavatce [3] 
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2.4   SHP on dam 

Concerning the location of SHPs, these can be installed either under the dam barrier or 

directly in it. They are pumped-storage plants that work in peak or semi-peak hours of 

daily load diagram. Their operators are not water supply companies as a rule, but the 

companies managing the dam, or the electricity companies with a river basin authority 

contract guaranteeing the operation of a SHP within their area. 

2.5   SHP on water mains 

This type of a SHP is installed on the water grid mains directed to a subscriber. It can 
be located before the water tower (SHP No. 3) or a terrestrial water reservoir (SHP No. 4.), 
but also after them (SHP No. 5 and SHP No. 6) e.g. in a break pressure tank.  Water towers 
are built in a level country and terrestrial water reservoirs on elevated ground. Their objec-
tives are to secure water storage and necessary pressure in water mains and also to level the 
differences between the inflow from the water source and outflow to subscribers. Water is 
driven into a reservoir either by gravity (water source is higher than water reservoir) or by a 
force main (water source is lower than reservoir and water is driven in with a pump).  

 

 

 

 

 

 

 

 

 

Figure 6.  Simplified scheme of SHP connection onto the water supply system 

 

3   Basic equipment of renewable energy sources of plants 

The electrical machines controlled from the dispatching are installed primarily due to 

limits in their production that were determined in Act 458/2000 Coll. In plants with power 

output from 30 kW to 100 kW a Ripple Control (RC) receiver will be installed for the 

above given reasons. In plants with power output of 100 kW and more, a RC receiver and 

a Remote Terminal Unit (RTU) will be installed [1]. 

 

3.1  Equipment of plants with 30 kW to 100 kW power output 

To disconnect the source from the distribution network, the dispatching will use a RC 

receiver controlled relay. In areas where RC signal cannot control disconnection, a RTU 

will be deployed. The RC receiver must be in operable mode even after the disconnection 
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from parallel operation - therefore it must be powered from the distribution grid. The RC 

receiver for power output control cannot substitute the RC receiver for switching con-

sumption tariffs. 

 

3.2  Equipment of plants with power output to 100 kW and more 

The sources must be able to give rapid and accurate response to command sent form the 
dispatching. The transmission of readings and signaling from the Remote Terminal Units 
must be provided for the distribution grid dispatcher. A dispatcher can specify a continuous 
voltage control and reactive power for an electrical power source. Remote control provides 
a standardized communication protocol via RTU communication interface.  

4   Requirements for control devices 

The RES plant should be built near a source compatible with the terminal device in the 

dispatching center. In ČEZ Distribuce PLC, Moravia region almost all RES deploy RTU by 

Elvac a.s.  

The RTU is a modular unit designed for data collection and control in distribution grids. 

It is easy to install and can be used for existing switchboards. The system itself consists of 

modular cards which fit into corresponding units.Except for signaling of status DI and 

control with RC, measurement of alternation quantities, other events are monitored as well. 

These are - exceeding of temperature limits, power outages, faults in reading electrical 

quantities of voltage and current, and moreover, active power, apparent power, and reactive 

power quantities are calculated. Readings are taken every second and transmitted to the 

dispatching control system. 

The dispatching control system is connected via data concentrators in dispatching centers 

with monitoring control systems and in electricity plants including RES. For data commu-

nication between dispatching control system and monitoring control systems, the protocols 

such as MDXL, HioCom2 are used, as well as other standardized protocols such as IEC 

60870-5-101 and IEC 60870-5-104. The dispatching control system and data concentrators 

communicate with monitoring and control systems in Moravia region via the aforemen-

tioned IEC 60870-5-104 protocol [2]. 

 

 

 

 

 

 

 

 

 

Figure 7.  Remote Terminal Unit by Elvac a.s. [2] 
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There are various alternatives to the control systems interconnection. Either the deploy-

ment of protocols as a fixed point, or by using GSM (GPRS), in which case the RTU is to 

be equipped with plug-in modules enabling communication via appropriate protocols. 

 

 

 

 

 

 

 

 

Figure 8.  Simplified scheme of communication between Remote Technical Unit and 

Dispatching Control System [1]. 
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Abstract. This paper deals with statistical evaluation of voltage and current 
asymmetry in AC low voltage part of photovoltaic plant. Input data contains 
voltage and current values measured in a real photovoltaic plant  situated in 
Moravian-Silesian region. Data are first used for graphic representation of 
measured values during monitored day and evaluation of voltage fluctuation 
according to ČSN EN 50160. Then follows calculation of voltage and current 
asymmetry coefficients and their comparison with requirement of the above 
mentioned standard. Then is performed a statistical evaluation of all measured 
and calculated values using standard statistical methods, so determination of 
elementary statistical characteristics, representation of "box and whiskers" 
plots, analysis of data normality and scattering and finally regression analysis of 
voltage and current asymmetry coefficients dependence. 

1    Introduction 

Current asymmetry, so unequal load in each phase occurs especially in low voltage 
grids due to connection of single-phase loads. Significant single-phase loads are also 
in medium voltage grids (induction furnaces) and high voltage grids (traction trans-
formers). This unequal load in each phase creates unequal voltage losses in lines and 
then different voltages at the end of line, so voltage asymmetry. Voltage asymmetry 
in low voltage grids is easy to reduce by appropriate distribution of single-phase 
loads to all phases, in medium and high voltage grids are necessary technological 
devices as symmetrysation and compensation units, Scott transformers etc. Specific 
requirements for allowed voltage asymmetry coefficient values are given by standard 
ČSN EN 50160 "Voltage characteristics of electricity supplied by public electricity 
networks". 
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2 Input data 

Input data come from department's database and contains values of phase voltages 
(U1, U2, U3) and currents (I1, I2, I3) in AC part of photovoltaic plant with nominal 
voltage 3x230/400 V. Measurement was performed 1.7.2010, data were recorded in 
minute intervals during all measurement time, so from 0:00 to 23:59. Total range of 
input data is 1440 lines. Following graph shows voltage shapes during monitored day. 
 

 
 

Fig. 1. Voltage shapes during monitored day 
 

As graph shows, all voltage values ranging between 232 V and 241 V, according to 
allowed fluctuation  ±10% Un. Next graph shows current shapes during monitored 
day. 

 

 
 

Fig. 2. Current shapes during monitored day 
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3 Voltage and current asymmetry coefficients calculation 

Voltage asymmetry coefficient can be calculated using following equation: 
 

2 2 2 2 2 2 2 4 4 4

2 2 2 2 2 2 2 4 4 4

3 ( ) 6 ( )
100

3 ( ) 6 ( )

AB BC CA AB BC CA AB BC CA
U

AB BC CA AB BC CA AB BC CA

U U U U U U U U U

U U U U U U U U U


         
 

         
   [%] 

where UAB, UBC, UCA are voltages U1, U2, U3. Calculation is performed in source 
data file in Excel, calculated values of voltage asymmetry coefficient are graphical 
represented next.  
 

 
 

Fig. 3. Voltage asymmetry coefficient shape during monitored day 
 

Calculated values ranging between 0,05 % and 0,25 % according to allowed 
maximum voltage asymmetry coefficient value of 2 %. Current asymmetry coefficient 
can be calculated using the same equation as for voltage asymmetry with substitution 
of  current values I1, I2, I3. Calculated values ale also graphical represented.  

 

 
 

Fig. 4. Current asymmetry coefficient shape during monitored day 
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4 Statistical characteristics and analysis 

From measured values of voltages and currents and calculated values of voltage and 
current asymmetry coefficients were determined statistical characteristics using statis-
tical functions of Excel. 

 

Statistical characteristics U1 U2 U3 asymmetry 

Mean value 236,68 236,86 237,22 0,14 

Mean value error 0,0276 0,0285 0,0006 0,0000 

Median 236,97 237,17 237,41 0,13 

Modus 235,38 236,77 236,40 0,11 

Determinative deviation 1,8513 1,8107 1,8713 0,0405 

Sample scattering 3,4298 3,2807 3,5041 0,0016 

Curtosis -0,6981 -0,7118 -0,6585 -0,5455 

Skewness -0,4207 -0,4141 -0,3717 0,4472 

Max. and min. variance 8,34 8,55 8,18 0,20 

Minimum 232,00 232,16 232,63 0,05 

Maximum 240,35 240,71 240,80 0,25 

Count 1440 1440 1440 1440 
 
Statistical characteris-
tics I1 I2 I3 asymmetry 

Mean value 362,97 362,96 361,92 1,50 

Mean value error 6,0041 5,9950 0,0159 0,0000 

Median 120,79 122,01 121,83 1,09 

Modus 35,96 37,48 37,62 2,63 
Determinative devia-
tion 397,0133 394,5868 393,9859 1,0446 

Sample scattering 157729,0845 155806,9323 155332,7399 1,0920 

Curtosis -0,7598 -0,7671 -0,7526 -1,6916 

Skewness 0,8605 0,8565 0,8634 0,1697 

Max. and min. variance 1260,15 1255,06 1251,67 5,25 

Minimum 35,32 36,71 36,80 0,03 

Maximum 1295,46 1291,77 1288,47 5,28 

Count 1440 1440 1440 1440 
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As an example of box and whiskers plots serve box and whiskers plots of voltage U1, 
current I1 and voltage and current asymmetry coefficients. Beginning of the line 
segment shows minimum, end of this line maximum. Left side of the rectangle area 
shows lower quartil, right side of this area shows upper quartil and vertical line inside 
shows median. 

 
Fig. 5. Box and whiskers plots of voltage U1, current I1 and voltage and current asymmetry coefficients 

 
Data normality and scattering analysis was performed in Statgraphics with result that 
data distribution isn't responsible to normal distribution and values aren't statistical 
similar. 
 
Regression analysis of voltage and current asymmetry coefficients dependence was 
also performed in Statgraphics with this final relation between analyzed quantities. 

 
RoU = 0,172694 - 0,0220729*RoI 

5 Conclusion 

Measured voltage values ranging between 232 V and 241 V according to allowed 
fluctuation ±10% Un. Calculated values of voltage asymmetry coefficient ranging 
between 0,05 % and 0,25 % according to allowed maximum voltage asymmetry coef-
ficient value of 2 %. All measured and calculated values are in accordance with re-
quirements of standard ČSN EN 50160. But application of statistical methods, spe-
cially data normality and scattering analysis shown that measured values aren't statis-
tical similar.  
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Abstract. The paper deals with the computation of distribution network com-

ponent reliability parameters. Current values of the component reliability pa-

rameters in distribution network are used for the reliability computation and al-

so for reliability centered maintenance system. The reliability confidence pa-

rameters are calculated for accuracy. 

Keywords : Failure database; confidence interval; exponential distribution 

1 Interval estimate of failure rate 

An extensive database of reliability parameters is developed by collecting of data 

from various electro-energetic companies. The same companies can use it retrospec-

tively for maintenance scheduling or other reasons. Individual records on failures are 

not usable at once – they must be calculated. One of most required quantities is the 

failure rate. A value simply calculated from certain number of failures is a point esti-

mate. The value calculated such a way has low validity as it does not draw upon the 

full extent of the database and therefore may cause unintentional misinterpretation of 

the results [1]. 

An appropriate means for the expression of indefiniteness of the results is an inter-

val estimate. Based on the suitable model, an interval can be calculated. A given value 

will be within this range with certain reliability predefined by a user, typically 90%. 

Indefiniteness calculation can be shown on the following example. A piece of equip-

ment monitored for 100 days breaks down ten times. A point estimate of the failure 

rate is therefore λ ~ 10 / 100 = 0.1, however by an interval estimate we obtain this 

interval (0.05413; 0.1696), which is substantial indefiniteness. If the same equipment 

is monitored 10000 days with 1000 failures, the point estimate will correspond with 

the previous case λ ~ 1 000 / 10 000 = 0.1. However, the interval estimate (0.0949; 

0.1054) is much more accurate because the monitored period is longer and the amount 

of collected data is larger. 

2 Exponential model 

To determine the confidence interval, the Poisson’s or the exponential probability 

distribution can be applied. The Poisson’s probability distribution is discrete and can 

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 60–65.
VŠB – Technical University of Ostrava, FEECS, 2014, ISBN 978-80-248-3458-0.
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express the failure rate directly. Continuous exponential distribution expresses the 

period of time between accidental events and can be used to model the time up to 

failure. Both these distribution types are sometimes called distributions without 

memory because they only depend on the unit of time. Both results have obviously 

reciprocal relation irrespective of the distribution used. However, the applied model 

should be respected in calculations and taken into consideration in results. Exponen-

tial distribution has one parameter δ and provided that δ > 0, the probability density 

holds [2]: 

 
xexf  )(  (1) 

Distribution function is in the shape: 

   xexF  1  (2) 

for 0,0  x  
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To determine the confidence interval, this statistics can be used 
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3 Current condition of database 

Since year 2000 the data on faults and failures in electrical power supply have been 

collected at the Department of Electrical Power Engineering, VŠB - TU Ostrava. The 

current database comprises partial databases of different operators of distribution 

networks (distribution areas). The structures of individual databases differ and there-

fore for each a different way of conversion and evaluation must be applied. The data 

collection is still in the process, but for the purpose of evaluation of component relia-

bility in this paper only data acquired until the end of year 2013 were processed. 
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Currently, the collective database is fed by six Czech distribution areas and one 

Slovak company. 

Distributors deliver their data in ‘xls’ files twice a year. Today the database con-

tains more than 400 thousand records (from 2000 to 2013) on voltage levels 110 kV, 

MV and partially LV. 

The reliability computation of the whole system is executed on the basis of com-

ponents reliability that is included in the system. That is the reason why the reliability 

is computed in two phases. The first phase represents the retrieving of component 

reliability parameters and the second phase is the reliability computation itself. Other 

phases may include the evaluation of computed results and an improvement of the 

supply quality. 

In the case of empirical reliability, we need data on operations and outages of 

components occurring in the reliability diagram. In the case of power system compo-

nents, data must be available for outages of breakers, disconnectors, transformers, 

lines, etc. for a set type and voltage level. Moreover, there is another type of data 

necessary for the reliability computation. We need to have knowledge of the power 

network itself. For example, we must know the number of pieces of equipment for a 

set type, the total length of a line type, voltage level and so on. It is possible to com-

pute basic reliability parameters of particular components from this data [3]. 

4 Latest results 

The results of component reliability published in this section are acquired with the 

methods described in the ‘Regulations for Distribution System Operation’ [4]. Com-

ponent reliability is evaluated by the following structure: 

1. Equipment reliability 

─ Equipment type - overhead line, underground line..., 

─ Network voltage, equipment voltage 

2. Component reliability 

─ Damaged equipment - specific device - conductor, switch, pole, fuse... 

─ Network voltage, equipment voltage 

─ Equipment Type - further specification - wooden pole, steely pole... 

─ Producer 

─ Production year - age of the component 

The calculations take into consideration events which take from 3 minutes to 1 

month. The graphic representation of all distribution regions reliability indices from 

the above-mentioned data for the 22 kV cable is given in Fig. 1. From the significant 

differences in particular years it is possible to observe the contribution of our anal-

yses. The divergence of reliability indices is eliminated during long-term observation. 
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Fig. 1. The value tendency of reliability indices of the 22 kV cable. 

Fig. 2 compares failure rates in different areas. This can be useful for the Energy 

Regulatory Office when looking for evidence for estimation of expenses for the reno-

vation of lines in different distribution areas. 

 

Fig. 2. Comparison of distribution regions. 

Component reliability in the above given form and in tables is evaluated for these 

components: 

─ Overhead line 22 kV 

─ Overhead line 110 kV 

─ Cable 10 kV 

─ Cable 22 kV 

─ Circuit breaker 22 kV 

─ Circuit breaker 110 kV 

─ Transformer MV/LV 

─ Transformer 110 kV 

─ Section disconnector 22 kV 

─ Instrument transformer 22 kV 

─ Instrument transformer 110 kV 
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Further, more detailed analyses can be made with help of the internet application 

which cooperates with the unified database. 

5 COMPARISON OF RELIABILITY DATA 

Calculations drawing upon data from the failure database provide information on 

current technical condition of electrical power system components. 

Currently used, but outdated method ČEZ 22/80 determines guide values of failure 

rate for individual network components. Since this method was developed, however, 

technological level of components was enhanced and changes in organization took 

place. This caused changes in record keeping of certain data. The latest comparison of 

data according to the given method with the data from the database is in Table 1. 

Table 1. Comparison of results with old methodology 

 

The collection and procurement of materials for the database is subject to the local 

traditions and directions. Every distribution area sends data in different forms due to 

different procedures in record keeping. A unified database eliminates the influence of 

local customs and allows better comparison on the national level. In terms of quality, 

a well-maintained technical condition has substantial effect on reliability parameters. 

It is interesting to compare these reliability parameters with those of other countries, 

especially outside the EU, for example the US [5] (see Table 2.). It should be noted 

that certain data published in literature [5] are related to the units used in the particu-

lar country. For means of comparison, these data must be recalculated. The ‘usual’ 

values are given hereby. 
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Table 2. Comparison CR and USA 

 

* In the studied literature the transformers were distributed into categories up to 25 

MVA and over 25 MVA. The transformers up to 25 MVA are compared with MV/LV 

transformers, those over 25 MVA with 110 kV/MV. 

6 Conclusion 

Employment of confidence intervals for the reliability calculation is beneficial not 

only concerning the database span. The development of the confidence interval func-

tion in online application will be helpful for the user because the extensiveness of the 

database makes more accurate results possible with selected confidence. In the future 

the calculated confidence intervals will be more statistically relevant with growing 

database. 
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Abstract. Photovoltaic power plants are sources of electrical energy that are 
considerably dependent on weather conditions, especially on direct sunshine. 
This is known as the so-called stochastic effect of production. This paper focus-
es on the description of stochastic production generated by photovoltaic power 
plants with respect to impact on the distribution power grid. The year-round op-
eration of the plant is examined in each month. The Evaluation is based on real-
time synchronous data measuring both on-site photovoltaic power plant opera-
tion and on-site relevant electric power line output from the substation, where 
the plant is connected. Statistical methods have been utilized to compile a 
methodology to define extreme conditions of power production. This survey as-
sesses the extent of power production in individual months during whole year. 

Keywords: Photovoltaic Power Plant, Stochastic Effect, Extreme Conditions, 
Statistical Methods, Calculation Methodology, Ancillary services. 

1 Introduction 

This paper discuses the impact of photovoltaic power plant (PVP) with regard to An-
cillary Services. In electrical grid, one rule has to be met. It is that the immediately 
productions of power have to equal the immediately consumptions across electrical 
grid. Briefly, what is produced has to be consumed at the same time. The main prob-
lem occurs in situation when the photovoltaic power plants produce their power ener-
gy, depended on meteorological conditions, but there are no consumers in electrical 
grid or conversely, when the electrical energy is needed in the grid but the sun is not 
shine and PVP does not work. To solve this problem, other sources have to be in dis-
tribution grid in order to balance the stochastic power produced from PVP. These 
sources have to keep power energy in backup and have to be prepare to compensate 
power flowing from PVP. To keep these backups is very uneconomical. This study 
interests in possibility of reduce these power reserves. 

 

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 66–71.
VŠB – Technical University of Ostrava, FEECS, 2014, ISBN 978-80-248-3458-0.
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2 Analized Area 

The assessment is based on annual monitoring of not only operation of PVP, yet also 
the relevant outgoing feeder from the substation. The network topology has a loop 
system however it is operated in radial system. At the time when the measurement 
was acquired, the PVP was only electric power source with significant output on the 
given power line. The grid diagram is shown in Fig. 1.  

The first measurement was performed at the outgoing feeder from the substation 
110/22 kV using the side of lower voltage level of 22 kV. The second measurement 
was done at the connection point of the photovoltaic plant to the grid. The data has 
been obtained at the voltage level of 0.4 kV. The actual measurements are highlighted 
by red points in Fig. 1. The label (ss), in Fig, 1, means disconnected section switchers 
on the feeders. 

 
 

 
 
 
 
 
 
 
 

Fig. 1. Analyzed network topology 

 where: PVP - photovoltaic power plant, 
 ss - section switch (disconnected), 
 110/22 kV   - substation plant 110/22 kV. 

3 Transmission Grid Code 

The Transmission Grid Code, part II, as amended by revision 14 duly approved by the 
Energy Regulatory Office on 1.1.2014 in Czech Republic, defines the matters relevant 
to use of Grid Code with respect to Ancillary Services (AS). The document includes 
special methodology for determination of summary control backups of AS for the 
electric grid in whole Czech Republic. 

The basis for determination of summary control backups of Ancillary Services is 
the so called deviation ODOZE(t). This is a parameter to establish the increment of bal-
ancing deviation caused by production from newly installed renewable energy re-
sources. This increment is defined by the sum of increase generated by wind power 
plant ODVtE(t) and photovoltaic power plant ODFVE(t). The deviation ODOZE(t) is then 
used to determine volumes of Ancillary Services and is started by (1). 
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 FVE(t)VtE(t)OZE(t) ODODOD +=  [1] (1) 

The purpose of this survey is asses if and how much the PVP production has influence 
to calculation of Ancillary Services with respect to each month of the year. 

4 Calculation Model  

The calculation methodology has been designed for determine extreme conditions of 
photovoltaic power plant in cooperation with daily load diagram. The process of cal-
culation methodology is described by the block diagram in Fig. 2. The diagram is 
divided into three horizontal sections highlighted by blue background. 
 

 
 

Fig. 2. Block diagram of calculation methodology 
  

The firs section comprises blocks linked by black arrows. These describe the steps for 
assessment of power differences on the PVP itself only. This indicator does not in-
clude the impact of daily load diagram.  

The last horizontal section contains blocks linked with green arrows. The data 
measured at substation includes the impact of PVP operation too. Determination of 
difference of active power in this manner is correct, although dedicated only. It cannot 
be applied to other model situation in a broader sense. 

The second section proves itself as an optimal solution, it is linked to blocks using 
blue arrows. We need to realize that extreme conditions of power at the substation 
occur due to extreme conditions on both the PVP as well as the daily load diagram 
and there is considerable variation between curves extreme conditions of PVP and 
daily load diagram. This is reason why it is necessary to define extreme conditions 
separately both PVP (block Extr. PVP in Fig. 2) and daily load diagram (block 
Extr. SUB). Only then, it is possible to sum extreme conditions PVP as well as daily 
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load diagram (block SUM Extr.). The understanding these issues is quite challenging. 
Literature [2] describes it in more detail. 

5 Power Difference 

The results from calculation methodology, above mentioned, are essential for defining 
of maximum extreme conditions that may occur at the outgoing feeder from the sub-
station. The exact evaluation procedure is given in the source [3]. 

The magnitude of difference between maximum and minimum extreme conditions 
at the substation over time represents the maximum expected differential change to 
active power. This bar chart of hourly time comparisons for April is shown in Fig. 3. 

 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 3. Hourly histogram with expected change to active power 

Next Steps of this study will focus on the application of this methodology to all 
months. Subsequently, the resulting differences will be respected in the optimization 
of Ancillary Services for each month. The expected differences in each month are 
slightly indicated in chapter 6. 

6 Annual Extreme Conditions of PVP 

On the basis of suggested methodology [3], the maximum production extreme curve 
and minimum production extreme curve is determined for each month of photovoltaic 
power plant production.   

Figure 4 shows three values for each month. It is maximum value from maximum 
production extreme curve, maximum value from minimum production extreme curve 
and differences between these mentioned values. The dimensions of units are in kilo-
watts. 

One can notice that the amplitude of both MAX and MIN is rising with increasing 
intensity of solar radiation. As expected, it should be from December till June, i.e. the 
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periods of winter and summer solstice. Of course, conversely, the amplitudes should 
be decreasing from July till December, i.e. between the summer and winter solstice. 
However, this expectation is not confirmed. The maximum occurs in May rather that 
during the summer solstice, as might be expected. This case therefore leads to estab-
lishment of optimal ratio between the intensity of solar radiation and average tem-
perature during the particular month (previous months indicate lack of solar radiation 
and the month of June brings higher ambient temperature with negative impact on 
panel efficiency). 

Values of black columns, represented power differences between MAX and MIN, 
have the same increasing and decreasing character during the year as well as MAX 
and MIN. 

 

 

Fig. 4. Histogram for maximum and minimum production of PVP 

 where: MAX - power represented the maximum of PVP production for each month, 
 MIN - power represented the minimum of PVP production for each month, 
 DIFF   - power represented difference between MAX and MIN. 
 

Figure 5 displays same histogram as Fig. 4, however, there are the values in percent-
age ratio. It gives better relationships and better observation of individual months. 
 

 

Fig. 5.  Histogram for maximum and minimum production of PVP, percentage ratio 
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7 Conclusion 

Briefly, it is essential to note the following. It is well known that the photovoltaic 
power plants produce more energy in the summer time and while less in winter time 
periods, but the power difference varies only relatively slightly (except December). 
This is the reason why for PVPs are placed high demands on Ancillary Services al-
most throughout the year. The difference has negative impact on immediate power 
balance between production and consumption within the distribution system and it is 
highly uneconomical. Next Steps of this study will focus on the application of this 
methodology on a full database and evaluation the relationship of each month at the 
level of hourly interval, as shown Fig. 3. These results will exploit to optimize power 
reserves of Ancillary Services. 
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Abstract. One of the possible way how to increase the efficiency of the renewa-
ble energy sources is supplying the objects, where the energy has been generated. 
In 2011 has been developed the power electric platform in campus of VSB – 
Technical university of Ostrava. This platform is operated at family house power 
level and energy consumption is covered from renewable sources of electric en-
ergy and energy storage device in the form of battery bank. For this system has 
been created the monitoring and remote control system in LabviewTM in 2012, 
which is able to be controlled outside of the university, even over the World. And 
finally in 2013 has been developed and implemented sophisticated automated 
dispatcher system - Active Demand Side Management (ADSM). The presented 
paper introduces develop and simulation of ADSM in the Off-Grid systems with 
the set of a specific requirements, while the requirements are the same like in the 
Smart-Grids.  

Keywords: Active Energy Unit, Active Demand Side Management, Smart-
Grid, Simulation 

1 Introduction 

Recently the creation of the Smart-Grid has been posed as one of the greatest challenges 
of this century. Smart-Grid generally refers to a class of a technology using to bring 
utility electricity delivery systems, using computer-based remote control and automa-
tion. [1]  More specifically, the Smart-Grid can be regarded as an electric system that 
uses information, two-way, cyber-secure communication technologies, and artificial in-
telligence in an integrated element across electricity generation, transmission, substa-
tions, distribution and consumption to achieve a system that is clean, safe, secure, reli-
able, durable, efficient, and sustainable. In case of Smart-Grid system, that is district 
distribution grid with possibility of autonomous running in island-mode (Off-Grid) and 
running in parallel with external distribution system (On-Grid). [2] 
A Smart-Grid is an evolved grid system that manages electricity demand in a sustaina-
ble, reliable and economic manner, built on advanced infrastructure and tuned to facil-
itate the integration of all involved. Smart-Grids possess demand response capacity to 

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 72–77.
VŠB – Technical University of Ostrava, FEECS, 2014, ISBN 978-80-248-3458-0.
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help balance electrical consumption with supply, as well as the potential to integrate 
new technologies to enable energy storage devices and the large-scale use of electric 
vehicles. [3] 

1.1 Smart-Grid requirements 

In most cases, Smart-Grid systems are designed for parallel running with the external 
distribution system, it means in On-Grid mode. The co-generation unit is used as a basic 
source of electric and heat energy. Photovoltaic and wind power plants are used as an 
addition for electric energy generating according to meteorological and geomorpho-
logic condition in specific place of Smart-Grid.  
The Smart-Grids are mostly operated in two voltage levels, so in medium and low volt-
age level with possibility of supply from two sides and with the possibility of bi-direc-
tional power flow. There is a specific set Smart-Grid requirements: 
  

• Autonomous operation without dependence on energy from external power grids,  
• Operation with well-balanced production and consumption of electric energy,  
• Possibility of energy storage,  
• Predominant use of RES, 
• Capability to serve non-traditional loads, 
• New type of grid protection allowing bi-directional power flows, and  
• Active Demand Side Management. 
 

 

Fig. 1. Smart-Grid block scheme 
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However, in reality, only the physical platforms of individual components of the energy 
systems have been created, without sophisticated systems for their coordination and 
control. Therefore, mostly the pilot systems do not deserve the attribute “Smart”. [4] 

2  Active Energy Unit descriptions 

To create the physical platform of Active Energy Unit (AEU) was necessary to design 
and implement a hybrid power sources to power closed system. A power closed system 
of consumption is currently made up of several home appliances, office equipment and 
programmable load. This creates a physical model of AEU, where can be simulated 
various operating conditions of wind and photovoltaic power plants and various de-
mands of electric power without connecting appliances to the standard AC distribution 
grid. For block scheme of Active Energy Unit see Fig.2. [5, 6, 7, 8] 
 

 

Fig. 2. Block scheme of Active Energy Unit 

2.1 Active Demand Side Management 

In short, we may describe the function of the Active Demand Side Management in a 
model situation, where the system will control the power flows in the energy unit with 
expected changeable weather. Individual sequences ADSM is following: 
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1. The weather prediction tool determines the 3days weather forecast 
2. Expected scenario of electricity consumption will be generated using ties between 

weather, season and consumer behavior 
3. The energy prediction tool determines the value of available energy from the source 

part and determines, if this amount of energy is enough to cover expected consump-
tion scenarios.  

4. Active demand side management system accepts all three information input (weather 
forecast, consumption forecast, energy forecast) and spread out the energy during 
this period using the energy storage device. The surplus of energy will be stored and 
the energy deficit will be covered from energy storage device.  

5. The priority of individual home appliances is respecting in switching process based 
on the supervision and their nature. 

6. In the event of lack of energy in the system in selected consumption scenarios has to 
the Active demand side management system suggest different consumption respect-
ing the load priorities – e. g. delayed start of selected appliances – kettle, washing 
machine, dishwasher, TV, etc.) 

3 Results of Simulation 

The Active Demand Side Management model as well as the whole platform of the 
Smart-Grid was evaluated using practical experiments. A couple months’ simulations 
with the complete usage of the appliances has been used as well as the energy produc-
tion of the photovoltaic power plants and battery bank as energy storage device. Actu-
ally has been used a power profile of regular home appliance and office equipment. 
Main goal of the platform of the ADSM is to maintain the system without need of en-
ergy from external grid, so in the Off-Grid mode.  
Therefore, I will evaluate the properties of the designed model and platform which will 
prove the ability of the algorithm to improve the comfort of the living as well as to 
reduce the power consumptions or to decrease the price of the platform with 
cheaper/smaller batteries or smaller power plants. 

Table 1. Results of June 

June Without ADSM With ADSM 
First period 544 0 

Period Count 210 0 
Missing Energy 49570 0 

Unconsumed energy 111228 73080 
 
The system without ADSM is not able to perform all appliance cycles and the first 
problems is in the period 544 (one period is 15min timestamp) and totally 210 periods 
contain appliance cycles which were not ran, see Table 1. Totally, more than 49 kW·h 
of energy is missing. In the case of using ADSM, there is no energy missing and even 
over 73 kW·h is unused. 
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Table 2. Results of December 

December Without ADSM With ADSM 
First period 76 76 

Period Count 1610 1672 
Missing Energy 342109 339841 

Unconsumed energy 0 0 
 
The results for December are depicted in Table 2. The situation is completely different, 
because the solar radiance is very low and the photovoltaic power plant has minimum 
power output even in the midday. The renewable sources of electric energy are neces-
sary to supplement with some additional resources, such Electric power Generator. This 
generator could use as fuels some ecologic and environment - friendly fuel such as 
LGP, NG or CNG.  
Although the wind power plant is classified as a renewable source of electric power, it 
is in the context of reliability of power supplies for use in Off-Grid systems less suitable 
than the LPG generator, especially in terms of investment costs and the need to obtain 
the necessary permits to build up the wind power plant. 

4 Conclusion 

As has been mentioned in the introduction chapter of this paper, electric energy and 
related issues in the areas of energy independence and reliability, together with the 
growing penetration of renewable energy sources are an important topic in recent years 
and undoubtedly challenges for researchers and engineers in the near future. 
The controlling of the energy flows inside the energy objects using sophisticated meth-
ods - artificial intelligence, such as neural network, fuzzy logic give us an appropriate 
opportunity to solve the lack of energy during the energy peaks or shift the loads in 
time, increase the loads or even fill up the valley, when the power production is over 
the consumption.  The goal of this paper is to present the simulation results for the 
selected object. These results are descripted in the chapters above, and I can simply say, 
that the ADSM significantly reduces the amount of unused electric energy in the AEU 
and is able to preserve all appliance cycles and use most energy generated by the power 
plants without energy wasting in summer time. It means further increasing of the effi-
ciency of renewable energy sources reliability and efficiency of operation and last but 
not least to make shorter the financial and energy payback time period.  
The main benefit of this Active Management System is to improve the comfort of the 
living as well as to reduce the power consumptions or to decrease the price of the plat-
form with cheaper/smaller batteries or smaller power plants. The future works will be 
focused on the improvement of the ADSM with more intelligent scheduling of the ap-
pliances which cannot be satisfied by the produced energy, especially for winter season. 
Moreover, the system will be used for more detailed analysis of the appliances usage 
and for optimization of power sources and storage devices for Off-Grid systems, e.g. 
Smart houses. 
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Abstract. In recent times we are trying to dispose with energy more efficiently. 

When is coming with a nature-friendly technologies and energy savings. One 

possible solution is replacing gas boilers with a cogeneration unit (CHP) instead 

of gas boilers. Natural gas or other gases rich in methane such as biogas are 

combusted in the CHP. The gas is burned in a combustion engine, which is 

connected by the shaft to the electric generator and the electric generator pro-

duces electricity. Cooling engine and flue gases are obtained by thermal energy. 

 

Keywords: cogeneration unit, accumulation. 

1 Introduction 

One of the variants of saving energy is applied in the company NC-Line. This solu-

tion was created by the company Menergo a.s. A gas boiler and gas burners were 

replaced by the cogeneration unit with the accumulation tank. Thermal and electrical 

energy is produced by using a cogeneration unit that burns natural gas. The CHP is 

connected to the pipe leading out of hot water (85 ° C), which is transported through 

the module to the technology and an accumulation tank. Part of the heat (1/3) is thus 

supplied directly to technology and the other part of the heat (2/3) is supplied to the 

accumulation tank. Scheme of CHP technology and the accumulation tank is dis-

played in the picture number 1. Warm water of main heating circuit of the cogenera-

tion unit operates with a thermal gradient of 85/65°C. For measuring the amount of 

heat energy is connected calorimeter. The calorimeter is marked with a symbol Q 

with unit GJ in the picture number 1. The accumulation tank of 60 cubic meters which 

is thermally insulated was used for accumulation of thermal energy. [1] 

 

 

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 78–83.
VŠB – Technical University of Ostrava, FEECS, 2014, ISBN 978-80-248-3458-0.
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Fig. 1. Visualization of technology cogeneration unit with accumulation tank and other as-
sistive devices 

2 Cogeneration unit 

The used cogeneration unit was Vitobloc 200 EM-199/263 from company 

Viessmann. Energy balance is a graphical representation of the flow of energy module 

BTP. The energy balance shows the conversion of primary energy (natural gas, 

100%) to usable electricity and thermal energy. Losses that occur based on the con-

version of this energy are also shown. Electrical usable energy arise in the process of 

combustion in the Otto gas engine, when the rotary motion is converted into a syn-

chronous generator to the current. Thermal usable energy arise also in the process of 

combustion in the Otto gas engine. Otto gas engine is operated as a combustion en-

gine with turbocharger and two-stage cooling of the mixture with the ratio of air 

Lambda ≈ 1.6. The heat gain from the flue gases, from the manifold, from the engine 

block and from engine lubricating oil and is used for heating e.g. heating water. [2] 

 
Table 1. Parameters CHP - Vitobloc 200 EM-199/263 [3] 

Max. electrical power:  199 kWe 

 Max. thermal power: 263 kWt 

Fuel consumption: 53 Nm3/hour 

Min. overall efficiency: 89,6 % 

Temperature gradient of heating circuit CHP : 65/85 C  

Temperature gradient of cooling the fuel mixture: 35/38 C 

 

Table 2. Energy balance of module BTP - Vitobloc 200 EM-199/263 [3] 

Cooling the mixture external 50 C 

The use of energy – heating value 100 % 

Mechanical energy 39,0 % 

Thermal energy 61,0 % 

Electrical usable power 37,0 % 

Thermal usable power 48,9 % 

Losses 10,4 % 
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Fig. 2. Energy balance of module BTP [3]  

 

Module of block-type thermal power station (module BTP) is a complete unit 

ready for connection. It  includes air-cooled asynchronous generator to produce three-

phase current 400 V, 50 Hz and hot water with a temperature levels of inflow and 

return flow of 85/65 ° C at full load and a standard temperature difference of 20 K. 

Each module BTE can be operated thermally and electrically independently in the 

range of the electrical load between 50-100% (equivalent to 60 - 100% heat output). 
In this deployment is run in heat mode at 100. The unit is 199 kW of power and 

therefore it belongs to the category of plants with power above 100 kW connected to 
the distribution network (DN).  In the case of threats and reliable operation of the 

power system is necessary for supervisory control temporarily restricts or shut down 

the active power supply of electricity. The source is adequately (quickly and accurate-

ly) able to respond to commands from the control center PDS to reduce active power 

step-in mode 0, 50, 75 and 100% of installed capacity [3], [4], [5]. 

 

 

Fig. 3. Cogeneration Viessmann Vitobloc 200 EM-199/263  
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3 Measurement of the cogeneration unit 

In the block-type thermal power station there is installed device VitoBloc Gateway, 

which provides information through the bus RS 485. The bus is connected to the con-

trol computer, where the values are recorded. Electrical values are recorded at one-

minute intervals.  

The obtained data are dated July 2, 2014, when the command to switch on the CHP 

was at 4:00 to switch off at 12:00.  

In the process of electric power (Fig. 4) there can be observed considerably fre-

quent oscillations in the first half of the running time. In the second half of the period 

of the operation there has not been recorded such oscillations that arise at every start 

CHP and last so long before it settles machine.  Before the end of CHP from 11:40 it 

is possible to observe a significant instability of performance that is caused by an 

increase of water temperature in the main heating circuit. Temperature of return water 

increased due to charge the accumulation tank. While a sudden change in inlet tem-

perature had to reset the internal parameters of the CHP which results in instability of 

the produced electrical power. 

 

 
Fig. 4. Process of electric power during the operation of the CHP 

 

In the Fig 5 there are shown progressions of electric current from the generator at 

each phases. Where it is possible to observe current asymmetry, especially in phase 

L2.  

 
Fig. 5. Process of electric current during the operation of the CHP 
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From the measurement of the voltage of CHP it is possible to observe the voltage 

fluctuations that are caused by the nature of the network load. Lasers for metal are 

connected to the network, which are characterized with instability consumptions. 

  

 
Fig. 6. Process of electric voltage during operation of the CHP 

4 Accumulation tank 

The tank is circular cross-section of 3.40 meters, a total length of 7,812 meters and 
volume of 60 cubic meters. Progression of charging accumulation tank is on the Fig 7 

and discharging in the Fig 8. Temperature sensors with which the progressions were 

recorded, are distributed over the entire height of the accumulation tank. The tem-

perature sensors T2, T3, T4 and T5 are positioned in descending order between the 

sensors T1 and T6.  

From Fig 7 you can see that at 9:00 the CHP has been activated, when the tempera-

ture began to rise at the highest point of the curve of accumulation tank. Depending 

on the time began to increase the temperature of each sensor toward the lower end of 

the curve of accumulation tank.  

On the other hand on the Fig 8 there is recorded the progress of discharging the ac-

cumulation tank. First, the temperature begins to decrease at the bottom of the tank, 

which records the temperature sensor T6. Gradual heat extraction from the tank be-
gins to change (decrease) of temperature towards the bottom of the tank to the upper 

temperature sensor T1. In the period between 12 to 14 hours it is possible to observe 

that the heat consumption was lower than in the evening. The decrease occurred with 

a longer interval. 

 

 
Fig. 7. Charging the accumulation tank  
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Fig. 8. Discharging the accumulation tank 

5 Conclusion 

The connection of CHP with accumulation tank has important applications espe-

cially in terms of controlling the electric power in the distribution network. As de-

scribed at the beginning, CHP is also a source of thermal energy, which is necessary 

to accumulate somewhere or thwart. In this case is particularly relevant accumulation 

of heat energy to achieve the most economical energy management. In the application 

of this technology it is possible to set the time mode operation of CHP. Electric power 

of CHP Viessmann Vitobloc 200 EM-199/263 can be regulated in the range of 50% to 

100% of nominal power. This technology CHP is operated in a heat mode, which 

corresponds to 100% of the nominal electric power. Sample of running CHP from the 

perspective of electrical power is in Fig 6. 
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Abstract. The article describes the development of a software tool to calculate 

the optimal topology of the distribution network under different climatic 

conditions in response to the revitalization of existing distribution networks 

SmartGrids. The article includes individual parts of a principle function and 

genesis and development of the software as well as a demonstration of its 

practical use. The advantages of its use for energy engineers there are also 

described. 

Keywords: solwer platform, renewable sources, feedback effect, distribution 

power grid, optimal topology 

1 Introduction 

Integration of distributed generation of electricity from renewable sources into the 

existing distribution system is a recent trend in the production and transmission of 

electricity. This fact entails difficulties in the form of feedback effects of renewable 

sources to the applied grid. Among the feedback effects of renewable energy sources 

can include voltage change in connecting point, flicker effect, current surges, frequency 

change, harmonic distortion of voltage and current, bi-directional power flow in line. 

It is the most suitable to quantify described feedback effects with regard to limits 

determined by appropriate standards before connecting the renewable power plant 

source. 

There are many simulation programs and computational method, in which it is 

possible to simulate power systems operation. However, a problem arises in request to 

calculate the network steady at a chosen time step continuously, without complicated 

and time low-effective settings, and also an image of behavior of renewable. Therefore 

so-called “Solver platform” has been developed to Department of Electric Power of 

VSB-TUO. 

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 84–89.
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2 Solver platform 

It is the software that enables the calculation of the ratios in the analyzed power grid 

for 24 hours based on input information from the predictors of climatic conditions and 

consumption of electric power in every consumption point (distribution transformers). 

The output is then the following value: 

 Voltage condition on LV level 

 Voltage condition on MV level 

 Voltage condition on HV level 

 Line current 

 Active power 

 Reactive power 

 Power factor 

Of course there are a number of alarm messages of exceeding the limit values set by 

the user in each hour calculation:  

 Overvoltage 

 Under voltage 

 Overcurrent of lines and transformers 

 Uneconomical operation (transformers) 

The entire Solver platform consists of two building elements. The most important one 

is the mathematical model of selected part of (real) power system, designed in the 

ATPDraw. This program was chosen for its unique setting options for all network 

parameters using the input text template in a format *.txt, without the use of visual 

frontend program. Also, this program is useful for its choice of saving the calculated 

results in the selected sampling frequency to file format *.txt once again . 

Another building element is a graphical visualization superstructure and "decision-

core" of Solver platform that is created in using LabVIEW software. This element not 

only allows import of input information from predictors, but also monitor of 

developments in the analyzed system using the user interface. 

The basic principle of the Solver platform function is based on the interaction 

between the basic core program ATPDraw computing and visualization software 

LabVIEW. The file with an extension *.atp (*.txt), which contains a description of the 

mathematical model of the analyzed power grid is saved and then loaded from pre-

defined folder. In LabVIEW, this file is imported and converted into text format. 

Variables selected by the user are overwritten by the "find and replace" using graphical 

menu in the user interface. The text template is saved and re-imported by computational 

core software ATPDraw after starting the calculation. The computing core also 

generates a Result list in the form *.lis (*.txt) file. This entire process is done for each 

hour of interest.). 
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2.1 Possibilities of users interface 

The user himself can choose the topology of the analyzed power grid either manually 

using the switches (14 pcs. at MV level and 2 pcs. at HV level) in the block diagram of 

the system created in the user interface, or chooses the choice of one of the preset 

options of network topology. It is possible to set limit values of voltage and current of 

each type of elements in the power grid, i.e. different cable types, each type 

transformers, voltage limits LV, MV and HV, the limit values of the current load of the 

cables and transformers, limits of economical use of transformers.  

The calculation of the ratios in the power grid for 24 hours follows. The results then 

show the values of the quantities described in the introduction, including the number of 

states exceedences of limit values. Part of the results is a graphical processing result 

using graphs. Calculation continues for other possible network topology and the results 

of the exceeded limit for each network topology are entered into the table, which is 

stored to file of .txt in end of calculation. 

The user can then select the optimal network topology according to the amount of 

warning messages according to the priority which attaches each criterion. 

3 Matematical model of analyzed power system  

The mathematical model of the power system presents a real power system in three 

voltage levels (110 kV, 22 kV and 0.4 kV). Superior system is a system of 110 kV, the 

short-circuit power of 700 kV·A. Devoted power system operates through two 

transformers 110/22 kV to 22 kV power system, which includes 12 distribution 

transformers 22/0.4 kV and 34 pcs line, see Fig. 1. 

 

Fig. 1. Block diagram of analyzed power grid 
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3.1 Matematic model of photovoltaic power planf of 4 MWp. 

At this moment the (fictional) photovoltaic power station of nominal output power of 

4 MWp is situated in analyzed power system. It is representative of only one renewable 

source for now. This plant was selected for a rich data basis of measurement applied to 

the actual electricity unit of the same power. 

PV plant model is created in ATPDraw to meet the requirement of pulse width 

modulation, and also to be created using a current source. Request of pulse width 

modulation was achieved by interactions of sine and saw general sources. Pulse width 

general signal is generated by mathematical combination of these two sources. Current 

source function is then assigned to him from the menu TACS (Transient Analysis 

Control Signals). One source is then assigned to each phase. They differ from each 

other then the phase shift. It is related to the moment of the start of the first phase 

sources (always shifted about 120 °). 

3.2 Consumption part of analyzed power grid 

Because at this time the prediction system of power consumption is under development, 

this information is taken for now from the standardized daily load diagrams, which are 

downloadable on web site of Electricity Market Operator. Therefore, the user inserts 

the selected daily load diagram for 24 hours, which is expected for the period and 

region.  

The user then selects the maximum percentage loading of each distribution 

transformer 22/0.4 kV. Daily consumption is then calculated from the following 

equation: 

 
cos pnti PhSP

 (1) 

Where P is the actual power consumption of the transformer, h is the percentage 
loads of transformers, Pp is the relative power value of the TDD in a given hour, Snti 
nominal power of i-th transformer. The ratio of active and reactive power component 
gives constant power factor = 0.95 inductive. 

4 Example of calculation 

It is expected one day, to be executed calculation and assessment of the appropriateness 

variant of topological network connections. The file with information about the curve 

of solar irradiation during the day was downloaded from the prediction system, where 

the period of one day was separated. Concretely 30.3.2014. The resulting curve is 

shown in the Fig. 2. 
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Fig. 2. The values for the calculation of parameters 

Also, file of daily load diagram for the user without the use of heat energy was chosen, 

i.e. DLD 4. 

The 10 variants of operating system configurations have been determined in 

advance, which are stored in the user interface of Solver platform. The limit values of 

all type of elements were also set. The criterions and resulted values are presended in 

Table 1. 

Table 1. of calculated parameters of decision criteria 
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It is understood that the above parameters become different criteria for selecting the 

correct topology of analyzed power system. 

Table 1 show that in terms of Overvoltage LV transformers are among the best 

topological connections variants 1, 2, 3, where exceeding the specified values in 6 

cases. However, in terms of Overvoltage MV cables may be the best option 10, where 

the voltage limit values are exceeded in 21 cases. In terms of Undervoltage LV 

transformers are the best choice 1, 2, 7, 8 variants with the same number of alarms of 

8. In terms of undervoltage of MV cables is the best option connection 1 with the 

number of exceedences of limit values 6. In terms of Overcurrent MV cables is the best 

option 5 with 17 limits of operation exceeding.  

Some parameters stored in the table are not changed numerically. It is, therefore, that 

all possible combinations of connections of power system were not calculated 

(overvoltage and undervoltage of HV lines), but also because these parameters are not 

dependent on the grid topology changes (uneconomical operation of LV transformers). 

The last criterion for choosing the appropriate power system topology is the Number 

of handling operation. This is the number of manipulations of switches for changing 

the network configuration related to the reference version (in this case, option 1). 

5 Conclusion 

This paper describes a optimization tool for a distribution grid operation. It is software, 

which mathematically calculate a behaviour of distribution grid under different 

conditions of power supply from renewable source and energy consumption in each 

consumption point. 

It is possible to follow from results table user can choose optimal distribution grid 

topology according some criterion. It can be said solver platform can be a very 

important software for power engineer in proces of revitalization current distribution 

grids to Smart grids. 

Future work will be an upgrade solwer platfom vizualization and implementation of 

implementation choosing the best variant of grid operation using the priorities assigned 

to each criterion. 
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Abstract. This paper deals with accumulation of electric power by means of 

hydrogen technology and reverse transformation of such power stored in hy-

drogen into electric power again. The source of renewable energy in this system 

is represented by a small photovoltaic power plant feeding the hydrogen gen-

erator - electrolyzer as the main appliance for reverse chemical transformation 

together with hydrogen fuel cells. Both of these appliances operate at low tem-

perature, they are based on PEM (Proton Exchange Membranes) technology. 

The electrolyzer ensures decomposition of purified water to oxygen and hydro-

gen by action of direct electric current. The fuel cell houses a reverse process, 

when chemical reactions between hydrogen and oxygen are electric power of 

water result in production of electric power and water.  The crucial part of this 

paper comprises calculation of efficiency achieved by accumulation of power 

into hydrogen, including the efficiency of individual components forming the 

accumulation (storage) system located in the fuel cells laboratory of VŠB - TU 

Ostrava. The electrolyzer ensures decomposition of purified water to oxygen 

and hydrogen by action of direct electric current. The fuel cell houses a reverse 

process, when chemical reactions between hydrogen and oxygen are electric 

power of water result in production of electric power and water. 

1   Introduction 

Accumulation of electric power can be seen as an intermediate stage between the 

power produced and the power consumed. Accumulation is a process of storage of 

power in a certain form, which can be converted back into electric power from the 

electric engineering point of view. The accumulation itself can be divided into long- 

and short-term respectively. Appliances for short-term accumulation can include fly-

wheels, super capacitors, super conductive batteries etc. 

 

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 90–95.
VŠB – Technical University of Ostrava, FEECS, 2014, ISBN 978-80-248-3458-0.
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Fig. 1. Small photovoltaic power plant on the roof of laboratory 

 

These accumulation (storage) systems are significant for industry and other fields 

of power engineering, yet they are unable to secure long-term accumulation that is 

vital for electric power engineering. The systems for long-term accumulation can 

include lead batteries, flow batteries (Redox flow batteries) [1], the compressed air 

energy system (CAES) [2] and the last but not the least item would be a system based 

on hydrogen technology, which actually still struggles with lower efficiency now. 

Raising its level to competitive figures with respect to other accumulation technolo-

gies is the goal pursued by numerous laboratories all over the world. 

2   Description of Hydrogen storage system 

Power supply to this island system is provided by twelve PV polycrystalline panels 

located on the lab roof inclined to 45° (see Fig. 1). The installed capacity of these 

panels connected into serial-parallel configuration equals to 1,980 Wp. Surplus elec-

tric power produced by these panels is stored into the power storage bank with priority 

and once it has been fully charged, the system starts to produce gaseous hydrogen via 

the proton exchange membrane and initiates its storage into a suitable magazine. 

A module of fuel cells represents a reverse technology to the electrolyzer, PEM 

type once again, with the nominal capacity of 1,200 W and the voltage of 26 V that 

serves for generating of electric power from the previously produced hydrogen. The 

module is initiated only at the moment, when the demand for electric power can be no 

longer covered by the power storage bank. That serves as "a buffer" for moments of 

weak supply of power from the photovoltaic system. Selected parameters of PV panels 

have been stated in table 1. 
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Table 1. Parameters of one PV panel ( SCHOTT POLY 165 TYPE)  

nominal capacity (Wp) ≥165 nominal capacity (Wp) 

voltage at nominal capacity (V) 35.10 voltage at nominal capacity (V) 

current at nominal capacity (A) 4.70 current at nominal capacity (A) 

no-load voltage (V) 43.60 no-load voltage (V) 

short-circuit current (A) 5.27 short-circuit current (A) 

 

2.1   Storage of Hydrogen  

The electrolyzer keeps hydrogen pressurised at high pressure and stored into pres-
sure vessels in gaseous form and at the maximum feed pressure, which is 13.8 bar in 
our case. This is the maximum output pressure of the electrolyzer possible. Further 
options involve storage on suitable carriers, which are metal hydrides, where 1 cm

3
 of 

which can absorb one litre of hydrogen. Bonding is performer at convenient pressure 
and temperature. Bonded hydrogen is in gaseous form. Filling is associated with exo-
thermic reaction and the vessels (reservoir) requires cooling. On the contrary, the 
vessel must be heated during the emptying process. [3] 

3   Operation of Hydrogen storage system 

 

The storage system illustrated by block diagram in Figure 2 operates as follows: 
The output of PV panels rises from the beginning of the day and charging of batteries 
is in progress. The AC load is supplied from NEXA fuel cells module, consuming the 
hydrogen previously produced. As the output from PV panels reaches a sufficient 
level (assessment conducted by the control system), the NEXA module is switched off 
and the supply for AC load will be taken over by PV panels. Potential deviations of 
power supplied are then covered by batteries. Once they are fully charged, the control 
system will initiate the electrolyzer and start with production of hydrogen. PV panels 
will supply power to the AC load and electrolyzer under such circumstances. The 
electrolyzer remains in operation until the drop of solar radiation intensity, i.e. output 
from PV panels drops below the specified level. During night time, the AC load is 
supplied from batteries first, followed by involvement of the fuel cells module at the 
moment, when the battery voltage drops to a specific level. The module processes 
hydrogen from storage to produce electric power for supply into the AC load via con-
verters. [4] 
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Fig. 2. Simplified diagram of the hydrogen storage system 

 

4   Measurements of Hydrogen storage system 

 

The aim was to determine energetic balance within the entire hydrogen storage sys-

tem and to calculate its efficiency. Efficiency calculations were also made for individ-

ual components of the system, including the hydrogen technology devices, i.e. the 

electrolyzer Hogen GC600 and the fuel cells module NEXA, as well as the semi-

conductor equipment, i.e. converters used: 

 

• Sunny Island Charger 40 

• Sunny Island 4282 

• SD-1000L-48 

 

DC converters respond to arrival of energy into the DC bus, which further supplies 

power to terminals of the DC/AC converter. There is one DC/DC converter to trans-

form the electric power from PV panels to a suitable level and to operate as battery 

charging controller at the same time. Another DC/DC converter serves for stabilising 

of output voltage from the fuel cells module. The input at DC/AC converter is con-

nected to either batteries or the fuel cells module. Its power outlet is used to supply the 

AC load and electrolyzer Hogen GC600. Assurance of efficiency of the hydrogen 

storage system was pursued by means of several days of measurements during August 

and September 2013, where the values obtained on a specific selected day are shown 

in fig. 3 
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Fig. 3. Energy balance of individual system components 

Table 2. Energy balance of individual system components 

 

 (%) 

Sunny Island Charger 40 95,99 

Sunny Island 4282 91,82 

Fuel cells module NEXA Ballard Power System 38,36 

DC/DC converter SD-1000L-48 93,6 

Electrolyser (Hogen GC600) 34,35 

Overall Efficiency of Hydrogen Storage Systém 10,87 

 

5   Conclusion 

The laboratory hydrogen storage system described in this paper has been designed 
to ensure uninterrupted power supply to a specific appliance - the AC load with capac-
ity of 250 W. The entire system has been set up in an island configuration with opera-
tion independent to the surrounding grid and able to balance immediate surplus or lack 
of electric power produced by a renewable energy resource. Long-term measurements 
helped to assess efficiency of individual components of this system. The overall effi-
ciency of system for accumulation of electric power from photovoltaic source approx-
imates the value of 11 %. The system efficiency figure does not include the efficiency 
of photovoltaic power plant, as it is a source of renewable energy only, with no effect 
on efficiency of accumulation. The achievable level of hydrogen storage system 
should be up to 30 %, considering the theoretical efficiency of electrolyzers around 70 
% [5] and the level of 60 % achieved by fuel cell. The said values are relevant to 
high.temperature equipment only and not our hydrogen storage system. 
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In spite of the low efficiency established, the importance of accumulating renewa-
ble energy into hydrogen will keep growing in the near future. Hydrogen storage sys-
tems can be used to solve operating issues with both systems based on renewable 
resources connected to the grid as well as island systems. Hydrogen systems also help 
with accumulation of renewable energy to a great extent of output. Even though hy-
drogen serves as a mere carrier of electric power rather than its source in this case, its 
application is very convenient with respect to the ratio of chemical energy and weight. 

One of the options for increase in efficiency of the hydrogen storage system is to 
ensure supply of pure oxygen for fuel cells. Further areas for improvement span even 
with respect to semi-conductor converters required for transformation of current sys-
tems and stabilisation of voltage. 
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Abstract. This article presents an adaptive protection system developed for the 

failure state and abnormal operation states, such as short-circuits and overloads 

in an autonomous 1-phase Off-Grid energy system. The Off-Grid system is built 

in the area VSB and is in active operation for two years. This adaptive protection 

system intended for the Off-Grid system, which contains several independent 

sources of short-circuit power, is able to change and configure itself for various 

operation states in the Off-Grid. The adaptive protection system is based on cen-

tral control and real-time analysis of data acquired from electronic measuring 

devices. 

Keywords: Off-Grid system, short-circuit current, protection 

1 Introduction 

VSB–Technical University of Ostrava has designed a power supplying concept 

which complies with the requirements for the SMART Grid Systems used for supplying 

an energy self-sustaining residential home in an Off-Grid operation mode. The energy 

sources and energy storage system were selected on the basis of the power consumption 

of a conventional residential home as well as on the size of the initial investment. [1] 

The Off-Grid system, in this instance, is defined as an energy unit independent from 

the electric power supplied from a superior grid. This system primarily integrates the 

parallel cooperation of a wind power plant and a photovoltaic power plant, where the 

power of the individual sources may be used to cover the consumption of electric en-

ergy in a separate low-voltage system and the surplus of power is used for charging the 

energy storage system. In the majority of cases, the general benefits and pro-active de-

velopmental trend of these concepts are mentioned, but as with any other product, is-

sues related to the long-term operations of these power units and specific features tend 

to be neglected particularly when speaking of the mode of protection in case of failure 

or abnormal operation states. [1], [2] 

 

An important task in designing the Off-Grid system for the power supply for the 

energy self-sustaining building is the design and implementation of the protection con-

cept concerning the short-circuit conditions and the overload in the autonomous Off-

Grid energy system. The short-circuit power in the Off-Grid system is determined by 

the Off-Grid inverter, the wind power plant and the photovoltaic power plant along with 

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 96–101.
VŠB – Technical University of Ostrava, FEECS, 2014, ISBN 978-80-248-3458-0.
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the performance electronics. Electric power generation from renewable sources is con-

siderably stochastically variable. This problem has a negative effect on change in the 

short-circuit power in the Off-Grid system as compared with a conventional low volt-

age distribution line (On-Grid). The short-circuit current in the Off-Grid system reaches 

much lower values in comparison with a conventional On-Grid system. In order to en-

sure selective and hundred-percent protection against short circuit and overload in the 

Off-Grid system, there is a need to modify the standard protection concept used in low-

voltage networks with a considerably higher short-circuit power than in the Off-Grid 

system. For this reason, VŠB–Technical University of Ostrava proposed an adaptive 

protection system which uses information about the current operation states in the Off-

Grid system. Based on the proposed algorithm, it evaluates the current values in indi-

vidual current circuits and makes further decisions based on the values read. This pro-

tection concept makes use of conventional safeguarding elements, such as a breaker 

with an under-voltage trigger. With the adjustable threshold values adjusted in the adap-

tive protection system concept, it will be possible to apply the system to various power 

levels, from residential homes to administrative buildings. The adaptive protection con-

cept is based on the regulations and standards intended for the basic requirements for 

the protective measures which need to be implemented in electrical wiring and instal-

lations with a voltage level of up to 1000 V AC. [3] 

 

Fig. 1 Simplified wiring diagram of the Off-Grid system (the “By-Pass” topology) 

 

The physical platform of the Off-Grid system built on the premises of VSB–

Technical University of Ostrava is based on the By-Pass topology. For a simplified 

wiring diagram of the By-Pass concept, see Fig.1. The physical model of the electric 

unit testing platform was used as the basic element in order to create the protection 
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concept and active control system for the Off-Grid system. [1] The active control sys-

tem, along with the protection concept, is essential for the long-term and stable opera-

tions of the power supply system.The source with the highest rated output is WPP, with 

an installed power of 8kV∙A. It is a wind power plant with a 20-pole synchronous gen-

erator equipped with permanent magnets, whose output voltage is first rectified and 

adjusted to the optimal voltage value at the inverter input. The output power is subse-

quently led through the DC/AC inverter (with a maximum power output of 5.5 kW) to 

the AC 1-phase power system. The hybrid source of the Off-Grid system is also com-

pleted with two photovoltaic power stations (PV1, PV2). The maximum output of each 

PV is 2 kWp. PV1 uses polycrystalline panels and PV2 uses monocrystalline panels. 

The PV 1, 2 output is led into the DC/AC inverter, with a maximum output of 2.1 kW. 

The Off-Grid inverter, used in the testing platform of the Off-Grid system, creates con-

ditions defined for a standard AC 1-phase network which can integrate individual elec-

trical appliances. The Off-Grid inverter is able to provide continuous consumption of 4 

kW, with a maximum of 5 kW for a period of 1 minute. Due to its sophisticated control 

of the accumulators, the Off-Grid inverter always knows the charging status of the ac-

cumulators, and makes further decisions based on its control function in the system. It 

also determines the optimal strategy for charging the accumulators. If the input DC falls 

below a predefined limit, the system will shut down automatically. The accumulator 

charging uses the characteristics of IUoU Active Inverter Technology. [20] To accu-

mulate electric power in the testing platform of the Off-Grid system, Ni-Cd batteries 

are used in a series-parallel configuration, with a nominal voltage of 24 V. Owing to 

the testing operations of the entire system, the capacity of accumulators was selected at 

750 A∙h. [1] 

2 Analysis of failure states in the Off-Grid system 

The analysis is specified for two failure states. As regards the rate of 1-pole failures 

which may occur in the electric circuit of the residential home, the most frequent is an 

overload and 1-phase short circuit. According to the manufacturer and Standards EN 

610000-6-1, the Off-Grid inverter has its own protection against over-heating and the 

output AC is monitored for short circuit and overload. In case of a short-term overload 

(motor starting current), the Off-Grid inverter of the testing platform is able to provide 

50 A for 100 ms. Once the period defined for a short-term overload expires and the 

maximum current consumption is detected as exceeded, which occurs during the 1-

phase short circuit and overload, the Off-Grid inverter of the testing platform will dis-

connect the AC end of the Off-Grid system. Using a contactor controlled by the Off-

Grid inverter, it disconnects the individual current circuit as well as the individual ap-

pliances, as well as the sources connected to the primary circuit. The inverter discon-

nects the power supply to the AC side of the Off-Grid system when the failure duration 

exceeds 6 seconds. This period for shut-down is intended for the protection of the Off-

Grid inverter, but does not correspond to the time limit for a failure shut-down, e.g. 

upon the 1-phase short circuit in low voltage networks (0.4 s for TN networks).[3] 



Adaptive relay protection system for Off-Grid systems 99

 
Fig. 2 Voltage and Current waveform during the short circuit in the Off-Grid system 

 

Fig.2 illustrates the curve of the short-circuit current and the voltage at the output 

end of the Off-Grid inverter. Prior to the simulated short circuit, the Off-Grid inverter 

is loaded at 45% of its maximum possible load. The voltage value is 231 V and the Off-

Grid inverter supplies the Off-Grid network with 8.2 A. Upon short circuit and after the 

stabilization of the transitional events, the stabilized effective value of the short-circuit 

current is 34 A, whereas the effective value of voltage decreases to 10 V. The short 

circuit does not occur in the situation when the voltage passes through zero (it only 

contains the symmetrical short-circuit current), the short-circuit current will gradually 

follow the current flowing through the circuit prior to the short circuit. Automatic 

disconnection from the source is used (breaker, fuse) as a conventional protective 

measure. The protection will ensure automatic disconnection if the conditions indicated 

in formula (1) are met. If this requirement is met, the current which flows through the 

failure loop (depending on the value of the loop impedance) is higher than the release 

current Ia (in the short-circuit protection) The protection can consequently be shut down 

in the required time limit (the prescribed releasing time is 0.4 s; this value is established 

for TN networks). If conventional protection, such as a circuit breaker B, In = 16A, 

factor 5, is used, the release current of the breaker is Ia = 80 A.   

 

 

                 (1) 

 

 
Zp - impedance of the failure short-circuit loop (in the Off-Grid network, at the point of short 

circuit 0.8 Ω), U0 - voltage before the short circuit, Ip - fault current 
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time limit. The value of the short-circuit current is insufficient for installing the safe-

guarding element, such as the B16, B10 breakers (34 A < 80, 50 A), in a determined 

time limit, a limited short-circuit current flows through the Off-Grid inverter and the 

point of short circuit. This current cannot be broken by the standard protection concept, 

therefore a failure state emerges in the Off-Grid system with this state endangering the 

reliability of the system.  Another operation state emerges when the source of electric 

power and the short-circuit power for the Off-Grid network is the Off-Grid inverter 

supplied from the batteries as well as from the WPP and PV generator and the power 

electronics. In the first operation state, the short-circuit current measured at the Off-

Grid inverter was 34 A. The maximum contribution of PV, along with the limitation 

ability of the PV inverter, to the total short-circuit power of the Off-Grid system is just 

beyond the limit of the PV maximum output (MPP- maximum power point). MPP is 

the point when the PV inverter sets up so that it corresponds to the present point of the 

maximum output of the used photovoltaic panels. The maximum current of PV is de-

termined by the short-circuit current which is the maximum current which may be sup-

plied by the solar element at a given sunlight intensity, the maximum contribution of 

the overall short-circuit current at the point of the short circuit is approximately 10 A. 

If the short circuit is electrically close to the synchronous generator WPP, the curve of 

the short-circuit current is more complicated and the change in the electrical parameters 

of the machine during the short circuit. The reactance of the generator changes gradu-

ally, from the impact to the transitional and synchronous value, the maximum contri-

bution of the overall short-circuit current at the point of the short circuit is approxi-

mately 118 A.  

 

 
In order to ensure a safe selective protection against the short circuit and overload in 

all operation modes of the Off-Grid system, there is a need to identify the dynamically 

changing value of the short-circuit trigger in the electrical protection. In the first oper-

ation state (with the short-circuit current source being only the Off-Grid inverter), the 

value of the short-circuit current is only 34 A. The impulsive value for the short-circuit 

trigger must be set below this limit In ∙ n < 34 A. If this limit remains set for the second 

operation state as well, the maximum transmitted current reaching a value of 50 A 

would be limited in the By-Pass system concept. The source with the greatest output 
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and short-circuit current is the WPP with its inverter. In order to avoid the adverse 

activation of the short-circuit degree by exceeding the impulsive value, this value must 

dynamically change in real time as a function of the present output of WPP. As regards 

the WPP generator parameters, the wind run-up speed at WPP is 2,5 m∙s-1, which cor-

responds to 55 rpm. The maximum wind speed is 12 m∙s-1, which corresponds to 180 

rpm. The adaptive protection system, designed by VŠB–Technical University of Os-

trava on the basis of measurements, evaluates the RPM of the WPP rotor and the values 

of global radiation in real time. Based on the measured and evaluated values, the system 

adjusts the impulsive value of the short-circuit degree for the primary circuit L1.  Based 

on the current RPM of the WPP rotor, which are directly proportional to the wind speed, 

the system increases or decreases the impulsive value of the short-circuit degree. If the 

preset impulsive value is exceeded, the independent instantaneous trigger will be re-

leased. Time of weaning failure (1-phase short circuit) is less than 0.4 s. Fig.3 depicts 

the wiring diagram of the adaptive protection system. The adaptive protection system 

is similar in its activity to the 3rd generation electronic breakers. The basic circuit of 

this system is formed by the converter of the analogue signal from current probes to the 

digital format, and the controlling microcomputer which evaluates the flowing current, 

pre-sets the values of the impulsive component according to the current RPM of the 

WPP rotor and values of global radiation, and activates the tripping relay at the moment 

of the breaker switching off. 

3 Conclusion 

 Modern information technologies intertwined with conventional safeguarding de-

vices offer a number of options for designing modern electric protections with the dy-

namically changing impulsive values of the short-circuit degree. The final result is a 

highly variable, reliable and economical system for electric power supply at the level 

of low voltage, for supplying energy self-sustaining houses and buildings. 
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Abstract. This article is focused on genetic algorithms and their using for iden-
tification of unknown parameters in equations expressing the behavior of a 
physical system. In the last section of this document is presented experimental 
result of parameter identification of simple electric circuit with unknown para-
meters. Measured data and fitness function are inserted into LabView applica-
tion. Genetic algorithms are used to search the right parameters of the system. 

Keywords: Genetic Algorithms, optimization problems, LabView 

1 Introduction 

There are a lot of new approaches and principles which are based on a relatively new 
scientific discipline which is called Soft Computing. The main feature of Soft Compu-
ting is a departure from traditional modeling based on Boolean logic, analytical mod-
els, sharp classification and deterministic search. In the title the word "soft", express-
ing "softness, gentleness" here means "soft" requirements on the accuracy of the de-
scribed phenomena. Among the main representative of Soft Computing we include 
fuzzy logic, neural networks and genetic algorithms - these will be prioritized for 
attention in the following paper. 

2 Genetic Algorithms 

Genetic algorithms are stochastic optimization methods used for finding solutions of 
searched problem. Genetic algorithms try to simulate evolution in the way that occurs 
in nature. As a theoretical basis or model they take Mandel's theory of genetics and 
Darwin's theory of natural selection. Darwin's theory basically says that faster, 
stronger and more intelligent individuals have more chance to survive in a dynamic 
and constantly changing environment than other individuals - slower, weaker and 
dumber. These "inferior" individuals in their environment survive rather because they 
are lucky, than due to its properties. Therefore, reproduction (creating the next gen-
eration) also participate, but to a lesser extent than individuals "better". Georg Mendel 

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 102–107.
VŠB – Technical University of Ostrava, FEECS, 2014, ISBN 978-80-248-3458-0.



Identification of System Parameters using Genetic Algorithms 103

has discovered transfer mechanism of character traits from parents to offspring. Later 
was shown that for the individual properties are responsible gens which are arranged 
linearly in the chromosomes. 

Genetic algorithms are a scanning method for general use (not dependent on the 
type of the problem), which can be adjusted by setting the parameters a balance be-
tween the focus on promising areas and searching the largest part of the state space. 
These properties of genetic algorithms are one of the biggest advantages: 

 Genetic algorithms are robust in the sense that they are applicable to very diverse 
tasks, taking them only need to make minor adjustments 

 Genetic algorithms can work with all kinds of state spaces, including nonsmooth, 
multimodal and discontinuous 

 Genetic algorithms can find solutions in terms of multiple criteria, it is not neces-
sary to explicitly define a common evaluation function 

 Genetic algorithms can find more optimal solutions or near optimal solutions 
 Genetic algorithms can be used for dynamic optimization 

Genetic algorithms try to imitate evolution in nature. The most important part of the 
genetic algorithm is the fitness function - an equation describing searched problem. 
First population is generated randomly from specified range of values. According to 
the results of the individual in the fitness function for each individual is assigned a 
fitness value that reflects how strong this individual is. Strongest individuals continue 
in the algorithm and the weaker die. 

Next is applied operations of mutation and crossover of most powerful individuals. 
During the crossing parents remain and the population grows by the new offspring 
resulting from accidental crossing of chromosomes randomly selected individuals - 
parents. The newly formed individual may be stronger than parents or weaker and 
dies in the next generation. The next step is the implementation of a mutation. This 
creates new individuals by mutation of individuals randomly selected from the popu-
lation. In the developed algorithm is mutation implemented by multiplication chromo-
somes and random value close to one. In the next step of the algorithm are randomly 
generated new individuals. If not to create new random individuals, the space would 
be poorly scanned and the algorithm would get stuck in a local extreme of fitness 
function. Add new randomly generated individuals ensures a random search of the 
entire area, allowing the algorithm to jump out of the field of local extreme. The pop-
ulation was thus extended by new individuals resulting from the crossing and muta-
tion of new individuals, but also randomly generated individuals. The whole popula-
tion progresses to the next generation, where the process is repeated again - determin-
ing of fitness values - selection - crossover - mutation - the emergence of new ran-
domly generated individuals. This process is repeated continuously till not reached 
the desired number of generations or until the individual is sufficiently mature – high 
enough fitness value. 

The measured points and the function which describe the physical phenomenon are 
loaded to the application. Chromosomes of the individual are function parameters and 
function values are calculated in measured points. Differences between measured and 
calculated values are calculated and summed. Total sum of the deviations then indi-
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cates how the individual is strong. The lower sum of differences means that the indi-
vidual is stronger. The aim therefore is to find the parameters of the function to func-
tion as close as possible to the measurement points. 

Summation of differences has the consequence that in this case the behavior of the 
function exactly intersects some points and some points are disproportionately away. 
Sum of differences is the lowest in this case. Even during the fitting function all 
points can provide the sum of squared differences. The sum of squared deviations is 
smaller number than the large square of one difference. 

The sum of the differences is exactly interleaves the most points and ignores points 
outside the course of function. The sum of the deviations quadrates create graphs of 
functions uniformly interleaved all points. 

All measurements generally are flawed and because of this error sometimes it is 
not possible to achieve sufficient results by substituting into the equation, or by insert-
ing of the measured points in to the system of equations and solve the equation para-
meters. In case of an inaccurate measurement should be measured points evenly in-
terspersed by curve. 

 

 
Fig. 1. LabView application 

Figure Fig. 1. LabView application shows main screen of developed program. At the 
left can be set to different parameters such as the number of generations, population 
size, the number of new individuals per generation, and so on. The table in the middle 
shows a whole generation. The graph on the right below graphically shows the beha-
vior of the fitness function with the best individual in the generation - the chromo-
somes of the strongest individual in a generation. The top right graph shows the de-
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creasing sum of the deviations depending on the generation of the first ten individu-
als. 

3 Experimental results 

Genetic algorithms solve optimization problems in a number of industries. In eco-
nomics can be used genetic algorithms to calculate the best investments in the indus-
try to calculate optimization. In the field of electronics genetic algorithms are used to 
identify the parameters of electronic systems, optimizing controller settings and opti-
mizing adjustment of adaptive controllers. Adaptive controller’s parameters need to 
be changed depending on the operation of the entire system. While the engine is run-
ning the engine warms up and there are changes in the electrical parameters and the 
adaptive controller that must to react. 

I used a genetic algorithm to identify the unknown parameters of the electrical cir-
cuit from the step response. As electrical circuit I chose passive second order low pass 
filter. Figure 2 shows scheme of circuit and transfer function describing this circuit is 
given by equation (1), where ω0 and Q is given by (2) and (3), respectively. Equation 
(4) shows solution of Step response in Laplace Domain and equation (5) shows “con-
verting ” from Laplace Domain to Time Domain. 

 
Fig. 2. Passive low pass filter 
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Solution in Matlab: 

syms s t R L C; 
G = (1/(L*C)) / (s^2+((R/L)*s)+(1/(L*C))); 
H = G*(1/s); 
h = ilaplace(H,s,t); 
pretty(simplify(h)) 

 
Fig. 3. Step response in time domain solved by Matlab 

Figure 3 shows equation of step response of second order low pass filter in time do-
main solved by Matlab. Values of the electrical components were chosen: R = 0,3 Ω, 
L = 1 H, C = 1 F. Parameters Function values were calculated for each second and 
these values were inserted into LabView application. It was also necessary to insert 
the value of the resistance R, as otherwise there would be infinitely many solutions. 
The population was chosen size of 50 individuals. 

 
Fig. 4. Development of the fittest individuals in each generation 
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Conclusion 

The figure 4. shows the improvement of the graph of function with the best indi-
vidual in each generation. In each generation the sum of deviations is much smaller 
and the curve follows the given points. Applications typically finds parameters L and 
C with an error smaller than 0,1% in six generation with the first population size of 
fifty individuals. This application can be used for almost every optimization problem 
and in future it will be used for determine the parameters of the induction motor. 
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Abstract. This paper is focused on the parameters identification 3 – phase in-
duction motor with squirrel cage. The identification method is introduced for 
equivalent circuit shaped Γ-network. The direct application of identification of 
parameters is introduced for asynchronous motor type: AOM090L02-016, with 
power rating 2.2 kW, 2p = 2. 

Keywords: Induction motor, power factor, power quality, efficiency, parameter           
identification 

1 Introduction 

The three phase squirrel cage induction motors (IM) are widely used in a large scale 
of industry applications because of their simple construction, reliability, low mainte-
nance, wide range of power ration and a relatively low cost. 

The mathematical model of the one phase IM in form of the equivalent circuit is 
used for its properties and behavior the description. This equivalent circuit contains 
several circuit elements (parameters). These parameters shall be determined very 
precisely. The equivalent circuit of IM may be used in the Γ-network, inverse Γ-
network or the classical T-network form. 

This paper is especially focused on the parameters identification with using the Γ-
network. The principle of this method is performed by the parameters identification 
for the Γ-network in the operation area of the IM toque characteristic. The paper deals 
with the problem of this method, because the different solutions are obtained by the 
mutual combinations of the toque characteristic points.  

The identification of parameters is performed for motor rated at 2.2kW, type: 
AOM090L02-016, 2p = 2. 

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 108–113.
VŠB – Technical University of Ostrava, FEECS, 2014, ISBN 978-80-248-3458-0.
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2 The parameters identification of induction motor by method 
of adjacent points 

The parameters of IM are required to identify for the purposes of analysis and simula-
tions. The mathematical model of one-phase IM is most often used as the substitute 
circuit in T-network form and (Lσ1, L

/
σ2, L1m, R). The Γ-network is completely suffi-

cient for the purposes of identification, because it consists of only three parameters 
(L/

σ2, L1m, R), which are required to identify in comparison to T-network, which has 
four parameters (Lσ1, L/

σ2, L1m, R). The advantages of using the Γ-network are de-
scribed in [1].  

The method of adjacent points is used for the purpose of IM identification parame-
ters. This method is derived for Γ-network and it is introduced in [1], [2] and [3].  The 
motor input impedance is intended in both points A and B, which are situated on the 
toque/mechanical characteristic in the vicinity of the nominal point N (the nominal 
point N should be  between points A and B or it should be one of them). The input 
impedance is given by the formula: 

 ).(j)()( B1,A1,B1,A1,B,1A,1 LLRRZZ ⋅+= ω  (1) 

The equivalent circuit parameters R1 (resistance of stator winding), RFe (equivalent 
resistance for core loos), L1m (magnetizing inductance), L/

σ2 (rotor inductance brought 
to stator), R (equivalent resistance for mechanical load of IM and rotor winding re-
sistance brought to stator) are funded for the measured values RA, LA in point A for 
slip sA and RB, LB in point B for slip sB. The Γ-network equivalent circuit input im-
pedance on Fig. 1b) must be equal the experimental measured impedance on Fig. 1a). 

 

 

Fig. 1. Input impedance Z1,A (Z1,B) a) experimental measured impedance and equivalent  
circuit in Γ-network impedance b) (taken from [2]) 

The Γ-network equivalent circuit input impedance is given by the formula: 
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where s is the slip. The comparison of the experimental measured impedances Z1,A and 
Z1,B (it can be seen in Fig. 2) with the algebraic derived formula for the impedance of 
Γ-network Z1,Γ is essential for this method. 

 

 

Fig. 2. The method principle of the adjacent points on the torque/mechanical characteristic. 

The set of four equations with four variables are obtained from the comparison of the 
real and imaginary sides of the impedances Z1,A = Z1,Γ-A for point A and Z1,B = Z1,Γ-B for 
point B. The parameters R, L/

σ2 and L1m are obtained from these equations, which are 
introduced in [1]. The parameter RFe is difficult to determine, because we must deal 
with the 14th - level equation. Therefore, the parameter RFe must be a known value, 
which is obtained from the no-load measuring. The resistance R1 is measured by the 
Ω-meter on the IM terminal. These parameters R, L/

σ2 and L1m are given by the formu-
las: 
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where K1 till K11 are the substitution constant, which are given by the algebraic com-
binations of the parameters R1, RFe, RA, RB, LA, LB, sA, sB and ω. These constants are 
given by formulas: 
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The both different cases could be obtained for the solution of this method, when both 
point A and B are deliberately changed as it is shown in Fig. 3 a) and b). This change 
has a great impact to the Γ-network calculation solution. Respectively, the both pro-
cedures (method of points A + B and method of points B + A – it is defined from the 
slip 0 to1) are generated by this change. Each procedure generates the different math-
ematical correct solution. These solutions could be physically feasible or not. It is 
given by the formula (3) for L1m, which is the solution of the quadratic equation.  

 

 

Fig. 3. The adjacent points method principles a) A + B and b) B + A. 
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3 The parameters identification from the measuring on the 
induction motor 

The parameters identification was realized for IM type: AOM090L02-016, with pow-
er rating 2.2kW, 2p = 2, 400V and frequency 50Hz. The analysis was made by the 
torque characteristic, which is introduced in Tab. 1. The motor was measured in the 
nine operating points for the different load and the same voltage (3x400V). The 
measured values were the motor slip s (speed), the torque T, the active P and reactive 
Q power from the main, the effective values of voltage Urms and the current Irms in the 
each phase. The calculated values are the apparent power and cosϕ from the measur-
ing. The input impedances Z1,A (Z1,B) were calculated from these values, it is shown in 
tab. 2. The point A is selected for torque  4Nm (it is marked by the blue color) and 
point B is selected for torque  8Nm (it is marked by the yellow color) for method A + 
B, these points are chosen for method B + A.  

Table 1. The table of experimental measured and calculated values of active power P, Q a S for 
the different loading torque of IM type: AOM090L02-016 

T [Nm] n [rpm] Urms [V]  Irms [A]  P [W]  Q [ VAr]  S [VA]  cosϕ 

2 2972 231.87 2.320 838.12 1378.25 1621.03 0.5194 

A 4 2947 231.75 2.937 1490.26 1394.49 2041.40 0.7300 

5 2934 231.22 3.333 1821.32 1421.69 2311.16 0.7881 

6 2918 231.02 3.723 2133.16 1451.65 2580.98 0.8265 

7,3 2898 230.96 4.307 2574.92 1511.47 2984.18 0.8623 

B 8 2886 230.90 4.640 2814.46 1554.09 3220.00 0.8753 

9 2866 230.80 5.137 3160.00 1616.86 3560.00 0.8906 

10 2844 230.86 5.677 3550.00 1694.88 3930.00 0.9022 

12 2800 230.62 6.750 4270.00 1881.43 4670.00 0.9153 
 

Table 2. Table of values slip s and input impedance for this IM  

sA, (sB) [-]  RA, (RB) [Ω] LA, (LB) [H]  Z1,A, (Z1,B) [Ω] 

0.0093 51.9050 0.2717 51.91+85.36i 

0.0177 57.6012 0.1716 57.60+53.90i 

0.0220 54.6396 0.1358 54.64+42.65i 

0.0273 51.2907 0.1111 51.29+34.90i 

0.0340 46.2764 0.0865 46.28+27.16i 

0.0380 43.5750 0.0766 43.58+24.06i 

0.0447 39.9212 0.0650 39.92+20.43i 

0.0520 36.7215 0.0558 36.72+17.53i 

0.0667 31.2391 0.0438 31.24+13.76i 
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The solutions of this identification are introduced in Tab.3. The combinations of both 
points A and B are obtained from four solutions, but only once it is physical feasible 
(it is marked by the green color). 

Table 3. The identified the parameters of IM: AOM090L02-016 from elected values  
of torque TA = 4Nm a TB = 8Nm with method A + B and B + A. 

    Metod Metod 

    A + B B + A 

Resistance of stator winding R1 [Ω] 3.1 3.1 3.1 3.1 

Equivalent resistance for core loos RFe[Ω] 768.52 768.52 768.52 768.52 
Equivalent resistance for mechanical load 
and rotor resistance brought to stator R [Ω] 1.1012 2.2091 2.3665 0.4707 

Magnetizing inductance L1m [H] 0.1847 0.3420 0.3401 0.0455 

Rotor inductance brought to stator L/
σ2 [H] -0.1990 -0.0047 0.0193 -0.0459 

4 Conclusion 

This paper deals with the procedure for the parameter identification equivalent circuit 
in the Γ-network form for the IM with the usage of the method of adjacent points, 
which is appropriately used for the identification on the torque/mechanical character-
istic. This method could be declared as accurate, because this analysis is performed in 
the operating area of the torque/mechanical characteristic, i.e. in stable area of shaft 
speed. The different mathematical solutions are generated by this method, when some 
solutions are physical feasible and some are not, as shown in Tab. 3.  
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Department of Electronics, FEECS,
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Abstract. The aim of this paper is using a Luenberger state observer to estimate 

a rotor speed of the sensorless vector controled induction motor. As a control 

structure we used the commonly known sructure of the vector control for the 

IM supplemented by a block for an estimation of the rotor speed. The paper also 

deals with a calculation of poles of the IM and their placement, because if we 

have knowlede about the IM, we can better design poles of observer.  

 

Keywords: sensorless speed control, induction motor, Luenberger observer, 

poles placement 

1 Introduction 

The induction motors (IM) are more and more popular for their attributes. 

They are relatively cheap, simply and reliably constructed with low require-

ments for the maintenance. The control techniques for the IM use information 

of the rotor speed which comes from the speed sensor. This sensor is a source 

of problems, by removing this sensor from controlled structure we receive the 

sensorless control structure, which still contains other sensors e.g. the current 

or voltage sensors. 

The sensorless drives have lower requirements for a maintenance, simpler 

construction, higher reliability and mechanical robustness. They also can be 

used in applications, where the speed sensor can’t be used. Main purpose in 

sencorless control is estimation of position or speed. 

The speed estimators, operated on the motor model, can be divided to these 

three groups – open loop estimators, MRAS (Model Reference Adaptive Sys-

tem) and observers (Kalman, Luenberger, Gopinath etc.). [1] 

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 114–119.
VŠB – Technical University of Ostrava, FEECS, 2014, ISBN 978-80-248-3458-0.
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2 Induction Motor 

The current-flux mathematical model of the IM in the stator coordinate sys-

tem [2] is shown by equation (1). 
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Where: 

  
   Stator current space vector with components    ,     

  
   Stator voltage space vector with components    ,     

  
   Rotor magnetic flux space vector with components    ,     

     Magnetizing inductance 

   ,     Stator and rotor inductance 

   ,      Stator and rotor resistance 

    Electrical angular speed 

   Leakage factor 

In our case we are using these space equations (3), (4), where respective ma-

trices are (5) – (7) [2]. 
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3 Luenberger Observer 

The Luenberg observer (LO) is a typical representative of the close loop esti-

mators, so-called observers, namely of the deterministic observers. The ex-

pressions (8), (9) describe the basic Luenberger observer, which can be used 

for state estimation of a time invariant system.  [3] 

  ̇̂   ̂ ̂       ̃   ̂ ̂      [   ̂] (8) 

  ̂    ̂ (9)  

  ̂        ̂ 
 (10)  

Equations (8) and (9) are the base for design a block diagram (Fig. 1) [2]. The 

observer state matrix  ̂ is a transformed state matrix   by eqn (10). The input 

matrix   and output matrix   are same as in the IM description (7).  
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Fig. 1. Block diagram for the Basic Luenberger Observer 

The observer matrix   can be written as (11), and their components are de-

scribed by (12) – (15). [4] 

   [

     

    

     

    

] (11) 

Design of the observer matrix is based on the rule that the Luenberger observ-

er must be stable and faster than observed system, in our case the IM. [1] 



Design of Luenberger Observer for Sensorless Control of Induction Motor 117

                   (12) 

          ̂  (13) 

                                     (14) 

            ̂  (15) 

    
     

  
 (16) 

Where     ,     ,     are components of matrix   from (6). 

The estimated speed  ̂  can be given by an adaptation algorithm by two dif-

ferent expressions. First procedure is a simple integration (17), second one is 

integration with a proportional component (18). The correction term   is de-

fined by term (19). [1] 

  ̂    ∫     (17) 

  ̂        ∫     (18) 

        ̂        ̂         ̂    ̂          ̂   ̂   (19) 

4 Poles placement 

We can compare poles placement of the IM and the LO for better design of 

the observer’s parameters. For finding the poles can be used (20), where ma-

trix   is the same as in (6). 

      (20) 

Next step is to find determinant of (20), which gives us characteristic equation 

     (21). Form      we can calculate roots, namely real and complex. 

              
       

         
           (21) 

For a calculation of poles for the LO we need another expression (22), where 

  and   are same as in (6) and (7). Next step is calculation roots of equation 

     . [4] 

                    
        

             (22) 
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5 Simulation results 

I made simulation a of poles of the IM and the LO in MATLAB. First step to 

set settings parameters of the IM. Namely         ,          ,    

      ,           and          . 

In second step I wrote down components of the state matrix   (6) and the ob-

server matrix   (13) – (16) and other necessary equations. I calculated results 

in loop by using command eig() to obtain eigenvalues (eigenvector) and 

command real(), imag() to obtain real and imaginary part of solution, re-

spectively. 

lambdaA=eig(A); lambdaG=eig(A+GC); 

xA=real(lambdaA); yA=imag(lambdaA); 

xG=real(lambdaG); yG=imag(lambdaG); 

[Example of code for calculating poles of the IM and the LO in MATLAB] 

Last step was plotting a graph (Fig 2.), where black curve is for poles of the 

IM and red one is for poles of the LO. I tuned parameters of the LO via coef-

ficient  . I obtained optimal result if       . 

 

Fig. 2. Placement of poles of the IM and LO 
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6 Conclusions 

The aim of this paper was the design of the Luenberger observer as estimation 

technique of speed for the induction motor. It was simulated in program 

MATLAB, based on theory presented aforesaid. I described  mathematical 

model of the IM, equations necessary to designed the LO. The speed adaptive 

algorithm for estimating speed from a difference between measured and esti-

mated currents components. I also did calculation of poles for the IM and the 

LO shown by graph obtained from simulation results.  

Follow-up in this research will be application of the LO to the vector con-

trolled IM, at first in simulations, followed by experimental measurements. I 

will also have interest in further observers e.g. the Extended LO or the Go-

pinath observer. 
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Abstract. This article discusses a method of determining the optimal operation 

of the induction machine in generator mode in off-grid. This method of 

determining the optimum is processed into a program that was created in 

LabVIEW. This program is able to evaluate the optimal operation of the 

induction generator in island mode from the calculated parameters of machine 

and measured characteristics of the machine. 

1    Introduction 

Wind power has its origins in the incident solar radiation, the solar energy heats the air 

near the earth's surface. Due to different warming in various fields, there are 

significant differences in temperature of air zones. The result is a horizontal air flow, 

known as wind. Small-scale wind power is the name given to wind generation systems 

with the capacity to produce up to 10 kW of electrical power. Off-grid that may 

otherwise rely on diesel generators may use wind turbines as an alternative. 

Individuals may purchase these systems to reduce or eliminate their dependence on 

grid electricity for economic reasons, or to reduce their carbon footprint. Wind 

turbines have been used for household electricity generation in conjunction with 

battery storage over many decades in remote areas. 

 

 

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 120–125.
VŠB – Technical University of Ostrava, FEECS, 2014, ISBN 978-80-248-3458-0.
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2 Theoretical Analysis 

A. Small-scale wind power 

S-SWPs are usually mounted with induction generator with squirrel cage rotor. To a 

lesser extent, are mounted with synchronous generators with permanent magnets or 

DC motors. Induction motor needs reactive power for creating a magnetic field 

source machine.  According to the operating conditions, it may be a capacitor battery 

or capacity of connected network. From the viewpoint of construction is not the dif-

ference between induction motor and induction generator. Therefore, it is common 

that S-SWPs are mounted mass-produced induction motors operating in generator 

mode. Installed wind power plants equipped with mass-produced induction motors, 

have low power factor at nominal electrical power therefore the induction machine is 

very current overload. Based on this experience, we perform a usability analysis of an 

induction motor acting as a generator. 

The analysis is based on change of energy flow, so it’s substitution of electric power 

and mechanical power engine mechanical power and electric power generator. Power 

induction motor POUT is the mechanical power PH on the machine shaft according to 

(1): 

30
H

Mn
MP





  
(1) 

Where PH is the power of the induction motor, ω is the angular velocity of the shaft, 

and M is the torque on the shaft. Power of induction motor is given by electrical input 

PEL on motor terminal´s according to the equation (2): 

cos3EL  IUP  
(2) 

Where is PEL electrical input power, U is the voltage, I is the current and cosφ is the 

power factor. Losses of machine PZ are the difference between electrical input power 

PINP and electrical power POUT of machine are given by (3) 

OUTINPZ PPP   (3) 

Power of induction generator POUT means the electric power PEL on machine terminal 

according to (2) and PINP is mechanical input power PH are given by (1). 

On Fig. 1 is a replacement circuit diagram a) induction motor b) asynchronous gener-

ator. A fundamental change is reflected on the size of the internal induced voltage Ui. 
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Fig. 1 Equivalent circuit  

 

The size of the induced voltage of induction motor is derived from the (4) 

111i IZUU   (4) 

and the induced voltage of the generator is calculated according (5) 

111i IZUU   (5) 

Where U1 is the voltage on terminal of the machine and Z1I1 is the voltage drop on the 
stator. When an induction generator will operate on identical terminal voltage as an 
induction motor, the size of the induced voltage of machine will be increased by twice 
the value of the voltage drop on the stator. This is especially increasing the magnetic 
flux machines, higher induction in the air space, reducing power factor of the machine, 
increasing the total losses and danger of overheating machine. Reducing the power 
factor of machines decreases quality supplied electricity and increasing losses, de-
creasing of maximum machine utilization. Thus operated machine is able to supply to 
the network 50 to 70 percent of the rated electrical power. 

B. Induction Generator in Off-Grid 

Induction generator needs reactive energy for to create a magnetic field. Capacitors in 

parallel connected to the stator winding of the generator are the most commonly used 

for excitation. To determine the capacity of the capacitor it is necessary to know the 

magnetizing current of the induction motor obtained from no-load measurements. We 

proceed from the equality of induction reactance XL with capacitor reactance XC. 

Now we can determine the size of the capacitor reactance XC 

0

1
C

I

U
X   

(6) 

 

Where U1 is the phase voltage of machine and I0 is the no-load current. The value of 

the required capacitance of the capacitor C will be then 
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C2

1

Xf
C





 

(7) 

C. Measurement induction generator 

Measurements were carried out on induction machine Siemens 1LA7106-0AB (4 

poles / YY stator connection). Capacity of the capacitor was 46μF ± 20%. We set rpm 

by dynamometer at a given value. After that we connected load and gradually burden-

ing the generator. Measurement was carried out for n = const. Schema of measure-

ment is shown on Fig. 2. Voltages and currents were measured by voltmeter and 

ampere meter in each phase. Load with purely ohmic character, we have connected to 

the motor terminals after the motor has excited. 

 

Fig. 2 Scheme of measurements 

 

We have drawn output waveforms of induction generator from measured data (Fig. 

3). We can determine from these waveforms the optimal operation of induction gen-

erator by LabVIEW. 

 

 

Fig. 3 Measured waveform of the generator 
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3 Program to determine the optimal operation of induction 

generator 

Model to determine the optimized operation of the induction generator is made in the 

program LabVIEW 7. Dialog box for setting input parameters of induction generator 

is displayed after starting the program (Fig. 4). There is also performed calculation of 

a recommended value capacity of the capacitor (7). 

 

 

Fig. 4 Dialog box for setting input parameters 

Data with which the program works are displayed in the left table labeled “Data ta-

ble”. In right table labeled "Table of optimal operation" is the data for recommended 

to optimal operation of induction generator (Fig. 5). 

 

 

Fig. 5 Front panel for evaluating the optimum 

Plotted the waveforms are a necessary part for clarity. The Fig. 6 shows the wave-

forms of the measured values for speed 1350, 1400, 1450, 1500, 1550 and 1600 rpm. 

C-V resistor characteristics of the values R = 100, 150, 300 Ω are also plotted. Pro-
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gram also calculated so called optimum for operation (above this curve is recom-

mended to operate the induction generator). This optimum is highlighted part of the 

curve in the graph. 

 

 

Fig. 6 Plotted waveforms in LabVIEW 

4 Conclusion 

Energy generated in asynchronous machines, is associate with increasing develop-

ment of the construction of small-scale wind power. Induction machines in wind 

power are very often used for its simplicity, low maintenance as well as for low ac-

quisition price. Induction machine with variable frequency drive is often used at pre-

sent. However variable frequency drive considerably increase the acquisition price 

this wind power plant. Low acquisition costs, simplicity and above all the high effi-

ciency are the main requirements of users. Method of operation, which there is 

solved, satisfies these requirements. The program is capable for actual speed of shaft 

of the generator to evaluate optimal operation of induction generator. This means that 

the program is able to determine the ideal size of the load. The ability to automatical-

ly control the size of the connected load will be the next phase of the program. The 

program itself will thus connect and disconnect the load on the terminals of the induc-

tion generator operating in off-grid so that the power that is at this time supplied to 

load was always in the optimum. 
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Abstract. This paper shows identification procedure selected 
parameters of synchronous machines with permanent magnet for 
optimization purposes. There is shown the steps of identification by 
analytical calculation, measurement, and also using the finite element 
method. There is also analysis of the magnetic induction in the air gap 
using FEM.

1 Introduction

Electrical machinery belongs to a group demanding disciplines of electrical 
engineering and  are known are more than 100 years. Their theory was first written 
sometime around 1910 and so far the only rare exceptions, has not changed. Calculation 
methods are more precise, as well as calculations of cooling, ventilation calculations, 
mechanical calculations, and even machine parts. Using quality materials (particularly 
insulation), the performance of machines increase.

Not only at home but also abroad with both universities and private companies 
engaged in the improvement of various electric machines, especially the modern ones. 
In modern electric machine can be regarded as a synchronous machine with permanent 
magnet. Its use in practice gradually expanded and applied to the various electrical 
drives (trams, electric locomotives, etc.), among others, has a significant role in wind 
power as a synchronous generator with permanent magnet.

Before you start any engine optimization, you first need to understand its behavior 
in various configurations, and then find a possible way of optimizing. Can not only 
optimize the efficiency, which is very popular, but also as torque ripple or induced 
voltage. Very useful tool for optimization of electrical machines are used principally 
programs based on finite element method (FEM). Used as the 2D version, and the 3D 
version.
The actual work is concerned with optimization of synchronous machine with PM. In 
the first year of study I did identify the parameters of the replacement scheme 
(calculations, measurements, FEM) and also used the magnetostatic analysis in 
programming environments Ansys Workbench for the analysis of 3D magnetic circuit.

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 126–131.
VŠB – Technical University of Ostrava, FEECS, 2014, ISBN 978-80-248-3458-0.
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2 Analysis of Synchronous machine with PM

Analysis of electrical machines means to perform an analysis of its properties, 
ranging from analysis of parameters replacement scheme (Fig. 1). The analysis using 
analytical calculations, measurements, simulations and simulation programming 
languages, and more recently finite element method (FEM). Investigated engine is 
analyzed in the axis d and also in the axis q, because it has either expressed poles, or a 
magnet placed in the iron rotor (IPMS - Interior Permanent Magnet Synchronous 
Motor). Label real machines, including additional analysis of data in the following table
(Tab. 1), while for obtaining the remaining data on the label usually are not trying to 
dismantle the machine thoroughly and measure the dimensions of magnetic circuit, 
including the size of the groove, count the number of wires in the groove etc.

Fig. 1. Equivalent circuit IPMS with fully internally stored magnets on the axis d and q

Table 1. The label machines, including additional analysis of data identified

Un 400 V Rated voltage

In 8,3 A Rated current

Y involvement

fn 36 Hz nominal frequency

nn 360 1/min Rated speed
Qs 48 The total number of slots

Q 45
The total number 
of slots containing windings

q 1,25 Number of slots per pole and phase for Q

2p 12 number of poles

Ns 420 Number of turns of stator windings

li 0,14 m Active length of iron

δ 0,8 mm Air gap length

d 0,146 m Outer rotor diameter
D 0,22 m Outer diameter of stator

hM 4,4 mm magnet height

wM 32,5 mm Width of magnet

lM 0,135 mm Length of magnet
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2.1 Analytical calculation

The analytical calculations can determine the following parameters: stator 
resistence Rs, leakage inductance Lσs, magnetizing inductance Lμd and Lμq, and while 
here I present only the final calculations. In fact, the analytical calculation is much more 
extensive. Were used known relations of the theory and construction of electric 
machines:
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2.2 Identification of the parameters measured

For the stator winding resistance measurement is appropriate to use the VA 
method. Each phase was measured separately. Measurements took place at a 
temperature t = 28°C. The median value of stator resistance Rs converted to 20°C is Rs20

= 3,93 Ω and at 75°C is converted to a value Rs75 = 4,78 Ω.
Leakage reactance of stator winding Xσs (inductance Lσs) can be measured using a 

method based on the general theory of electrical machines. Based on this theory it is 
possible to deduce that the non-rotating reactance X0 = Xσs (Fig. 2).

Fig. 2. Circuit diagram for measuring non-rotating reactance IPMS
During the measurement of the rotor was braked, for power supply was used single-
phase autotransformer. From the measured data of voltage U0 and current I0 can then 
calculate the leakage inductance by the relation
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The following table (Tab. 2) shows the measured and calculated values, where has the 
motor measured  stator leakage inductance Lσs = 0,02897 H.

Table 2. Measured and calculated values from measurement Lσs

When measuring the magnetizing inductance following the procedure, which is 
proved in [1]. In primarily on instead of AC in Figure 3a join DC source. Rotor 
synchronous machine is, aligns "with the axis. In this position, the rotor is braked 
SMPM (locks) to stayed be throughout this measurement in this particular position. 
Then perform the measurement in figure 3a.

Fig. 3. Schematic diagram for measuring Lμd and Lμd

When investigating magnetizing inductance on the axis q is needed to implement 
according to diagram in fig. 3b. For measured parameters are needed oscilloscope, 
which displays the voltage and current and measuring instruments - ammeter, 
voltmeter. In the first phase corresponded to the measurement diagram in fig. 3a. The 
measured phase A was Ua = 142 V and current to phase A was Ia = 6,8 A . The 
oscilloscope was then determined by the phase shift between voltage and current, which 
was Δt = 3,88 ms, at a frequency 50 Hz which means voltage phase φ = 70°. Lμd then
will
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The following connection shown in Fig. 3b. Voltage phase B was Ub = 127,1 V
and current was Ib = 3,95 A. Oscilloscope todetermine the shift between voltage and 
current that was Δt = 4,5 ms. This shift corresponds to the angle φ = 81°. Lμq then will
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2.3 Analysis of machine parameters using FEM

Magnetizing inductance Lμd and Lμq can be easily analyzed using FEM. The 
following figures show the cross section of a synchronous machine with permanent 
magnets and on the axis d and q (Fig. 4a, b). Fig. 5a, b show the spatial distribution of 
magnetic induction Bδ in the air gap SMPM. The analysis was carried out in the FEMM
2D.

Fig. 4. Cross-section of synchronous machines with PM on the axis d and q

Fig. 5. Spatial distribution of magnetic induction in the middle of the air gap on the axis d and q

Subsequently, on the program Ansys Workbench was constructed 3D model and 
solved in idle state for the purpose of analysis of a magnetic circuit.
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Fig. 6. Status idle (3D model)

3    Conclusion

Parameters of the measurements obtained will be used in simulations to detect 
transient and steady states during operation SMPM. It will also serve as a reference to 
compare values when creating the different topology SMPM. From 3D model is also 
evident that the magnetic circuit could be better utilized.
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Abstract. The paper describes the analysis of the modern way for the control of 
an induction motor (IM). The induction motor drive is a dynamic nonlinear 
system with uncertainty in the machine parameters. The main aim is to improve 
tracking performance of the induction motor drive etc. A method for controlling 
induction motor drive is presented with Artificial Neural Networks (ANNs). 
Artificial Neural Networks (ANN) is successfully used in many areas such as 
fault detection, control and signal processing in our daily technology. Artificial 
Neural Networks have nonlinear structure and this is an effective feature that it 
approaches to the results of learning phase. Then, it gives results in test phase in 
short time (the degree about 3-10 second). It is a very preferable according to 
the other approaching methods. Matlab-Simulink is software which used to 
develop a three phase induction motor model and we can use to the creation of 
simulation models for the sensorless control and another methods for motor 
drives. The ANN is trained so that the speed of the drive tracks the reference 
speed etc.   

1   Introduction 

By using modern resources used in the regulation of AC drives can be considerable 
savings and improvements in the control of the drives. ANN models are composed of 
many linear or nonlinear computational elements (neurons or nodes) operating in 
parallel. Parallelism, robustness, and learning ability are among the main features, 
which determined wide applications for ANN to control of industrial processes. The 
special interest from this point of view has Multilayer Neural Network (AMNN) with 
backpropagation learning algorithm. Artificial neural networks have several important 
characteristics, which are of interest to control, like: Artificial Neural Networks, by 
their nature, have many inputs and many outputs and so can be easy applied to 
multivariable systems, ANN have parallel structure and this feature implies very fast 
parallel processing, fault tolerance and robustness. Artificial neural networks offer the 
advantage of performance improvement through learning using parallel and 
distributed processing. These networks are implemented using massive connections 
among processing units with variable strengths, and they are attractive for 
applications in system identification and control. 

 
 

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 132–137.
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2   Basic of artificial neural networks (ANN) 

Artificial neural networks (ANNs) are computing systems whose structures are 
inspired by a simplified model of the human brain. Many different types of ANNs 
have been proposed. The prime examples is biological neural networks, especially the 
human brain. An artificial neural network is a mathematical or computational model 
for information processing based on a connectionist approach to computation. The 
original inspiration for the technique was from examination of bioelectrical networks 
in the brain formed by neurons and their synapses. In a neural network model, simple 
nodes (or "neurons", or "units") are connected together to form a network of nodes 
hence the term "neural network". One type of network sees the nodes as ‘artificial 
neurons’. These are called artificial neural networks (ANNs). An artificial neuron is a 
computational model inspired in the natural neurons. Natural neurons receive signals 
through synapses located on the dendrites or membrane of the neuron. When the 
signals received are strong enough (surpass a certain threshold), the neuron is 
activated and emits a signal though the axon. This signal might be sent to another 
synapse, and might activate other neurons. 

 
Fig.1. Natural neuron [7] 

 

The complexity of real neurons is highly abstracted when modelling artificial 
neurons. These basically consist of inputs (like synapses), which are multiplied by 
weights (strength of the respective signals), and then computed by a mathematical 
function which determines the activation of the neuron. Another function (which may 
be the identity) computes the output of the artificial neuron (sometimes in dependence 
of a certain threshold). ANNs combine artificial neurons in order to process 
information. 

Because of matters of space, we will present only an ANN which learns using the 
backpropagation algorithm (Rumelhart and McClelland, 1986) and feedforward 
methods for learning the appropriate weights, since it is one of the most common 
models used in ANNs, and many others are based on it. 
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Fig.2. Artificial neuron model [7] 

2.1   Multilayer perceptron network   

Multilayer perceptron is class of networks consists of multiple layers of artificial 
neurons, usually connected in a feedforward way. Each neuron in layer has directed 
connections to the neuron of the following layer. Especially in non-linear applications 
the neurons of these networks apply a sigmoid function as a signal function. 

 

 
Fig.3. Multi-layer perceptron neural network [3] 

3   Artificial neural network learning  

We can categorize the learning situations in two distinct sorts: 
• Supervised learning or associative learning in which the network is trained 

by providing it with input and matching output patterns. These input-output pairs can 
be provided by an external teacher, or by the system which contains the network self-
supervised). 

• Unsupervised learning or self-organization in which an output unit is 
trained to respond to clusters of pattern within the input. In this paradigm, the system 
is supposed to discover statistically salient features of input population.  Unlike the 
supervised learning paradigm, there is no a priori set of categories into which the 
patterns are to be classified, rather the system must develop its own representation of 
the input stimuli. [1,6] 
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4   Sensorless control of induction motor using artificial neural 

 networks 

The goal of sensorless control is to find an estimate rotor position or rotor speed, 
which is used for the vector rotation the obtained values. With developments in DSPs 
and power electronics, induction motors can now be used in high-performance 
variable-speed drives. Some of these drives are based on the indirect rotor field-
oriented method.  
 

Advantages of the sensorless control:  
• reduction of hardware complexity and price of the system,  
•  increased mechanical robustness and overall stability, 
• higher reliability,  
• reduced maintenance requirements,  
• increase noise immunity, 
• improvement of machine vibration,  
• elimination of cabling for sensors, etc. 

 

The goal is to achieve speed-sensorless operation of the drive, e.g. the ANN 
replaces the digital encoder [3-5]. Simulation-based data or measured data can be 
used for training. Once the ANN is trained and tested, it replaces the digital encoder. 
To obtain good estimation accuracy, the inputs to the network are the present and past 
values of the stator voltage and current components in the stationary reference frame. 
The final structure of the neural network used is a multilayer net with three layers. 
The training algorithm of the neural network speed observer is as follows [3]: 

 

1. Initially randomize the weights, 
2. Obtain the stator currents and voltages, 
3. Calculate the error between real and observed speeds, 
4. Adjust the weights of the neural network, 
5. Calculate the output of the neural network, 
6. Go to 2nd step until the stipulated error is reached. 
 

4.1 Backpropagation algorithm  

The backpropagation algorithm (Rumelhart 
and McClelland, 1986) is used inlayered feed-
forward ANNs. This means that the artificial 
neurons are organized in layers, and send their 
signals “forward”, and then the errors are 
propagated backwards. The idea of the 
backpropagation algorithm is to reduce this 
error, until the ANN learns the training data. 
 
Fig.4. ANN identification parameters (speed) 
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Fig.5. Control structure of sensorless vector controlled induction motor drive with 

using artificial neural networks [1] 
 

 
Fig.6. Real, ANN and reference speed of ANN training feedforward methods  
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Figure 6 shows the ANN performance for step changes in speed rererence. The ANN 
responds well to these changes in speed reference as can be seen from the plot, but the 
network have a small problem with the change during step change, which is reflected 
an instability a network. But even with these small problems, the application of neural 
networks very good properties.   

5   Conclusion 

This paper has described the use of artificial neural networks to identify and 
control the induction machine. There are many methods and approaches to train, learn 
and use ANN that can´t be described here, but this is a basic view of the control using 
ANN. The network learning is based on the backpropagation algorithm, which is a 
relatively low cost computing method, and so, it is easy to implement in real time. 
The advantage of the neural network is to control the system without exact knowledge 
of its model. In conclusion, the proposed artificial neural network shows high 
performance and good control accuracy for the system.  
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Abstract. This paper deals with the design of converter for cooperation of pho-
tovoltaic strings with accumulator. During the design, the system optimization 
is focused on the dimensions of the DC/DC converter, which provides the link 
between photovoltaics and accumulator. Design optimization of the system is 
based on the topology, devices and material optimization of the suggested solu-
tion whereas ensuring the required functions. The critical point of design is rela-
tively high battery voltage at the output side of the proposed DC/DC converter 
and the necessity of parallel cooperation of the modules to the battery. At the 
end of this paper, there is 3D design of suggested solution. 
 

Keywords: accumulation; boost converter; photovoltaic; renewable source. 

1 Introduction 

Photovoltaic modules used for the construction of photovoltaic systems con-
nected to the distribution network are used in this country roughly from the mid nine-
ties. The photovoltaic has become, particularly in Europe, one of the fastest develop-
ing fields in electrical power engineering with an annual increase of installed power 
that in some countries exceeded 30%. The concept of connection of photovoltaic sys-
tems to the power network, so-called power network system (on-grid), brings many 
problems, particularly with the stability of the power network. At the same time the 
demand for island mode (off-grid) is rising, which is used everywhere where there is 
no power grid at the disposal, yet there is a need for alternating voltage. 

Essential importance, when planning the use of solar energy, has distribution 
of sunlight intensity in individual seasons and particularly during a day. Accumula-
tion appears as suitable solution for this case as acquired energy is saved for some 
time, thus accumulated. Disadvantage of this solution is that the more solar energy 
and for longer period of time is accumulated, the more losses and higher investment 
cost for building occur. Ultimately, the technical design optimization of converter 
must bring economic benefits to the entire solution. Increasing importance has re-
quirements for high profit of electricity from sunlight, which are reflected both in the 
development of new methods MPPT (Maximum Power Point Tracking) and the col-

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 138–143.
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lapse of management of photovoltaic systems to smaller units on which the MPPT is 
performed individually. Our workplace has lots of experience with management op-
timization of power systems by modern methods, [1], [2], [5]. Algorithms and optimi-
zation methods MPPT are not part of this paper though. 

Within the research of the Pre-seed project (Accumulation Technologies of 
Electric Energy for Renewable Sources) was therefore assigned to develop a modular 
design of converters with a common control system that would transfer energy from 
photovoltaic strings to accumulators with a nominal voltage of 750V. The basic mod-
ule should be able to transfer a maximum power of 3kW, so parallel cooperation of 
outputs to a common accumulator is required. In the case of higher input power, the 
parallel connection of inputs (parallel modules cooperation) should be enabled. Mod-
ule design should be dimensionally optimized to allow subsequent assembly of mod-
ules into standardized cabinet with possibility of air or liquid cooling. The design of 
cooling system was not an optimizing requirement, only power loss limit of all the 
modules was set. 

2 Starting points of optimization 

As was already mentioned, the energy conversion efficiency together with a 
power density are currently the main indicators of qualitative properties of DC/DC 
converters. Relative to the connections to photovoltaic systems, these parameters are 
required in a wide range of input voltage fluctuations. Due to the possibility of con-
necting various panel technologies and different number of panels in the string (maxi-
mum output voltage at the lowest temperature is typically 4x125Vdc or 6x96Vdc), the 
maximum working input voltage of the converter UIN(max)=600Vdc was selected. In this 
condition, a maximum output voltage of the unloaded string UIN(0)MIN=750Vdc is con-
sidered. The MPPT range is expected to be between 75-600Vdc. The solution must 
also respect the variation of the accumulator’s output voltage UOUT from 700Vdc to 
925Vdc. From the perspective of voltage dimensioning of the whole converter, the 
unbreakable voltage of the system is considered to be UMAX=1000Vdc. (e.g. critical 
insulating distance). 

Under specified conditions it is difficult to define the transmitted power of one 
module. At a rough guess, the nominal power of the module is set to be PN=3.5kV. 
However, for the design of one module are essential current values which are set to be 
IN(AVG)=7A and IN(MAX)=15A. 

These input terms were the basis for topology optimization, selection of the 
components, magnetic materials and design solutions, so as to fulfill the parameters of 
the power density and efficiency, which are corresponding to the present trends. 

In about 10 years ago, the standard value of power density of DC/DC conver-
ters was approximately 0.3W/cm3, while at the present days this parameter ranges in 
values around 1.5W/cm3 with the assumption that over the next five years, the value 
will be around 1.8W/cm3. From this perspective, the cubic capacity of the designed 
solution should be in the volume of approximately 2000cm3 (e.g. 10 x 10 x 20cm). It 
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is clear that achieving this cubic capacity is only possible thorough the system optimi-
zation. 

The efficiency of the converter is the second very important monitored para-
meter. The efficiency has impact on the environmental indicators (material and ener-
gy demands from the perspective of production facilities) in terms of energy (useful 
energy obtained per unit of sunlight) in the final analysis. 

In the past, the efficiency was usually related to the nominal working point. 
This definition is however insufficient, especially for photovoltaic converters with 
strong fluctuations in power. Therefore many of international organizations set a dif-
ferent definition. The best known is the definition of efficiency with 20%, 50% and 
100% of nominal power (Program 80 Plus). Values of efficiency in these working 
points are continually increasing (since 2010 by about 3%). At present, the commonly 
required efficiency is between 94 -96% in specified ranges of the power 20-100%. 
Part of dimensional optimization thus becomes the minimization of energy losses and 
thereby achievement of the highest effectiveness possible. Because the efficiency is 
associated with the reduction of converter’s power losses, the economical cooling 
system affects also the power density of the converters. 

 

3 Concept of converter topology without galvanic isolation  

 

Due to the previous, it was decided to focus on the boost converter.  
To achieve sufficient transmission of power, it was requested to create a con-

verter in the form of three parallel modules with one-third of power, that would be 
able to transfer the summation power about 10kWp (total current I1NC=20A at 550V 
of panel voltage). Concept of a converter for one module will be thereby derived from 
the diagram in the Fig. 1. To achieve a uniform distribution of current and improve 
the efficiency parameters, these modules are controlled from a central microprocessor 
controller with an offset of T/3 and with modern control methods, that have been 
verified at the department of electronics [1], [3], [4]. 

 

Fig. 1. Schematic diagram of boost converter module. 

The operating principle of the converter is very simple and does not require to 
be analyzed in this paper. Essential for the realization is the favorable load of transis-
tor VT, which must be dimensioned on the voltage UDS<U2 and the voltage on diodes 
URRM<U2. When the voltages are set to the values mentioned above then these condi-
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tions are with reserve easily achievable with 1200V class components. The choice of 
components is mentioned in the following section. 

4 Selection of suitable components 

The high switching frequency determines the use of unipolar MOSFET transis-
tors. Disadvantages of high voltage type MOSFETs are large resistance RDS(ON) in 
switched state and high values of input and output capacity. Based on used structure 
of Trench MOSFET (business signage transistor CoolMOSTM or SupreMOSTM), up to 
fivefold reduction in the resistance drift zone occurred at transistors with UDS=1000V. 
Both parameters mentioned above have effect on the FOM parameter (Figure Of Me-
rit), that was introduced by manufacturers for comparing the performance of each 
MOSFET transistors. In the simplest form it is calculated by: 

 FOM=QGS∙RDS(ON) (1) 

Where QGS – is the charge of capacity between gate and source electrodes of 
the transistor and RDS(ON) is the resistance of the conductive channel in the switching 
state. Equation 1 is often supplemented by a member representing the loss of excita-
tion circuit that can be however neglected for a single-transistor layout. 

The FOM of several transistors were compared when choosing a particular 
one. Specifically it is the transistor type IPW90R120C3 by Infineon, the transistor 
type IPI90R340C3 by Infineon, the Silicon Carbide power MOSFET CMF20120D by 
CREE and IXKC13N80C by IXYS Corporation. The transistor type IXKC13N80C 
was selected based on the comparison in Table 1. 

Those transistors are suitable for vast majority of applications. In case that 
the battery voltage reaches values around 900V, the utilization of 1200V class transis-
tors is necessary. Therefore, the SiC transistor CMF20120D was also verified. 
 

Table 1.  Comparison transistors by figure of merit 

Figure of merit for transistors 

Type of transistor FOM 

IPW90R120C3 3,84 

IPI90R340C3 3,74 

IXKC13N80C 2,25 

CMF20120D  10,84 

 

The characteristics of fast diodes can also be similarly evaluated. FOM factor of a 
diode can be calculated from the modified formula by: 

 FOM=QRR∙UT0 (2) 
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Several diodes were similarly compared as transistors, where the diode 
MUR1100 from Taiwan Electronics Company was eventually selected. 

In relation to the anticipated onset of components with a wide energy zone 
(especially SiC) and at the same time with low loss during operation at high frequen-
cies, further increase of converter’s power density is expected. Under the present 
terms turned out, that the better solution is based on the technology CoolMOSTM. 

In the conclusion of the optimization, the comparison of magnetic superlattices 
of converter’s coil was performed with a view to the construction of the transformer. 
This analysis goes beyond the framework of this paper, therefore only the material 
that has been selected is given. In the mentioned application the Ni-Zn ferrite 3F3 was 
proved as best choice, because it showed best qualities for applications at frequencies 
from 200 to 500kHz. 

5 Construction design of the converter 

The transistor IXKC13N80C with technology CoolMOSTM from IXYS Corpo-
ration was selected on the dimensioning basis for the construction solution of the 
converter. It is a unipolar transistor for voltage VDS=900V and current ID=36A. Based 
on the availability, the ultra-fast diode MUR1100 from Taiwan Electronics company 
was selected with parameters VRRM=1000V, IFSM=30A and trr=75ns. SiC transistors 
are considered as a perspective solution for higher voltages, whereas the CoolMOSTM 
transistors are often used for the basic design with the limited voltage UIN(max)=800V. 
SiC transistors have also a worse parameter of FOM. The control circuit, which was 
developed on the Department of Electronics, was used for the selected transistor. 
Structural solution of the module is shown in the Fig. 2. 

 

Fig. 2. Structural 3D model of the boost converter 

Based on the previous designing, used to control voltage and current dimen-
sioning of all used components including capacitors and fuses, the dimensions of heat 
sink with air cooling were calculated for installation in the common air channel 
around the converter, which is composed of total three modules. 
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6 Conclusion 

This paper introduces an approach to the selection of the boost converter’s 
components, with which we are trying to achieve the best specific power density. In 
the case of using the air cooling, the total size was limited by the length of the heat 
sink. That is the reason why the part of fuse disconnectors was included into the con-
tent of converter (Fig. 2a).  

In the converter housing, for which the module was designed, is available to 
use a water cooling, therefore a variant of the converter module with water cooling 
and without fuse disconnectors was also designed (Fig. 2b). Fusing in this case creates 
a part of the entire converter. The volumetric power density achieved in the first case 
is 2,54dm3, in the latter case then 1,14dm3. 

The possibility of using SiC transistors was also verified, but due to higher 
price and higher parameter of FOM, the solution utilizing SiC power parts was not 
considered as a perspective for further development. 
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Abstract. This paper describes the properties of boost converter with silicon 

carbide MOSFET. At the beginning of this article is shown the connection and 

description the boost converter. A several measurements are performed espe-

cially in relation to EMC. The base of this converter is SiC MOSFET and toroi-

dal air core coil. These components enable the operation on high switching fre-

quency up to 1MHz. The created model will be used to next research in the De-

partment of Electronics. 

Keywords: Boost converter; silicon-carbide MOSFET (SiC); air core coil; 

electromagnetic compatibility (EMC) 

1 Introduction 

Semiconductor converters created for cooperation of high power photovoltaic systems 

with accumulation systems form a special category of DC/DC converters. These con-

verters have specific demands for relatively high transmitted power by relatively high 

voltage values. Typical requirements specified on the converter usually come from 

trends which determine the category of switching power supplies and similar devices. 

These devices operate in the line voltage range of which generally does not overcome 

350V in the DC unit. In mentioned applications of converters used for coupling of 

photovoltaic systems with accumulation units is often worked with voltages of mini-

mally twice the size. Due to the fact that the device is exposed to an outside influence, 

the insulation levels must be sufficiently resistant to various atmospheric over-

voltages etc. 

Increasing of the specific power per a volume unit of a converter and increasing of 

the efficiency values are contemporary trends used in switching power sources. In-

creasing of the switching frequency to values up to 1MHz is typical for reaching high 

values of above mentioned parameters in boost converters.  

Values of inductances of coils and transformers are decreasing in the context of in-

creasing switching frequencies. It was decided to go with the trend of application air 

coils and transformers for utilization in power DC/DC converters. An advantage of air 

coils is their linearity; the disadvantages are large dimensions and stray field. Already 

at the very beginning it can be said, that the large dimensions of the coils do not have 

to be a problem due to increasing insulation requirements imposed on the system.  

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 144–149.
VŠB – Technical University of Ostrava, FEECS, 2014, ISBN 978-80-248-3458-0.
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The question of stray field can be solved by appropriate construction of the coils. 

Nevertheless, the considerable influence of interference can be expected in the ques-

tion of EMC by the presented solution. 

2 Design of Boost Converter with SiC Components 

A circuit block diagram of designed the boost converter is shown in Fig. 1. This boost 

converter with 200 kHz – 1 MHz operating frequency and consist of a SiC parts will 

be the article of further research. There are used one SiC MOSFET 1200V/24 A 80 

mΩ (CMF20120D) and one SiC schottky diode 1200V/15A (C4D15120A) in this 

configuration. The boost converter does not need any circuit for soft-switching. The 

control of the SiC MOSFET is provided by DSC 56F8037. 

Fig. 1. Controlled voltage inverter block diagram 

2.1 Description of a Block Diagram 

There is a capacitor battery on the output of the converter. A total capacity of the 

capacitor battery is 1.1mF. The power sup-ply of a driver is 12V. The switching is 

provided by an optocoupler and controlled by a PWM signal from the DSC. Voltage 

levels for switching MOSFET are -5V/25V. A driver also creates the galvanic insula-

tion. The insulating voltage from the side of the optocoupler is 1kV and from the side 

of the power circuit of the converter it is about 5.2kV. A commutating circuit is made 

of a loop of SiC MOSFET, SiC Schottky diode and does not contain the inductive 

capacitor. [1], [2], [3], [4] 
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2.2 Toroid coil with an air core 

The inductance calculation formulas are very complicated for air cored coils. They are 

based on equations, which are including correction factors coming from relative val-

ues of coil sizes. For inductance calculation is applicable the next formula: 

 

a

b

D

DhN
L ln

2

2

0




  (1) 

Parameter h represents the height, Db is the outer diameter and Da is the inner diame-

ter of the core 

3 Experimental results 

One of the experimental measurements is shown in this sub-chapter with waveforms 

of following values: Transistor voltage UDS (red) and current in the air core coil 

(blue) are matching with the simulation waveforms. The current in the transistor is 

measured by the shunt resistor (yellow) where the voltage drop 10mV corresponds 

with current 1A. Voltage drop on the diode (green) indicates its conducting time. 

Fig. 2. Measurement of the electrical values 
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3.1 Check of the properties in relation to EMC 

The designed boost converter is a source of high frequency interference. The proper-

ties of this converter were proved in relation to EMC. An analyzer Agilent CXA 

N9000A was used for this measurement. The measurements were performed in range 

from 150kHz to 30MHz because the converter operate in 1MHz. A standard CSN EN 

55011 was set in the analyzer. A ring probe was used to the measurement for detec-

tion a near field due to finer analysis interference of electromagnetic fields. The inter-

ference was measured in center and edge of air core coil. 

Due to standard CSN EN 55011 the measurement should by provide at a distance 

of one meter. In this distance the designed converter definitely meet required value of 

EMC. 

Fig. 3. Measured values on the edge of the coil 

According to figure 3 the measured values are exceeded on seven frequencies in 

measured range. The greatest interference come in the frequency about 790kHz where 

a quasi-peak values (QP) is higher than 39dB. Interference on the center of the coil is 

much larger than on the edge of the coil according to measurement. 
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Fig. 4. Measured values on the center of the coil 

4 Conclusion 

The main object of this paper was analysis the boost converter which operates in the 

middle field of frequency and design of the air core coil. Based on the introductory 

analysis it was necessary to determine the application possibilities of an air coil in 

power circuits of pulse converters. The operation of converter was proved by meas-

urement. The electromagnetic interference was detected its magnitude and influence 

to environment. This influence was within a standard under the given conditions.  The 

toroid coil had not an impact on surrounding devices in test up to now. Using of air 

core coil proves as applicable conception and makes an area for next research. 
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Abstract. This paper describes fault symptoms and options of problematic ac-

tuators of modern turbocharged diesel engines. These engines are very popular 

in present time. Using these components is possible to regulate pressure and 

weight of intake air. There is currently no technical literature describing man-

agement of most modern control actuators such as valves (these components of-

ten have a relatively short life). For this reason was made a practical analysis of 

selected actuators and precise description of the nature their management. 

Keywords: Actuator control; butterfly valve; PWM; turbocharger control; die-

sel engine; EGR 

1 Introduction 

Due to increased demands for environmental friendliness, economy of running and 

also control precision, proportional actuators replaced actuators, which previously 

only allowed two-stage control (on / off). They are used wherever it is necessary to 

continuously regulate the manipulated variable. In modern diesel engines, these actua-

tors control systems such as exhaust gas recirculation (EGR) regulation of super-

charging (control of Variable Geometry Turbocharger - VGT or bypass valve) and 

also, for example influencing fulfillment of cylinders using butterfly valves. 

Modern turbo-diesel engines are controlled by so-called combined regulation. In 

this case is air entering the engine at first compressed by turbocharger and then cooled 

by intercooler. Density of intake air will be increased and temperature of circulation 

will be reduced. Power regulation is essentially qualitative, varies with filling air 

pressure, when an increase in mean effective pressure is increased filling mass for 

cylinder and this regulation have the qualitative characteristics of regulation. The 

modern concept of motor control is designed so that for management is responsible 

ECU which is set to using the optimal pre-injection. That according to the engine 

mode, regulates and controls the boost pressure and exhaust gas recirculation, the 

EGR valve. 

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 150–155.
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Fig. 1. Diagram of the intake and exhaust system of modern diesel engine 

2 The EGR Electromagnetic Valve 

Control of EGR valve is similar case as electromagnetic valve of turbocharger. It is 

controlled by changing duty cycle of pulse width modulation signal. EGR regulation 

is performed after the engine warms up to operating temperature, but in need for ac-

celeration or deceleration is inactive. Analysis of the EGR valve was performed on 

the vehicle Hyundai i30. Condition for the functionality of the EGR system is achiev-

ing engine operating temperature. 

In Fig. 2 are displayed waveforms of engine speed and EGR valve duty cycle. 

From these waveforms is obvious that the EGR system bypasses exhaust gas into the 

intake manifold, when the engine has reached idle speed. At the first the engine speed 

was twice rapidly increased up to 3000 rpm, then the engine speed was again in-

creased above 3000 and then gradually reduced until the engine reach idle speed. 
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Fig. 2. Waveforms of engine speed and EGR valve duty cycle 

 

Fig. 3. Duty cycle of PWM control signal for the EGR valve 

In Section 1 the ignition is switched on, the duty cycle is set to 5%. Then there is a 

short initialization setting of EGR system. The valve is three times fully open and 
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closed. Closed valve corresponds to duty cycle 5% and fully open to duty cycle 95%. 

Section 2 shows the moment when the engine is started. Next the engine is turning 

idle speed, duty cycle is 40%. Follows an increase of engine speed and EGR valve is 

closing. In Section 3 there was again a stabilization of engine speed to the idle speed, 

duty cycle of PWM signal is 32%. Then there was again engine speed increase. Sec-

tion 4: The engine was left in idling. Duty cycle of signal is 32%. 

3 Actuator of Butterfly Valves 

Butterfly valves are used to direct the flow of air into the cylinders, depending on 

the current engine speed and load with respect to emissions, fuel consumption and 

torque. They are controlled by PWM signal with a certain frequency; their position is 

transmitted in the form of a digital signal. Location butterfly valves are controlled by 

a position sensor. Butterfly valves are open according to the requirements of operating 

status. From certain engine speed are open constantly. Position of butterfly valves has 

a decisive influence on the motion of fulfillment. Closing butterfly valves creates a 

circular motion filling the air around the vertical axis of the combustion chamber. 

Increased flow allows optimal production mix. 

In Fig.4 is a photograph of actuators control electronics of butterfly valves. The 

electronics is placed directly in the housing of the actuator. Analysis of the activator 

of butterfly valves proceeded on the vehicle Audi A6 (model 2008). On the first pin is 

supply power from battery. On the second pin of connector is ground. The third pin 

receives a control signal from ECU. And fourth pin transmits position information of 

butterfly valves to the ECU. Position is detected using Hall probe.  

 

Fig. 4. Photo of actuator control electronics of butterfly valves 

In Fig.5 is displayed measurement on car Audi A6. ECU sends a PWM signal of 

size the on-board voltage at frequency 244 Hz. The position information is also repre-

sented by a PWM signal at frequency 255 Hz. Yellow color represents the duty cycle 

of control PWM signal and purple color represents current position of butterfly 

valves. Full closure corresponds the duty cycle 80% and complete opening the duty 

cycle 20%. With increasing engine speed the butterfly valves are beginning to open. 

In section 1 you can see the trend showing initially acceleration. In section 2 is the 

ignition switched on. In this case the butterfly valves are set to end positions.  
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Fig. 5. Measurement of butterfly valves on Audi A6 2.7 TDi 

Immediately after the engine starts ECU sends a signal to the immediate closure of 

the valves (79.82 % duty cycle). This requirement is fulfilled with a slight inertia. 

When the engine idling and the valves are closed. After the engine speed is increased, 

the valves are open to their maximum opening. In section 4 follows engine shutdown. 

 

Fig. 6. Measurement of fault butterfly valves on Audi A6 2.7 TDi 
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Fig.6 shows the trend of duty cycle from defective valves, when the ignition is turn 

on with following start and acceleration. Section 1 shows the course of the valves 

setting to the reference position with the ignition on. Follows start of the vehicle. 

After launching vehicle the valves are permanently closed. Section 2 indicates a re-

quirement of ECU for engine to the immediate closure valves at idle speed. Following 

section 3, which shows the waveform when the accelerator pedal was pushed 3 times 

in a row. Here you can see demand of engine control unit to open valves at high en-

gine speeds. Responding to this requirement did not happened and valves are closed. 

4 Conclusion 

The paper provides review of theory and practical realization results of modern and 

real vehicle analysis. At present is the results of analysis applied for other modern 

actuators analyzing. The next stage of the reverse engineering will be also oriented to 

the cars with gasoline combustion engine. All applications are realized within the 

research activity in the branch of automotive electronics in the Department of Elec-

tronics. 
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Abstract. The main aim of this paper is simulation operational rectifi-
ers, in which new functional structure (OTA) is used. This article intro-
duces precision full – wave rectifier  with only commercially available 
current conveyor, which is the non – invert positive current II. genera-
tion conveyor (CCII+). These new functional structure is based on the 
essential idea that “every active element can be described by a set of 
controlled sources” - a voltage source controlled by voltage, a current 
source controlled by voltage, voltage source controlled by current, a cur-
rent source controlled by current. A circuit provides precision rectifica-
tion of small signal for frequencies up to 100kHz with small waveform 
distortion is presented. This new functional structure is consequently 
demonstrated in electronic circuit mentioned above.  

 
Keywords. current conveyor, full-wave rectifier 

1   Introduction 

In 1966, the concept of an active element was introduced, which surpassed the cha-
racteristics of operational amplifiers. Three generation of current conveyors exists.. In 
these days, current conveyor is found as part of another complex structure. These 
elements are now used in electronic circuits with many advantages, such as: it extends 
frequency range of processed signals, it increases frequency, at which circuit can op-
erate (up to several hundred MHz), it extends frequency range of processed signals, it 
significantly improves dynamics of the circuit (increases slew rate), it improves cir-
cuit's noise immunity at low supply voltage, and most importantly, it can operate at 
very low supply voltage.  

Precision rectifiers are important for analog signal processing function and instru-
mentation [5,6]. Conventional voltage mode rectifiers based on diodes and operational 
amplifiers have a serious drawback. It's due to the fact that these circuits have to over-
come the threshold voltage of the diodes. This problem prevents the rectification of 
signals below a voltage of about 0.6 V [7,8]. During transition of the diodes from their 
non-conduction state to their conduction state the operational amplifiers have to re-
cover with a finite small signal, which leads to the significant distortion during the 
zero crossing of the input signal [9]. We can obtain wider bandwidth, improve the 

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 156–161.
VŠB – Technical University of Ostrava, FEECS, 2014, ISBN 978-80-248-3458-0.
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signal to noise ratio, achieve higher precision of the output rectified signal and de-
crease energy consumption by using current active elements such as current con-
veyors, operational transconductance amplifiers, current followers. 

2  Current conveyors 

Schematic symbol of the current conveyor is shown in Fig.1. Most commonly, the 
conveyors have only three terminals. These terminals differentiate from each other by 
function and properties [1]. The current Ix is independent value which it is always 
conveyed from terminal X (current input) to the terminal Z by the current follower. 
The terminal Z is current output terminal of current conveyor [2]. We choose the vol-
tage system (Ux, Uy, Uz) on the individual gates and we orient this voltage system to 
common node. The voltage Uy is transfer from gate Y (high – impedance non-
inverting voltage input ) to the gate X by voltage follower and this gate can also be 
considered as the voltage output gate.  

 

Fig. 1 Schematic symbol and block scheme of current conveyor 

The behavior between input and output terminals of current conveyor [1]: 

                           XZXYYX iiiiuu  ,,    (1) 

Another important element is the universal current conveyor (UCC) which it can 
represent every mention current conveyor any generation. 

3   Basic structure with current conveyors (OTA) 

The best description every active element is by a set of controlled sources, which 
can describe all the structures [3]. These are: a voltage source controlled by voltage, a 
current source controlled by voltage, a voltage source controlled by current, a current 
source controlled by current. 

OTA is a differential voltage controlled current source where the output current is 
controlled by an applied input voltage signal. The OTA is similar to a standard opera-
tional amplifier in that it has a high impedance differential input stage and that it may 
be used with negative feedback.  
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The structure, which replaces a operational amplifier is shown in Fig.2 [3]. The 
voltage terminal Y1 represents the inverting input of this structure. The voltage input 
Y2 represents the non – inverting input of this structure. The terminal Z2 is output of 
this structure. Unused terminals are grounded. The output is added by voltage follower 
and resistor to ground [4]. This resistor correct voltage transmission of structure.  

 

Fig. 2 Functional block structure (OTA) with current conveyors 

4 Full-wave rectifier with OTA based on current conveyors 

The connection of full – wave rectifier is shown on Fig.3. The functional structure 
replaces operational amplifier, which it provides the equivalent properties as a classic-
al voltage operational amplifier. In the circuit, the structure was inserted without any 
further connections adjustments.  

 
Fig.3 Full-wave rectifier 

The time waveform of full – wave rectifier is shown in Fig.3 and Fig.4 The full – 
wave ectifier was simulated with the signal amplitude U = 0.1V, signal frequency f = 
1MHz and f = 100kHz. 

Precision rectifiers are frequently dependent circuits. We can see this dependence 
on Fig.5 and Fig.6 which show waveforms at signal amplitude U = 50mV, signal fre-
quency f = 1MHz and f = 100kHz. 
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The peak increases and goes to negative values when the frequency is increased. 
This peak is caused by accumulated charge of the diodes which must be drained that 
the diode could restore own original operating characteristics. It is complicated on 
higher frequencies because diode must reach it in a shorter time. 

 

 

Fig. 3 Time waveform full-wave rectifier (f = 100kHz, U = 100mV) 

 

 

Fig. 4 Time waveform full-wave rectifier (f = 1MHz, U = 100mV) 
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Fig. 5 Time waveform full-wave rectifier (f = 100kHz, U = 50mV) 

 

 

Fig. 6 Time waveform full-wave rectifier (f = 1MHz, U = 50mV) 
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5 Conclusion 

The paper describes basic structure OTA based on current conveyors and its using 
in full – wave rectifier. From graph, we can see that waveform is deformed with de-
creasing input voltage and increasing frequency. Even at higher frequencies, opera-
tional full-wave rectifier preserves typical characteristics for rectifying with small 
distortions. It is confirmed that the current conveyor of II. generation can operate on 
very high frequencies. This can be also seen in the provided waveform graph. Espe-
cially in case of frequency dependent circuits.  
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Abstract. This document focuses on basic controller and especially the imple-

mentation of it. As the model for this purpose, a small mobile robot with the 

32bit microprocessor was chosen. The experimental identification of system 

from its step response was found as suitable. All calculations were performed in 

Matlab. 

Keywords: controller of motor speed, identification of system, controller im-

plementation. 

1 Introduction 

In these days, we can find various controllers in many facilities, from simple electron-

ic products used daily to complex and large units in the industry. One of the simpler 

applications relates to the regulation of electric motor revolutions. The utilization 

exists also in mobile robots of varied designs, sizes and use, in travels, electric cars, or 

in industrial facilities, milling machines and drills. 

Many people deal with this issue when they need to control revolutions of motors 

in wide field of application, for example in the construction of mobile robots designed 

into the maze 2,3. 

1.1 Feedback control system 

 

Fig. 1 Block scheme of the control loop 

The Fig. 1 illustrates the basic block scheme of the feedback control system. It 

consists of two suitably interconnected systems. The first one is an independent sys-

tem described by the transmission G(s). Within this specific issue, it is the motor it-

self, together with the extending mechanical part and the complete load. The second 

one is the regulator GR(s), which is, in practice, realized by a microcomputer, pro-

grammable logical controller or by some other similar facility. A high performance 

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 162–167.
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circuit, which corresponds to the engine type, is considered as its part. Its task is the 

generating of control action u(t). The motor revolutions y(t) are measured and taken, 

within the feedback, to a differential unit where the error e(t) entering the regulator is 

created by the deduction from the required quantity w(t) - the required speed.1 

1.2 Model system 

The next part describes the controller’s design by an experimental way using the sys-

tem identification with the aid of the deterministic signal. For this purpose, there was 

a simple mobile robot determined for the line following. 

The robot utilises two DC brushed motors Faulhaber 1717. Each of them is 

equipped with an incremental quadrature encoder having the resolution of 512 ticks 

per revolution. The encoders have been determined for the chance to implement the 

feedback. A microcontroller ARM Cortex M3 by STMicroelectronic, specifically 

STM32F100, was used as the controlling unit for the controller. The microcontroller 

includes peripherals, which are able to process the quadrate signal without the need to 

load the main core itself. It can generate PWM (pulse width modulation) signal con-

trolling the motors and it has been performing well enough for the creation of the 

controller with a short cycle period. The output part has been composed by h-bridges 

consisting of unipolar transistors and their drivers. 

 

Fig. 2 Mobile robot used for the regulator’s design 

2 Implementation 

The whole process designing the controller consists of several parts. Firstly, we need 

to get the description of the system which is supposed to be controlled. Then, the 

controller’s design is prepared and, consequently, it must be implemented into the 

microcontroller. 

2.1 The system identification 

For this purpose, we opted for the experimental system identification, thanks to the 

step course. The first step was the measuring of the step response. There was the 
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PWM signal of a high frequency 27% duty cycle in steps to the system because higher 

values caused the lifting of the front robot part and affecting the measurement. The 

motor revolution course was recorded in periods of 1 ms. 

 

Fig. 3 The engines’ response to the step changes in PWM 

As the step response of the right and the left engines were identical, we used con-

sequently only one characteristic. The measured data were imported to the program 

Matlab. A second vector of the same length was created to this vector. It represented 

the input signal. Its height was selected to correspond to the PWM duty cycle used on 

the microcontroller. 

The System Identification Toolbox has been used for the creation of the system de-

scription in the form of transfer function. When importing the input and output sig-

nals, from which the transfer function is then determined, the entering the correct 

period of sampling was very important. Consequently, there were several transfer 

functions variants tested, the first to the third order systems with various variants of 

roots, including zeros. The resulting transfer function were, however, almost identical 

and we have thus selected the simplest situation – the system description with the aid 

of the first order transfer function without zeroes. 

             
     

          
 (1) 

2.2 Design of the regulator 

A proportionally integrated controller – more precisely its discrete PS variant, was 

selected as suitable and satisfactory for this task. A model of the control loop was 

created with the Simulink tool to determine the necessary constants. 

 

Fig. 4 Block model of the regulation circuit with non linearities 
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When creating it, it was important to consider several limits given by the conse-

quent implementation. All components had to have the determined sampling period of 

1 ms. The value leaving the controller, corresponding to the PWM duty cycle, was 

limited by the maximal value and it can be expressed only by an integer. For that 

reason, there were nonlinear saturation and quantizer items included into the model. 

The following formula shows the general form of the controller’s transfer function: 

             
 

   
 (2) 

The sampling period value had been already selected and it was consequently nec-

essary to determine the constants P and I. To make it simple, we selected the PID 

Tuner tool for it as it allowed for the adjustment of the step response of a closed regu-

lation circuit and, on its basis, to calculate the constants. 

 

Fig. 5 PID Tuner tool fot thr regulator set up 

The resulting controller’s transfer function has thus got the following form: 

                           
 

   
 (3) 

This form must be transferred, with the aid of Z inversion transformation, into the 

time domain for the implementation into the microcontroller. The Z transformation 

dictionary was used for that: 
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  [ ]          [ ]                ∑  [ ]   
    (4) 

To make all calculations related to the microcontroller satisfactorily fast, the for-

mula, calculating the control action, was adjusted to utilize only the integer data 

types. The controller’s implementation was done in the C language. 

eL = (cppLdem - cppL); 

eR = (cppRdem - cppR); 

 

eL_sum += eL; 

if (eL_sum> 30000) 

 eL_sum = 30000; 

elseif (eL_sum< -30000) 

 eL_sum = -30000; 

 

eR_sum += eR; 

if (eR_sum> 30000) 

 eR_sum = 30000; 

elseif (eR_sum< -30000) 

 eR_sum = -30000; 

 

l_value = (int16_t) (((int32_t) 511 * eL + 2 * eL_sum) / 

100); 

r_value = (int16_t) (((int32_t) 511 * eR + 2 * eR_sum) / 

100); 

 

eL0 = eL; 

eR0 = eR; 

The variables cppLdem and cppRdem mean the required speed value (count per 

period L/R demand). Following the same logics, the variables cppL and cppR then 

include the data about the measured speed. 

2.3 Verification of the functionality 

The implemented controller was consequently tested. The speed requirement of the 

mobile robot was changed in step to the value 50 and the responses were measured. 
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Fig. 6 Measured responses in the closed regulation circuit 

3 Conclusions 

Within the study, we firstly identified the system driving the mobile robot in an exper-

imental way from the step response. A controller of the motor speed was designed and 

then implemented into the microcontroller on the basis of its description. Then, the 

response of the closed feedback control loop on the step changes was measured and 

also the response of the control action, in the form of the PWM signals duty cycle. 

The first mentioned course indicates that the response is not of the oscillating charac-

ter, which would be undesirable. The setting time of the controlled value has been 

also relatively short – the hundreds of milliseconds and the error in the steady state 

has been zero. 

We might notice a narrow peak at the beginning of the measured response. Proba-

bly, it has been caused by tolerances in gears and that is thus a failure quantity insert-

ed into the control loop. If this phenomenon did not occur, the starting values of 

PWM signal duty cycle would be slightly higher. 
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Abstract. Renewable sources of energy are more often mentioned terms. For 

optimum utilization of these sources of energy is most important monitoring 

output and other operation values. The goal of this article is describing how 

diagnostic application finds fotovoltaic invertors and how drivers work with 

fotovoltaic invertors. In the next case is explained how data are processed, 

transmitted and displaed to the end users. In other important case this article  

deals  uniform format of output data about status of fotovoltaic power station. 

 

Keywords: Fotovoltaic power plant, Fotovoltaic invertor, RS485, Ethernet, 

XML, solar energy. 

1 Introduction 

This article deals with the development of two closely-related programs. The first 

software can automatically diagnose what photovoltaic inverters are connected in 

photovoltaic power and bus settings. The output of this software is the configuration 

XML file, which is required to run the other software – driver. Driver reads the values 

of photovoltaic inverters (FVIs). The problem with monitoring the photovoltaic power 

can be difference FVIs types and typical monitoring interface which is impractical 

because the interface from another producer doesn´t read data from FVIs other pro-

ducers. Developed software solves this problem. Transparency software is its ability 

to read data from multiple inverters connected to the bus used but especially in the 

ability of configurability sgoftware for various types of buses and various types of 

inverters. This solution has many advantages such as: low cost compared to conven-

tional PC or PLC, then the other advantages are low power consumption, small size, 

the passive cooling and the possibility of extending application. Above solution much 

more advantageous than data logger, because it doesn´t have a unified output format. 

Each data logger from different manufacturers have different data format and its price 

is also higher. 

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 168–173.
VŠB – Technical University of Ostrava, FEECS, 2014, ISBN 978-80-248-3458-0.
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1.1 Remote configuration of the monitoring system  

For a detailed description of the complete system is displayed photovoltaic power 

plant (FVPP) before the installation of the monitoring chain in the picture Fig. 1. Pho-

tovoltaic power plant consists of a field of photovoltaic panels, solar inverters and 

miniPC with a static IP address. MiniPC is connected to the Internet. Before starting 

the monitoring operation, the operator connects from a remote PC and runs miniPC 

diagnostic applications. After completing the diagnostic application is created XML 

configuration file and it can be started monitoring system. 

 

Fig. 1 Block scheme of monitoring chain photovoltaic power plant 

 

2 Diagnostic applications for photovoltaic inverters 

Before starting the monitoring of photovoltaic power plants is necessary to determine 

the number of FVIs connected to the communication bus and bus configuration pa-

rameter settings such as for RS485 communication speed, parity, port RS485 convert-

er, addresses FVIs. In case of using ethernet communication bus, the configuration 

data FVIs IP address and virtual port on which it communicates. Currently, diagnostic 

application is developed for different types FVIs 4 – Vacon, SMA sunnyboy, RE-

FUsol and OK4E. The development is still ongoing and the applicability of SW will 

expand to another type FVIs.  

2.1 The configuration XML file.  

The configuration XML file contains data that are loaded at boot driver and driver is 

controlled by the loaded data. For each type FVIs XML configuration file is different, 
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just for the type of used bus and its settings. For example, for communication via 

RS485 are the important data such as communication baudrate, parity, port of the 

RS485 converter, addresses of FVIs, name of the FVPP and the path where will be 

stored measured data. In the case of communication via ethernet XML file contains 

the IP address of each FVIs, virtual port, IP address of the FVPP, and the name of the 

FVPP. Example of the configuration XML file is in Fig. 2. 

 

 

Fig. 2 Example of the configuration XML 

2.2 Diagnostic applications for FVIs OK4E 

FVI OK4E is equipped with RS485 communication bus. Diagnostic application is 

designed for this interface. At the start of diagnostic applications via RS485 user can 

either enter the address of FVI, then the user can set the port or all ports tested se-

quentially. For each address is sent on the bus contact data packet. If it is received the 

correct answer, then is captured configuration (port and address of the FVIs). Com-

munication is sequentially tested all communication speed and parity options. In the 

second case is checked if aren´t more devices with same address on the bus. Results 

are shown and it is created XML configuration file Fig. 3. 

 

 
Fig. 3 Output from diagnostic program 
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3 Driver for fotovoltaic invertors and target device 

Because each FVI communicates different protocol then must be used a specific driv-

er for a specific FVI, then it´s necessary to run the driver to loaded data from a XML 

configuration file. When OS starts the program are first loaded FVIs addresses, physi-

cal port, which is connected transmitter. According to the loaded data from configura-

tion XML file packets are generated with specific commands FVIs. After generating 

all commands array, the packets are send one after the other on the collection, in the 

event that a response is received, the packet is sent repeatedly to a maximum of three 

time. After sending all packets algorithm generates packets for other FVM and the 

cycle is repeated until the data obtained from all the FVM. Furthermore the data are 

decoded and is creating output XML file, as seen from the flowchart (Fig. 4). 

Loading data from 
the configuration 

XML file

Start of 
application

Generating packets 
with comands

Data recieve

Creating a list of the 
addresses

Send comand j] 

i ++

No
n = j

j++

No

x = i

No

Decoding 
recieved 
packets

Yes

Creating output 
XML file

End of 
application

 

Fig. 4 Flowchart for driver of FVIs OK4E 
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4 Communication with the monitoring system 

The driver that is cyclically executed at FVPP, generates output XML files that con-

tain information on measured variables on FVIs. The format and structure of these 

XML files is completely unified. The fact that output XML file has a completely uni-

fied format allows the creation of the common monitoring system for all types of 

FVIs on which to run the above driver. Output Xml file is included by the name of 

file consists from the identification number of the FVPP, the date and time, when 

XML file was created XML file. This method of assignment names to files allows of 

the classification of data from both data sources and in terms of time inclusion. 

5 Conclusion 

Currently, it was developed 5 diagnostic applications and 5 drivers for FVIs, which 

was long – term tested in practise and real FVPP. Testing is passed in getting data, 

parse data, unified data format and user monitoring interface. Testing passed without 

errors or faults. In connection with the requirement for a common monitoring system 

was designed uniform format for all drivers, unified output XML file. Advantage of 

the common output format is portability in developing of the monitoring system. This 

application is still developing. There are currently developed new drivers. Results of 

all monitoring chain are represented in the web-user interface in the Fig. 5. 

 

 
Fig. 5 Screen of the processed data in user interface (Power) 
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Abstract. The management of energy systems combined with renewable or al-

ternative energy resources has been currently a very intensively studied issue.  

The often not continual and in time determined electric power production from 

the current alternative resources requires research of correlation between its 

production and its consumption. The systems can be managed by changes in 

time/side demand management. In most cases, there is, however, an accumula-

tion component needed. It must allow for the full production implementation 

and the electric power consumption together with the minimising of deliveries 

from the public grid. The presented article describes the experimental utilisation 

of the traction battery of an electric-powered car for the delivery of power to the 

family house system. 

Keywords: electricity, electro-mobility, demand, production, consumption, ac-

cumulation, control. 

1 Introduction 

The development of modern technologies is accompanied by the increased demands 

on the delivery of high quality electric power. The current consumer considers the 

quality not only as its technical and in time and side demand management parameters, 

but also its price. The development trend related to small distributed alternative or 

renewable energy resources supplying power into the public grid requires higher de-

mands on its management. 

The primary motivation, leading unfortunately to the currently bad situation in both 

technology and legislature, has been the looking for energy alternatives to the limited 

resources of crude oil, coal and natural gas on the Earth. 

The speedy development of production technologies and production capacities in 

the recent ten-year period has allowed the big increase in the number of power re-

sources motivated not by the alternative electric power production and decreased 

consumption, but mostly by its selling to the public grid under not completely market 

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 174–180.
VŠB – Technical University of Ostrava, FEECS, 2014, ISBN 978-80-248-3458-0.
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terms and conditions, thanks to the market globalization (including the electric power 

market), the market monetary-oriented economics and the lacking legislature. 

The management of energy systems combined with renewable or alternative ener-

gy resources is thus currently very important. It might allow for the optimising of 

power deliveries and consumption, for the reduced dependency on the power deliver-

ies or for the reduction of power costs. 

2 Household consumption 

The household power consumption is not balanced. We can find daily, weekly and 

annual periodicities. Currently, the most power is consumed for heating and the heat-

ing of hot utility water. The consumption of electric power in the period 2000 - 2012 

increased in households by 12% and by 15% in the industry. The consumption growth 

in households has not been caused only by non economic utilisation of electric appli-

ances, but also by the use of new appliances like, for example, dishwashers, cooking 

plates, coffee-makers, communication, presentation and leisure electronics, and other 

facilities without which modern people cannot imagine their life.  

 

Fig. 1. Graphic distribution of the electric power consumption in households 

The referential scenario suggests the increase in the total measured power con-

sumption in households by 29% in the period from 2009 to 2040 and the following 

changes in its distribution: 

 Reduction in the measured power consumption for heating by 22% 

 Reduction in the measured power consumption for the heating of hot water by 18% 

 Reduction in the energy demands by other consumption by 7% 

 

Fig. 2. Prediction of the household electric power consumption in the Czech Republic 
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3 Electric mobility 

The electric mobility era historically started in the period when it was not yet clear 

which energy medium will be the best for transport. Works by H. Ford highly influ-

enced the direction of the development at the time when he was employed at T.A. 

Edison and he worked on improvements of the conception of an economic petrol 

combusting engine. At that time, there were more electric-cars manufactured than 

those equipped with combustion engines. The development of electric mobility, how-

ever, ran up and it is still running against electric power accumulation problems in 

spite of important positives in the design. The pressure put on alternatives in 

transport, the efforts related to the emission reduction in transport means, changes in 

the structure of settlement in large agglomerations, the increased mobility needs, and 

at also last but not least the lowering of manufacturing costs by car manufacturers 

have indicated the re-emergence of the electric car conception as the transport equip-

ment used in cities and in their outskirts and featuring minimal noise, no emissions in 

areas of operations, and lower costs of driving unit manufacturing. 

The development of the electric mobility in cities however shows also its negative 

impacts and significant limitations. The public distribution grid has not been prepared 

for such a demand – the delivery of electric power for the electric car charging. The 

mass spreading of the electric cars in current cities is thus very problematic. It is dif-

ferent when it comes to city expansions or their spreading into outskirts, which are 

newly designed. Their plans might cover the satisfactory energy infrastructures. 

One of the immediate solutions of the occurring situation relates to the charging of 

electric cars at the time of lower consumption – at night. The delivery tariff D27d for 

electric cars currently relates to this situation. It has been created on the basis of nego-

tiations by E.ON, PRE, ČEZ with the Energy Regulating Authority and the Associa-

tion of Electric-car Industry (ASEP). 

4 Experiment 

The implemented experiment counts on the future user as the person living in an 

intelligent family house utilising alternative energy sources and connected with the 

public electric power and natural gas grids. In transport from home to work, he or she 

will use an electric car charged alternatively at night hours from the public grid and, 

during days, at their workplaces or in their family houses (e.g. on Saturdays and Sun-

days). That will allow for the charging, for example, from a photovoltaic solar system 

or from the energy surplus in the cogeneration unit.   

The control system in a family house reacts autonomously to users’ needs and uses 

one of the pre selected management algorithms.  

Within this model, the electric car is only an appliance running on power and it al-

lows for the mobility of its user. However, the vehicle is standing for the most of 

time. 

The current electric power accumulators in electric car traction batteries allow for 

tens of thousands of charging cycles. The vehicle reach is about hundreds of kilome-
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tres. The average daily travel by a user is only between 50 and 100 Km. Great energy 

part is thus utilised. The experiment thus offers to verify the possibility of communi-

cation between the family house controlling systems and the vehicle and to utilise the 

vehicle traction battery capacity for the delivery of power to the house, under the 

condition of the guaranteed user’s mobility. 

Based on these ideas, we verified the conception by the experimental part utilising 

the technology of the electric car prototype KAIPAN VoltAge. The prototype “K0” 

was set up at the end of 2009 and it achieved the reach of 107 Km per charge on the 

Hyundai circuit in Nošovice at the beginning of 2010. The vehicle driving unit had 

been designed for operations close to cities and the vehicle reaches the maximal speed 

of 65 Km/h. The traction battery system with 100 cells, the LiFeYPO4 accumulators, 

the voltage 320V, and the capacity 40 Ah suggests the life-span “the reach” of more 

than 300,000 Km. The system is charged from the grid 400V/32A and the charging 

time, at the charging current 32A, does not extend 2 hours (it might be charged or 

discharged by currents up to 120 A within the experiment). 

Within the experiment, we measured the time duration of the charging and dis-

charging current and performed the synthesis of the solution simulating the inclusion 

of the electric car into the house energy system. The considered energy system had 

several sources with installed photovoltaic system having the output of 3kWp and 

with a micro cogeneration unit with the output of 1kWe. At the same time, we as-

sumed that in the case of enough energy from alternative sources, there was no power 

from the public grid taken. 

Within the implementation experiment stage, we linked the electric car traction 

battery as indicated in the block scheme in Fig. 3. 

 

Fig. 3. Block scheme showing the linking of the electric car with the house energy system 
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4.1 Charging the electric car traction battery  

Electric car traction batteries have got prescribed traction battery charging and dis-

charging algorithms. These are monitored by the balance system. This measuring and 

action sub system protects the traction battery cells against the complete discharging 

in the discharging mode and against overcharging in the charging mode. 

In the case of the experiment, we opted for charging AC/DC converter TCCH-

H389-6. This charging device can be connected and fed from a single phase power 

network 230V and allows for the electric car traction battery charging with the current 

of up to 11A at the voltage 389V. The communication interconnection with the vehi-

cle balance system ensures the use of the charging algorithm. 

 

Fig. 4. The course of the electric car Kaipan VoltAge K0’s traction battery charging system by 

the charging device TCCH-H389-6 

The Figure 4 shows the course of the electric car charging. The graph illustrates the 

“plateau” at the beginning of the charging by the current of about 9A. The charging 

current lowers down to 2.5A after the balance level is achieved.  

4.2 Discharging traction battery the electric car  

Within the verification of the discharging conception and thus the strengthening of the 

house power network (the reduction of deliveries from the public grid), we organised 

the experiment with the direct output from the electric car to the alternating network 

by connecting the vehicle via the converter SMA 3000. It was linked to the control 

system through the communication interface RS485. The measuring focussed on var-

ied converted set ups and on the possibility of the electric car traction battery dis-

charging below the determined level. In the course of the taking verifying measure-

ments, we set up the minimal voltage of the traction battery to 319V and the maximal 

output to the network to 2kW.  
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Fig. 5. The course of the output reduction dependent on the battery status 

5 Conclusion 

The measured values and their graphic presentation in Fig. 4. The course of the elec-

tric car Kaipan VoltAge K0’s traction battery charging system by the charging device 

TCCH-H389-6indicate the instability of the electric car balance system caused by the 

unsatisfactory specifications of the balancers’ cooling (the course of the electric car 

charging with the lowering charging current down to 2.5A and the periodic repetition 

of current increases and decreases before the system shutting up). 

Fig. 5presents the course of the output reduction dependent on the battery status 

(the battery charging and its internal resistance). The efficiency of the converter ex-

tended 95% during the complete duration. 

We have proved on the basis of this simple experiment that the electric car traction 

battery might be in principle utilised as the accumulation source in an intelligent 

house. 

The current technology allows the connection of this direct source with the alter-

nating power network, the phase connection and the power delivery on the basis of 

information shared with the house and the electric car controlling systems. 

Further research and the technological development will focus on the area of expert 

management which should, on the basis of information about the system operational 
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history and the information about the planned future operations as well as some other 

information, predict the energy need guaranteeing the mobility and thus determine the 

amount of energy for the disposal within the intelligent house. 
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Abstract. This paper describes the design and realization of autonomous choke 

control of fuel of the electricity generator. Before starting the generator, the 

choke needs to be pulled and after start, it needs to be pushed back. The DC 

driver assembly includes slide block, DC driver, limit switch controlled by the 

embedded pi. The DC driver assembly in the control unit works when it re-

ceives the sign from the computer and stop working when it touches the limit 

switch. The created model will be used for pull and push the choke in the gen-

erator automatically. 

Keywords: generator, autonomous mode, start choke, control 

1 Introduction  

With the development of modern technology, the electrical devices need to work in a 

smart way. Production and consumption of electrical power can be constantly moni-

tored by computer. If needed, computer can adjust amount of produced energy. For 

this, electricity generator has to be able to start on demand. 

In electricity generation, an electric generator [3, 4] is a device that con-

verts mechanical energy to electrical energy. A generator forces electric current to 

flow through an external circuit. 

Generator used in this project is shown in Fig 1. To start the generator specific rou-

tine has to be followed. Routine is: 

 Pull choke to on 

 Pull rope of starter 

 Push choke to off 

In this paper device for operating choke is described. 

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 181–186.
VŠB – Technical University of Ostrava, FEECS, 2014, ISBN 978-80-248-3458-0.
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Fig. 1. Electricity generator chosen for the project 

2 Manual control of the choke 

Generator choke has two positions, on and off. Device for operating the choke needs 

to be able to pull and push choke on generator into these positions. Functions of the 

device are: 

 put lever to ON position (Figure 2 right) 

 put lever to OFF position (Figure 2 left) 

 

Fig. 2. Combustion engine “choke” in “on” position 

3 Measured mechanical properties 

3.1 Choke movement 

To push or pull the choke, the length of the choke is needed. This length dictates the 

distance between the slide block and the limit switch. 
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Measure method 

Pull out the choke and use tape to measure the length of the choke. Then push the 

choke and measure the length. 

Table 1. Length of choke 

 1 2 3 4 5 6 Average 

Longer/mm 2.61 2.62 2.59 2.58 2.60 2.62 2.60 

Shorter/mm 0.18 0.19 0.21 0.20 0.21 0.19 0.20 

2.60cm-0.20cm=2.40cm. 

Distance between two limit switches is 2.40cm. 

3.2 Maximum device movement 

Measure method 

Start the DC driver and let the slide block move to the limit switch. Make a mark at 

the position of the up circle. Then change direction of voltage to make the DC driver 

drive the slide block to another limit switch, then mark the position of the up circle. 

Use micrometer to measure the distance between the two marks. 

Table 2. Get the length of distance 

 1 2 3 4 5 6 Average 

On side/mm 37.18 37.84 37.39 37.69 37.35 37.28 37.46 

Another side/mm 77.58 77.46 77.67 77.35 77.58 77.40 77.51 

77.51mm-37.46mm=40.05mm 

The distance between the two limit switch equals to 40.05mm. 

Force needed for choke movement 

Use force gauge to Measure the force for push and pull choke is used.  

Table 3. Results 

Force/N 49.6 57.8 51.2 51.6 46.4 50.2 53.8 

Max = 57.7  Min=46.4 

Average= (49.6+51.2+51.6+50.2+53.8)/5=51.28N 

4 Proposed automatization of the choke lever 

Servomechanism – an automatic device which enables precise steering of diverse kind 

of objects, usually called servomotors or stepper motors. Users of these types of 
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mechanisms are entirely informed about current position of operated object. The out-

put signal can be as well data concerning variables like speed or acceleration. Block 

schematic of system for operating choke is shown in Fig 3. 

 

Fig. 3. Block schematic of choke operating device 

In this system feedback is provided with two switches used for detecting extreme 

positions. Operator in this case is a microcontroller. Interface between microcontroller 

and DC drive is provided by L298N component [2]. 

L298N is a kind of h-bridge, which can control forward rotation and reverse rota-

tion of the DC motor. The microcontroller send signals to the h-bridge drive the DC 

driver, when the slide block touch the limit switch, the DC driver will stop moving.  

 

Fig. 4. L298N H-bridge with pin functions 
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5 Description of the control algorithms 

Device for pushing and pulling the choke can be set at any position in between two 

ends. Being able to set the choke just in extreme positions is sufficient to operate it. 

Switches at extreme positions are used for stopping the movement and determining 

position. 

Algorithm for moving choke: 

Disable motor 

Set direction of rotation 

While( not_in_extream_position ) 

 Enable motor 

Disable motor 

Motor is controlled via L298N component. To implement shown algorithm three pins 

of that component are used: 

 motor1_enable 

 motor1_direction1 

 motor1_direction2 

Motor is enabled by high state at pin motor1_enable, and disabled by setting low 

state on the same pin. To set direction motor1_direction1 and motor1_direction2 have 

to be used. They have to have opposite states for motor to move. 

Table 4. Settings for pins 

Pin motor1_direction1 Pin motor1_direction2 Function 

Low Low motor stopped 

Low High 
Motor moving one 

direction 

High Low 
Motor moving other 

direction 

High High Motor stopped 

6 Conclusion 

In this paper problem of automating generator choke operation is addressed. Problem 

is described and presented. Problem parameters are measured. System for achieving 

automation is presented. System consists of mechanical parts and controller. Algo-

rithm for controller is given. System still needs to be tested. Measurements of speed 

and power consumption need to be performed. The control of the choke must be syn-

chronized with other mechanisms attached to generator. The logic part of steering the 
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choke should be able to stop the process if received measurements crossed the set 

limits. 
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Abstract. This paper describes an algorithm, which searches for the
center point of a human face in front of the video cam and marks the
position of the face with the rectangle. The hardware, which is respon-
sible for sensing and face recognition, is placed inside the robotic head.
The head is capable to distinguish colors, shapes, position of the objects
and it can also count the number of objects in the image. The processed
information are sent via bus to processing unit which is driving the ac-
tuators. Actuators then make the head turn. The algorithm saves the
image as a matrix, where it searches the particular color and assigns one
to the occurrences of the color in the image and zero to another colors.
Finally it searches the center points or shapes of the objects.

Keywords: Face detection, Colors recognition, Robotic vision

1 Introduction

The vision of the grant task at the Department of Cybernetics and Biomedical
Engineering was to create a robotic head which would be located in the lobby ,
see Fig. 1. This head will react to the surrounding stimuli. The task of the head
is to scan its surroundings areas when in the presence of a person in front of this
head , the head detects the person and looks at the person. If this robotic head
is asked a question , the head reacts to it and accordingly responses.

This article was created in connection the the system for the recognition
of signs as described in the article [5]. The application is being created in the
team of four people when one deals with the mechanics of robotic head. The
next person is in charge of detecting the voice, the recognition of the question
and its following response. The third person creates a decision-making protocol
to conntect all the parts. This controls the communication between individual
parts of the robot. The last task is the visual detection of human by robotic
head which this article deals with.

? This work was supported by project SP2014/156, ”Microprocessor based systems for
control and measurement applications.” of Student Grant System, VSB-TU Ostrava.
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VŠB – Technical University of Ostrava, FEECS, 2014, ISBN 978-80-248-3458-0.



188 Jiri Haska

Fig. 1. The robotic model of a head is being developer at the Departement of Cyber-
netics and Biomedical Engineering.

2 PROBLEM DEFINITION

The basic task is to convert the unloaded image to the matrix. To reduce the
computing power only four numbers are stored in the matrix. The read value of
the pixel is represented as RGB. After comparing whether the color is sought ,
these numbers are inserted into the matrix . They are listed in the Tab. 1.

Table 1. The numbers of colors for individual parts of human face.

0 Not seeking color
1 Face
2 Eyes
3 Lips

In this way filled matrix the search is performed. Searching is done by function
similar to scanning, so always only one column in the matrix is being searched
for.

3 Face recognition

3.1 The face detection algorithm

To the decision-making algorithm see Fig. 2 the intervals that define the colors
appearing on the human face have been created.

For the purposes of the final application the interval of the colors of the
face is set to the color of the face of the average central European man. If the
comparison passes the condition, the number 1 will be saved into the matrix
under the same index position.
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//face

if ((c.R <= 184 && c.G <= 134 && c.B <= 107)...

&& (c.R >= 113 && c.G >= 71 && c.B >= 49))

The color of eyes that appeared on the snapshot was rather grey than white.
Therefore the color of eyes was set more likely to light gray. If the color undergoes
the condition , the number 2 is saved in the matrix.

//eyes

if ((c.R <= 100 && c.G <= 85 && c.B <= 70)...

&& (c.R >= 80 && c.G >= 75 && c.B >= 60))

The color of the lips was set from red to dark red up to brown. If the color
undergoes this condition, the number 3 is saved to the matrix.

//lips

if ((c.R <= 125 && c.G <= 80 && c.B <= 70)...

&& (c.R >= 110 && c.G >= 65 && c.B >= 55))

After unloading the image from the camera to the matrix, the searched algo-
rithm see Fig. 2 undergoes. Searching proceeds that way that one pixel is tested.
If one of the conditions is met, its value in the matrix changes to the new one. If
no new color is observed it changes to zero see Fig. 5, where zero is represented
as a white color. If the value was successfully changed in the matrix, this would
be repeated in the following pixel.

Fig. 2. Simplified flow chart of the face detection algorithm.

3.2 A modified matrix

The original image which is being captured by the camera is shown in Fig. 3. In
this sample of the image the colors which algorithm was described in the chapter
3.1 are searched for.
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Fig. 3. Original picture.

Fig. 4 shows the captured image which has been converted into the resulting
matrix. For the idea there is the number 1 represented by an orange color, the
number 2 by a yellow color and the number 3 by a red color.

Fig. 4. The detection of the sought colors and the conversion into the matrix.

In this customized matrix the distortion of detection happens that poorly
enlighted places may not be correctly discovered on the face and therefore the
blank places appears in the image. Therefore at all found pixels the following
30 pixels to the right are overwritten with the same number of the color as the
flowchart describes in Fig. 2. This adjustment eases the detection of the centre
of the face. A modified matrix is in Fig. 5.

In this customized matrix the search algorithm that compares each column
whether there are all the colors used. If these colors are discovered then the
counting of how many columns has been discovered this way can begin , see
Fig. 6. Subsequently the number of pixels from the detection of the eyes to the
appearance of the lips in the column is always counted up.

From the first sum the value of 30 is deducted from the resulting value. This
value was added in the calculation by overwriting 30 pixels. In the second sum
the center between the eyes and the lips is calculated. This way the axis X and
Y are calculated which represent the center of the face.
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Fig. 5. The modified matrix after overwritting of 30 pixels.

Fig. 6. Finding the position of the colors in the matrix.

4 Verification of face recognition method

In order to test the proposed algorithm the test application in Visual C# has
been created. The following outputs are then exported from this test application.
This testing foreruns the final implementation of the proposed algorithm to the
firmware of the microcontroller.

4.1 Test

The first measurement was done in a well lit room where the door serves as the
background and face will be read from the front, as seen in Fig. 7.

Lightening: The yellow bulb
Background: The door
View: From the front

The algorithm evaluated the axis of the center of the face:

X – 337
Y – 212

The result is very precise which can be seen from Fig. 7.
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Fig. 7. The face detection algorithm test when viewed from the front

5 CONCLUSION

When testing it was obvious that if the tested object was in an environment
where not many colors as background appeared on the face, the detection was
quite accurate. The best results were found in the countryside and in the cities.
On the contrary the worst results were detected when behind the searched object
there was a red yellow white background, so the background consisted of colors
that appeared in the face of the average central European man.

In comparison with the cameras allowing the detection of the face, the dis-
tortion of the result happens only with unsuitable background, however it has a
distinct advantage of independence on the computing power and the size of the
flash memory for an invidivual code.

The aim was to create a different vision of what is today commonly used in
digital cameras. The emphasis was placed on the little computing power and the
ability to deploy this solution on the less powerful processors. This algorithm was
applied to MCF51AC256 Freescale microcontroller and the image was adopted
from CMOS sensor Aptina MT9V131.

In the future work the algorithm will be modified for the automatic modi-
fication of the parametres, so that it will be able to work for other skin colors.
This action will lead to the creation of the next iteration of the program when
the algrorithm will work with predefined kinds of the skin colors.
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1University of Ostrava, Faculty of Science, Dvořákova 7, 701 03 Ostrava, Czech
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Abstract. In the Czech Republic there are a lot of environmental problems 

caused by knotweed (Reynoutria spp.). Millions of Czech crowns are spent for 

liquidation of that plant. Knotweed is invasive plant that performs really huge 

environmental problem all over the world. In the Czech Republic there is no us-

age for this plant. For this purpose we tried to find some possible usage for 

knotweed. In our research we found out high concentration of lutein a zeaxan-

thin (important antioxidants) in knotweed. Therefore we proposed advanced 

and simple method for selective extraction of lutein and zeaxanthin from knot-

weed. Proposed method is based on physical-chemical properties of individual 

pigments. Individual pigments were identified by UV/VIS absorption spectro-

photometry and by liquid chromatography equipped with DAD detection. De-

signed method is simple, fast, and economic. 

Keywords: lutein, zeaxanthin, extraction, HPLC 

1 Introduction 

Carotenoids are yellow, orange and violet pigments which can be found in plant and 

animal tissues. Carotenoids can be divided into carotenes and xanthophylls. Lutein 

and zeaxanthin belong to carotenoids xanthophylls. Due to their properties lutein and 

zeaxanthin are really popular [3, 6]. They can play many roles in biological organ-

isms. For example, in light harvesting systems lutein has absorption function. Proba-

bly the most important role is their preventive effect against cataracts and age related 

macular degeneration (AMD) [3]. These pigments are essential for human health, but 

their abundance in the human body is entirely dependent on the dietary intake [3, 4]. 

They help to keep eyes safe from oxidative stress and high-energy photons of blue 

light. In addition, lutein and zeaxanthin perform many other important functions such 

as cardiovascular disease prevention, cancer prevention, and protection against oxi-

dant-induced cell damage [1]. Due to their potential therapeutic functions, the pres-

ence of lutein and zeaxanthin in human diets has become of considerable interest. 

Moreover, many nutritional supplements enriched with lutein and zeaxanthin have 

been put on the market to enhance intake of these antioxidants. Lutein and zeaxanthin 

are found in green leafy vegetables such as kale, spinach or cabbage. These foods are 

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 193–197.
VŠB – Technical University of Ostrava, FEECS, 2014, ISBN 978-80-248-3458-0.
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consumed in small amounts. While zeaxanthin is also found in dark green leafy vege-

tables, it is perhaps 20 times less abundant than lutein. In some plants there is also 

very high concentration of lutein and zeaxanthin. For example, marigold flowers are 

the main commercial source of these pigments especially of lutein [2]. The highest 

natural source of zeaxanthin was recently established to be Chinese wolfberry (Goji 

berries). In our research we found that the knotweed (Reynoutria spp.) contains really 

high-concentration of lutein and zeaxanthin. The knotweed is invasive plant that 

comes from Japan. The knotweed can be found all over the Moravian Silesian region, 

where it makes really big environmental problem [5]. Millions of Czech crowns are 

spent for liquidation of knotweed [5]. In the Czech Republic there is no usage for 

knotweed.  

Many complicated extraction methods have been developed for dietary supplement 

industry [6, 7]. These complicated instrumental methods are very expensive and it is 

the reason why the dietary supplements enriched with lutein or zeaxanthin are so ex-

pensive. For this purpose a simple method for selective extraction of lutein and ze-

axanthin from knotweed was developed. The second reason why this method was 

suggested was to find a use for knotweed. 

2 Material and Methods 

High concentration of lutein a zeaxanthin was found in knotweed by chromatographic 

analysis of extract of its pigments (Fig.1).  

 

Fig. 1. Chromatogram of 80 % acetone extract of pigments from knotweed (Reynoutria spp.) 

(N - neoxanthin, V - violaxanthin, L – lutein, Z – zeaxanthin, chl b – chlorophyll b, chl a –

 chlorophyll a, β-car – β – carotene). 
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The quantity of lutein was 800 µg/g f.w. and the quantity of zeaxanthin was 300 µg/g 

f.w. Due to high concentration of these antioxidants the knotweed has become of 

considerable interest.  

In our research middle segments of Knotweed leaves were used. For development 

of simple method for selective extraction of lutein and zeaxanthin the method for 

isolation of carotenoids from mixture of knotweed pigments had to be proposed. 

2.1 Isolation of carotenoids 

The method for isolation of carotenoids from mixture of knotweed pigments had four 

parts. The first three parts of suggested method were preparatory. The fourth part was 

the separation. For the purpose of elimination of phenolic compounds, extraction of 

pigments and saponification of green pigments the first three parts were realized. Last 

part of this method was separation carotenoids from that mixture. We used ultrasound 

(37 - 42 kHz, 130 W, UC006DM1, TESLA, Czechoslovakia) for selection of individ-

ual compounds. 

The weight of knotweed samples was between 400 and 500 mg. Elimination of 

phenolic compounds was realized by ultrasound extraction in water for 1 minute. 

After the removal of phenolic compounds the sample was transferred to 10 ml of 

methanol. The removal of green pigments was realized by ultrasound extraction in 

10 ml of 100 % methanol for 10 minutes. Last preparatory part was saponification. 

Saponification was performed by addition of 1 g of KOH. Selection of carotenoids 

from mixture was performed by addition of 5 ml of n-hexane. Carotenoids in mixture 

of pigments were transferred to n-hexane by shaking. n-hexane fraction with carote-

noids was transferred to other glass test-tube.  

2.2 Isolation of lutein and zeaxanthin 

The mixture of carotenoids contained lutein, zeaxanthin, β – carotene, and small 

amount of chlorophylls. Selective extraction of lutein and zeaxanthin had two parts. 

First part was performed by addition of 5 ml of 100 % methanol to test-tube with 

mixture of carotenoids. Further the methanol fraction was three times washed by 

100 % n-hexane. Washed methanol fraction contained only lutein a zeaxanthin. 

2.3 Identification of pigments 

All samples were analyzed by spectrophotometer UV550 (Unicam, Great Britain) and 

by HPLC (TSP Analytical, USA). Identification of individual pigments was based on 

description of their absorption spectra and retention times. 

3 Results and Discussion 

Proposed method for selective extraction of lutein and zeaxanthin was based on their 

physical-chemical properties. The main physical-chemical property was a polarity of 
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individual pigments. Due to the knowledge of these properties we could design a 

really simple and effective method for extraction of lutein and zeaxanthin from plant 

material especially from knotweed. The process of extraction consists of isolation of 

the mixture of carotenoids and selective isolation of lutein and zeaxanthin from that 

mixture. Final methanol fraction contained only lutein a zeaxanthin (Fig. 2). 

 

Fig. 2. Chromatogram of methanol extract of lutein and zeaxanthin from knotweed (Reynoutria 

spp.) (L – lutein, Z – zeaxanthin). 

In knotweed the mean contain of lutein and zeaxanthin was 800 µg/g f.w. and 

300 µg/g f.w.. The extraction yield was 16.7 µg/g f.w. of lutein and 5.6 µg/g f.w. of 

zeaxanthin. In comparison with other extraction techniques our method has lower 

extraction yield but costs for extraction are much lower. Designed method is simple, 

effective, fast and mainly economic. The most beneficial aspect of this method is that 

we found use for invasive plant knotweed. 

4 Conclusion 

All over the world millions of Czech crowns or dollars are spent for liquidation of 

invasive plant called knotweed (Reynoutria spp.) [5]. This plant is liquidated without 

any usage. For this purpose we wanted to find some usage for this plant. Due to our 

research we found out the knotweed contains high concentration of two very im-

portant carotenoids (lutein and zeaxanthin). Therefore we proposed the simple method 

for selective extraction of lutein and zeaxanthin. Designed method has the following 

advantages: it is simple, fast, effective and cheap. 
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Abstract. The fuel cell is increasingly used as a stationary unit for the 

production of electricity. To his greater demand but also helps the au-

tomotive industry, where the fuel cell is increasingly starting to use as a 

primary or secondary source of electrical power for electric vehicles. In 

this expansion of the fuel cell occurs requirements the fuel cell, and es-

pecially his fuel consumption. As part of the Shell company organized a 

competition for the most fuel-efficient vehicle powered by a fuel cell as 

well as the combustion engine. This article describes how to upgrade a 

vehicle VŠB - TU Ostrava for the Shell Eco Marathon, and especially 

the fuel cell as a power source for the latest edition. 

 

Keywords: fuel cell, hydrogen technologies, hydrogen 

1 Introduction 

A fuel cell is a transducer in which the chemical energy released during the oxide-

reduction reactions and transformed in electrical energy, allows direct conversion of 

chemical energy bound in the fuel into electrical energy without the need for heat or 

mechanical transition (transformation) intermediate. This electricity can be used for 

example to power electric motors that can propel the vehicle. A fuel cell can imagine 

as electrolysis completely upside down. The one we bring hydrogen electrode (or 

hydrocarbon fuel), the second electrode oxygen or oxidizing agent, is taking place 

between the electrodes of a suitable water and electrolytes in the presence of a cata-

lyst here is the chemical combining oxygen and hydrogen in the water, while the elec-

trodes of an electrical voltage. The energy released by chemical reaction between 

oxygen and hydrogen. This reaction usually arises as heat, which can also be con-

sumed. Moreover, practically there are no harmful emissions, only water vapor (using 

hydrocarbons also carbon dioxide). 

A fuel cell has two electrodes, cathode and anode. The term electrode called the 

cathode, which takes place the reductive reaction (increase in negative charge of the 

chemical elements and compounds) and called the anode electrode deadline, which is 

an oxidation reaction (increase of positive charge of the chemical elements and com-

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 198–202.
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pounds).The reaction in the fuel cell cathode is the positively charged anode and the 

negative. In the backlash, electrolysis, is electrically negative cathode and anode elec-

trically positive. Electrons flowing spontaneously, from the negative electrical pole to 

electrically positive pole. 

The fuel cell supplying fuel and oxidizing gas directly to the anode and cathode. 

The physical structure of the fuel cell is such that the gases flowing through the chan-

nels on both sides of the electrolyte. The electrolyte is the basis for allocation of fuel 

cells for different types various different types of electrolytes lead ions. The principle 

is illustrated in Fig. 1. 

 

 

 

Fig. 1. General illustration features a hydrogen fuel cell  

 

2 Fuel cell 

The new version of the vehicle HydrogenIX for Shell Eco Marathon in the category 

prototype uses a new fuel cell companies Horizon. The fuel cell from the previous 

fuel cell performance and his different alternative involving all the component. The 

fuel cell needs to be able to operate an external power source, that source is used only 

for starting the fuel cell. After starting the fuel cell can be an external power supply to 

disconnect power and control electronics is already implemented in the fuel cell. 

 

 

Fuel cell is made up of plate-like cells with air channels to allow the flow of air 

across the membrane. The membrane facilitates the flow of Hydrogen creating the 

release of electrons. Electrically conductive separator plates between each pair of 

cells enable the flow of electrons. The stack aspect is that they are all placed on top of 

each other and held together by epoxy endplates. 
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Numbers of cells  48 

Rated power   1000W 

Reactants   Hydrogen and air 

Max stack temperature  65°C 

Low voltage shut down  24V 

Over current shut down  42A 

 

 

 
 

Fig. 2. Fuel cell Horizon 

 

 

 
 

Fig. 3. – Block diagram 
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Fig. 4. – Block diagram Fuel cell 

 

 

Fig. 5. U - I Curve 

3 Practical verification in the car 

The practical test and verify theories based on measurement and experimentation on 

the stationary unit in the laboratory is a laboratory prototype HydrogenIX. The proto-

type is powered by an electric motor and a generator of electricity is low-temperature 

PEM fuel cell. 
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HydrogenIX prototype also serves as a mobile laboratory, which allows measure-

ments and running tests to drive changes in structure and changes in the structure of 

the software control algorithm fuel cell and also for the practical test and verify theo-

ries based on measurement and experimentation on the stationary unit in the laborato-

ry located in the laboratory role. 

4 Conclusion 

The fuel cell was not tested in the laboratory role in measuring the volt-ampere 

characteristics and performance of all components and control electronics provided by 

the manufacturer. After mallow the fuel cell is connected via electronics developed 

which will be manually and automatically controlled by the individual components of 

the fuel cell. All measurements have been carried out in a hydrogen laboratory VŠB - 

TU Ostrava. With proper operation of the fuel cell with developed electronics, will be 

the fuel cell is connected to the inverter and the motor, and then moved into the vehi-

cle HydrogenIX and optimized for racing Shell ECO Marathon. 
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Abstract. Image processing is an increasingly common tool for a quality con-

trol of products in many industrial areas. Use of conventional approaches based 

on computers to implement image analysis in industrial quality control of prod-

ucts is sometimes inconvenient for many reasons. A more preferable solution 

then uses an embedded device with a built-in camera or camera chip and a con-

nection to an industrial bus.  

This article describes the design of an embedded device based on the univer-

sal development platform Raspberry Pi which cooperates with MODBUS - 

TCP. Control Web 6.1 from Czech Moravian Instruments is used for visualiza-

tion of the results and other variables of the image processing application on 

PC. 

Keywords: Raspberry Pi, MODBUS-TCP, Raspicam, Control Web 

1 Introduction 

Image analysis is becoming increasingly popular in quality management. This tool is 

used for eliminating subjectivity of visual evaluation of product quality by persons. At 

the same time it is used to increase the efficiency of quality control. The use of indus-

trial cameras such as Basler cameras and image processing on an ordinary computer 

or industrial computer or on conventional graphics card is nowadays very common. 

This solution enables rapid development of quality control chain using standardized 

components for the application. Furthermore, in combination with the software appli-

cations developed for example on LabVIEW, the development of a complete inspec-

tion station is very fast, but the price of such equipment is rather high.  

Another variant of image analysis applications in industrial quality control is the 

use of an embedded device that is equipped with a camera chip and the necessary 

peripherals. The hardware portion of the device may then be made of the available 

development kit, such as i.MX, Raspberry or other, usually MCUs based on the ARM 

core. Such a device is mainly characterized by very low production cost, but on the 

other hand, more complicated development of software applications. It is the compli-

cated software application development for embedded devices that in many cases 

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 203–208.
VŠB – Technical University of Ostrava, FEECS, 2014, ISBN 978-80-248-3458-0.
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exceeds the cost of development of a prototype in a conventional way. In case of 

a significantly larger number of devices the embedded device is definitely more con-

venient.  

This article deals with the development of a universal embedded device for use of 

image analysis in industrial quality control. The hardware platform is based on the 

ultra-low cost development platform Raspberry Pi, to which the camera chip and op-

tics are available, and the use of visualization in PC to connect to this device. 

Visualization program is based on the system Control Web 6.1. This is inexpensive 

software for a rapid development of industrial applications, developed by Czech Mo-

ravian Instruments. Data transfer between the visualization and the device is handled 

by the industrial protocol MODBUS - TCP. The communication protocol is imple-

mented at the application layer. This open protocol was originally developed for pro-

grammable logic controllers (PLC), but its simplicity and ease of implementation 

makes it a perfect tool for moving data between the visualization and the platform 

Raspberry Pi. 

2 Hardware concept 

The hardware unit consists of the development kit Raspberry Pi, a camera module 

Raspberry - RPI Board Camera, DC/DC 5V power supply voltage for Raspberry, 

lighting and power switch trigger input circuit. 

The base of Raspberry Pi is a microcontroller BROADCOM BCM2835 (ARM11) 

clocked at 700MHz, with 32b wide bus. The working memory version of Raspberry 

Pi B is 512MB. With the price of $ 35 it is a very cheap and powerful microcomputer. 

RPI Board Camera is equipped with a 5MP camera chip Omnivision 5647 with max-

imal resolution of 2592x1944 pixels. The supported video formats are 1080p 30fps, 

720p 60fps and for 60/90fps recording 640x480p. Connection of the camera module 

with Raspberry is done through standard interfaces CSI on 15 pin Ribbon Cable. (1) 

 

 

 

Fig. 1. Embedded HW idea schema 
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3 Application structure 

Raspberry Pi is equipped with the operating system Raspbian, which is based on 

Debian optimized for hardware Raspberry Pi. (2) 

The software application uses several software modules to provide all necessary 

functionalities. These modules are mainly: 

- libmodbus – library for receiving and transmitting data according to the Mod-

bus protocol. This library supports serial communication (RTU) and TCP 

communication (Ethernet). (3) 

- libraspicam – driver for the camera module. 

- Boost - a set of cross-platform libraries to support the creation of portable ap-

plications and increase the efficiency of application development. 

- vsftpd - very fast, stable and secure FTP server.(4) 

- SSH – for development, testing and application configuration on the device. 

 

Fig. 2. SW parts 

Design and implementation of the applications are based on the structure of the 

standard requirements of general application that implements image analysis. Basical-

ly, beside the image itself the input parameters are entered into the image analysis 

algorithms and the output results are provided. Very often it is also necessary to store 

the changed parameters. Similarly, the results of the changes are often stored. Another 

output of image analysis algorithms is errors. Errors mean wrong configuration, its 

unavailability or other errors arising from the image processing algorithms. Of course, 

a record of errors is provided, too. The whole application is developed in C++ under 

Visual Studio 2012 and VisualGDB. 

A record of all instances of classes inherited from abstract class ILoggable is pro-

cessed in a separate thread. Processing logging in this thread is not dependent on a 

specific class, because it generally operates with the base class ILoggable. 

Operation communication via Modbus / TCP is implemented in another - commu-

nication thread. This thread handles all sessions on port 502. Data are synchronized 

with the communication by exclusive access.  

By connecting the client to the port the data synchronization starts. First of all, the 

current application data are read and converted into a table of registers, accessible 
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through library libmodbus. In case of a request for change of data from the client the 

data are subsequently parsed from the registers back to the application data objects. 

4 Modbus TCP/IP 

MODBUS is a standard communication protocol used in industrial buses. It was de-

veloped by Modicon (now Schneider Electric) already in 1979. It is an open protocol 

at the application layer ISO / OSI model, originally designed for programmable logic 

controllers (PLC - programmable logic controllers), which allows the transfer of data 

over different buses and networks.  

The report on the application level MODBUS defines MBAP header (MODBUS 

Application Protocol header). (5) 

Table 1. MODBUS Protocol 

MBAP FUNCTION CODE DATA 

It consists of four parts.  

Table 2. MODBUS Application Protocol Header 

Transaction ID  Protocol ID Length Slave ID 

The function code indicates what operation a server should perform. It is a one 

byte number. There are three groups of function codes defined: public function codes, 

user-defined function codes and reserved function codes. 

The public function codes are clearly defined and uniqueness is guaranteed. They 

are public and approved by Modbus-Ida.org.  

The user defined codes allow to implement the undefined specifications. Unique-

ness is not guaranteed and for different devices is different, but after negotiation they 

can be assigned to the public. The reserved function codes are currently used by some 

companies and firms and are not available for public use.  

ID Transaction is set by the client. It is a unique double-byte number that identifies 

the client's request. They may not come in the same order as they were sent. The serv-

er response therefore has the same ID and the client is able to recognize which de-

mand the response belongs to.  

ID Protocol is a Double-byte number adjusted by the client. For MODBUS TCP / 

IP it is always 0.  

The length in two bytes number defines how many bytes will follow.  

ID of the client device is a single-byte address used to identify the client by server. 

Some devices require this, some do not. (6) 
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5 MODBUS and Control Web 6.1 

Control Web is software for developing visualization and control technology. It al-

lows you to inexpensively implement various industrial applications. Control Web is 

designed to run on 32 or 64 bit Windows operating systems on standard PCs.  

Drivers are used for communication with input-output devices. They communicate 

with the system via channels. Channels represent the data variables to be read or writ-

ten depending on the type of channel. 

The driver configuration is stored in two files, a parametric and mapping file. Both 

are generated automatically, a parametric file must be set in the inspector. It is run 

directly from the Control Web. Driver for MODBUS TCP / IP is not in the standard 

set of drivers supplied together with Control web, it has to be bought separately and 

installed. The configuration proceeds on in the inspector of the drivers. The main 

configuration is in the Channels section. 

Table 3. MODBUS control web configuration 

IP ADDRESS 
FIRST 
CHAN. 

LAST 
CHAN. 

DATA 
FIELD OFFSET BIDIRECT 

CHANNEL 
DIRECTION 

1@192.168.8.10 100 1099  4X 1 No input 

1@192.168.8.10 1100 2099  4X 1001 Yes bidirectional 

1@192.168.8.10 2100 2599  4X 2001 No input 

1@192.168.8.10 2600 3099  4X 2501 yes bidirectional 

IP address of the server is written in the form 1@192.168.8.10. The first number 

indicates the client ID, which is transmitted in the message. If the MODBUS run on a 

port different from the standard definition 502, the IP address is written in the form 

1@192.168.8.10: 503, where the number after the colon indicates the port number.  

The data area 4X indicates holding registers. The first and the last channels indi-

cate the channel range which the driver will write into. The driver transmits infor-

mation about the state of communication through specific channels that are mapped to 

the range of 1 to 99. If a communication error occurs, an exception is generated 

and the drivers of each channel can be determined by a variety of data, which specify 

an error or an event. Channel No. 1 distinguishes the case of an error while reading or 

writing, or if TCP / IP connection to the station has been established. Group of chan-

nels No.10 to 18 ads data error while reading resp. 20 to 28 at enrolment.  

The offset refers to the first register, from which to read or write the first channel. 

There are three directions of the channel input (read only), output (write only) and 

bidirectional (read and write).  

In order to communicate with Raspberry-PI, Control Web 6.1 application was cre-

ated, enabling imaging and data storage. Application is made as an application library 

that will be repeatedly inserted into a project, depending on the number of devices. 
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6 Conclusion 

Integration of image analysis to embedded devices in a non-standard use of quality 

management is becoming an increasingly common tool for eliminating the subjectivi-

ty of visual assessment of product quality carried out by persons, while increasing the 

efficiency of quality control. The basic idea of creating a default development plat-

form is based upon the use of the low-cost hardware platform Raspberry Pi. Together 

with an optimized operating system for the hardware platform Raspbian and a created 

development platform it represents a relatively powerful and extensible foundation for 

further development of the applications processing visual information. 

For the device control and visualization of the analyzed data an application using 

the programming system Control Web 6.1 was created. The application was devel-

oped as an application library, which will be inserted into a new visualization and will 

fully operate a particular device. Depending on the number of devices in the industrial 

application it can be inserted in the project library many times. This provides a modu-

lar tool for numerous variations of application and significantly reduces the time re-

quired to create complete applications. Communication between the visualization and 

the device is via Modbus TCP / IP, which was implanted to the platform Raspberry at 

the application layer. 
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Abstract. This paper describes the design and implementation of an interactive 

rehabilitation system for balance exercises. The balance exercises are used to 

restore the function of the locomotors system after previous injury or disease. 

The quality of rehabilitation and its progression is usually evaluated only sub-

jectively by physiotherapist. The proposed rehabilitation system is used for ob-

jective evaluation of the quality of rehabilitation. 

Keywords: accelerometers, Bluetooth 4.0, visual feedback, medical applica-

tion, telemetry 

1 Introduction 

The balance exercises are nowadays used in many rehabilitation centres. The benefit 

of this exercise has been demonstrated in a number of significant research studies [1], 

[2]. Balance exercises are used to restore functional states after the previous musculo-

skeletal injury or disease of, for example, the knee (functional training along with the 

balance exercise counselling significantly improves the condition of people with a 

plastic of the knee joint, especially the walking speed, standing on the one leg and 

synostosis [3]), the ankle, the hip, the spine and the shoulder. These exercises are also 

used for the rehabilitation of hyperkinetic and postural disorders in children. [1], [2] 

There are many types of rehabilitation tools for balance exercises, for example: 

large inflatable balls, small soft balls, wobble boards, the Posturomed platform, bal-

ance steps, balance cylindrical segments, stabilizer plates, etc [4], [5]. In our work we 

used the wobble board. 

2 Problem Definition 

In general, the rehabilitation centres use the wobble board as a rehabilitation balance 

tool to practise basic exercises under the supervision of the physiotherapist. The eval-

uation of this exercise is only subjective and depends on the experience of the physio-

therapist. The monitoring and evaluation of the patient’s progress and balance exer-

cise is very difficult to realize under these terms and conditions. The system for inter-

active rehabilitation balance exercises on the wobble board has been designed and 

tested. The main aim of this work was to design and implement a rehabilitation tool 

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 209–214.
VŠB – Technical University of Ostrava, FEECS, 2014, ISBN 978-80-248-3458-0.
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which will be able to evaluate objectively the progress of rehabilitation and display 

both qualitative and quantitative information about the performed exercise.  

3 System Description 

The proposed rehabilitation system for balance exercises consists of the wireless tel-

emetric wobble board and a computer (Fig. 1). 

 

Fig. 1. System features. 

The rehabilitation system for balance exercises and the computer communicate 

through the Bluetooth 4.0 protocol. The Bluetooth 4.0 wireless communication is a 

very important part of this proposed device. This communication protocol was chosen 

on the basis of the low power and low latency capabilities and for the easy retrieval of 

data from the telemetric wobble board during the rehabilitation exercises without 

limiting the movements of the patient. [6] 

The most important part of the whole system is the wooden wobble board with an 

integrated telemetry module for measuring angular deflection. The measured angular 

deflection gives objective, qualitative and quantitative information about the perfor-

mance of the rehabilitation exercise and the patient's progress. 

3.1 Hardware 

The telemetric wobble board consists of two parts: the wobble board and the measur-

ing part with its own power supply and switch. The measuring part is located in the 

exact geometric centre of the wobble board. 

The commercially available Bluetooth cB-OLP425 platform was used as the meas-

urement part. This platform was selected due to its low energy consumption and the 

new wireless communication technology Bluetooth 4.0. It is based on the CC2540, 

which is a system on chip solution from Texas Instruments. It combines a 2.4 GHz 

transceiver, a micro-controller, a 256 kB of in-system programmable flash memory, a 

8 kB of RAM and peripherals. In addition to the peripherals integrated in the CC2540 
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system on chip solution, the cB-OLP425 includes a temperature sensor, a red and a 

green LED and the 3-axis digital accelerometer LIS3DH from ST Microelectronics. 

The communication between the CC2540 and peripheral sensors is implemented us-

ing I²C bus. [7], [8], [9] 

The LIS3DH has dynamic user selectable full scales of ±2 g/±4 g/±8 g/±16 g, it is 

capable of measuring accelerations with output data rates from 1 Hz to 5 kHz and it 

provides an embedded high-pass filtering with cut-off frequency 0.2 Hz which delete 

the DC component of the measured acceleration [9], [10]. The sampling frequency 

was set to 10 Hz at ±2 g in high resolution mode with a precision of 12 mg/digit. 

These values were empirically determined and consulted with physiotherapists from 

the University Hospital of Ostrava. The output value of acceleration is converted to 

the angular deflection (Fig. 2) for each axis according to the following formulas [11]: 

        (   √  
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        (   √  
    

 ) (2) 

        (√  
    

    ) (3) 

where gz, gy, gx are the Cartesian components of acceleration g, which are 

projections of acceleration g onto axes x0, y0,and z0, respectively. α, β, γ are 

angles included between acceleration g and axes x0, y0,and z0. [11] 

 

Fig. 2. The Cartesian components of acceleration g and angles between acceleration g and axes 

x0, y0, and z0. [11], [12] 

4 Software 

The developed software consists of two separate parts. The first part represents the 

firmware of the measuring segment for the acquisition of accelerometric data and 
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ensures wireless communication with the USB dongle plugged into the computer. The 

second part is the rehabilitation software used by physiotherapists and patients. Its 

main function is to provide real-time graphical representation of the patient angular 

displacement or the wobble board movement during the rehabilitation process. The 

designed rehabilitation software was created in the development environment 

MATLAB. It has three main functions: the mutual connection establishment with the 

measuring part, the acquisition of measured data and their graphical visualisation and 

saving the measured data into the database. 

5 Preliminary testing of the proposed system 

The proposed rehabilitation system is tested at the Therapeutic Rehabilitation Clinic 

of the University Hospital of Ostrava. In order to demonstrate the potential of our 

proposed system we made preliminary measuring. Three volunteers at the age of 25 to 

29 participated in the experiment. The first volunteer was healthy. The second one 

had the plastic surgical procedure of the anterior cruciate ligament one month ago and 

the plastic surgical procedure of the meniscus of the left knee one year ago. The third 

volunteer had the plastic surgical procedure of the anterior cruciate ligament and me-

niscus of the left knee two years ago. He also suffered from the chondromalacia of the 

cartilage and muscle imbalance of the left leg. The volunteers practised in a relaxed 

sitting position for each leg. Their main task was to achieve the maximum possible 

deflection in each axis and stay in the white tolerance area. The tolerance was set to 

5°. The experiment was performed three times for each leg and volunteer. 

For an objective evaluation of the performed exercise we compute the error, which 

is the ratio between the number of samples which were inside the tolerance area and 

the number of samples which were outside. The healthy volunteer achieved an aver-

age error equal to 0.43 % by the left leg (LL) and 0.57 % by the right leg (RL), re-

spectively. The second volunteer reached an average error equal to 3.46 % by the LL 

and 1.53 % by the RL. The last one reached an average error equal to 2.21 % by the 

LL and 0.98 % by the RL. From the above measurements it can be concluded that the 

post-surgical volunteers achieved a higher error by the LL than by the RL. It is im-

portant to note that the error is affected by the diagnosis, physical training, etc. In Fig. 

3 the comparison of the measured deflection in the x-axis of the first and third volun-

teer is shown. 
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Fig. 3. The measured deflection in the x-axis of the first volunteer (A) and third volunteer (B). 

The horizontal axis - samples; the vertical axis - deflection in angular degrees. 

Another significant feature can be seen there. Volunteer no. 3 suffers from the im-

balance of the LL, among other things. In general, the imbalance causes worse muscle 

coordination and impairs the articulated mobility. This can be easily seen in the Fig. 

3B as small oscillations. The imbalance can be treated by long-term rehabilitation 

which can be subsequently evaluated by the proposed system. 

6 Conclusion 

The proposed interactive system for the balance exercise on the wobble board allows 

the wireless data transfer to the computer and a real-time visualisation of the patient’s 

position during the rehabilitation and allows the patient to perform rehabilitation at 

home on his own. The implementation of hardware and software in the rehabilitation 

process makes the rehabilitation process more attractive for the patients, mainly for 

children and more objective for the physiotherapists. The measured data can be saved 

for further processing in order to evaluate the patient’s rehabilitation progress. The 

long-term measurement of the angular displacement provides the quantitative and 

qualitative information about the performance of the balance exercise.  
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Abstract. This work deals with the extension of the localization system
in an existing mobile exploration vehicle with global indoor localization.
The presented solution uses existing WiFi infrastructure. Resulting lo-
calization module evaluates approximate position of the vehicle based
on measured signal strength (RSSI) from visible WiFi Access Points and
their location. The Path-Lost model of signal propagation and the mul-
tilateration technique is used to achieve this goal.

Keywords: WiFi, RSSI, localization, multilateration, Gaussian filter

1 Introduction

Localization is one of the most fundamental problems associated with the control
of autonomous mobile robots. These robots are usually equipped with a number
of different sensors that can be used to localize. One of the basic ways of track-
ing robot position is odometry. That include incremental or inertial sensors. For
accurate localization is possible to use rangefinders such as laser sensors. Meth-
ods based on these sensors allow the relative localization referenced to eg. the
starting position of the robot. These techniques are known as position tracking
[1].

In many applications it is necessary to know or determine the absolute po-
sition. Some localization methods such as Monte Carlo localization (MCL), are
able to determine the absolute position of the management of multiple hypothe-
ses, which after a few itarations outweigh the only one. Complications can occur
due to the environment symmetry (eg. several identical floors) and the absolute
positioning can converge very slowly. As a useful complement these localization
systems is the use of wireless networks [2],[3].

In outdoor areas can take advantage of the ubiquitous GPS. The GPS works
on frequencies in the band 1176.45 MHz (L5) to 1841.40 MHz (L4) (so in the
UHF band) and is limited to line of sight. In buildings or heavily wooded areas
is GPS usually uselles as a result of lack of signal.

For indoor enviroments the WiFi networks seems as a suitable solution. These
are already very widespread and in order to convey a quality connection APs

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 215–220.
VŠB – Technical University of Ostrava, FEECS, 2014, ISBN 978-80-248-3458-0.



216 Ales Kurecka

installation is dense. It can be expected that this situation will continue to im-
prove. Due to the fact that the planned deployment (i.e. expansion of the existing
continuous positioning system with global localization) is primarily to exclude
hypotheses and outweigh the actual position, the demands on the precision of
the localization of low.

This work uses localization with WiFi.

2 New solution

Two popular methods for indoor localization utilized WiFi networks is used: K-
Nearest neighbour algorithm based RF fingerprinting and multilateration meth-
ods. For deployment fingerprinting methods are required signal intensity maps of
the planned deployment, that must be known apriori. That can be obtained with
simulations or measurements. Multilateration method is based on the position
estimation based on distances to visible APs [4].

Fingerprinting can achieve much greater accuracy than multilateration, but
it is also more difficult to input data. To deploy multilateration only knowledge
of the location of network nodes is needed.

For the actual location is especially important to recalculate the value of
the RSSI on the distance from the transmitter. Because the signal is affected
by losses, needs to be filtered before processing. Filtration is carried out with
Gaussian filter.

2.1 The empirical model

For barrier-free environment, where we expect a smooth sloping curve, can be
used to predict losses spread basic empirical model [5],[6].

L(d) = L1(d1) + 10 · γ · log
d

d1
, d ≥ d1, (1)

Where L(d) is a path lost (dB), γ is a propagation exponent (−), d is a
distance between TX and RX antenna (m), d1 is a reference distance (m) and
L1 is a reference attenuation on d1 (dB).

By modifying the basic empirical model can get Lost-Path model, which
further expands upon the relationship of the antenna gain, loss and slow the
spread of losses:

r = t− l0 − 10 · γ · log
d

d1
− S, d ≥ d1, (2)

Where r is a received signal power (dBm), t is a transmit signal power
(dBm), l0 is a path lost on d1 (dBm), γ is a propagation exponent (−) and S is
a log-normal shadow fading (dB).

Lost-path model is the basis for this work.
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2.2 Multilateration

Multilateration is a mathematical method, which based on distances from known
reference nodes and evaluate position of unknown node [fig. 1].

[x2;y2]

d2d1

d3

[x3;y3]

[x1;y1]

[x0;y0]

Fig. 1. Principle of multilateration

A special case of multilateration is trilateration. If we know the position
of three nodes and their distances to the unknown node, we can calculate its
position. The situation can be described analytically by a system of equations
(analytical writing of circles).

After the generalization of the system for n-nodes and modify to the matrix
form, the relationship can be obtained, from which we can directly calculate the
coordinates of the unknown node x [[7]]:

H · x̄ = b̄ (3)

where:

H =




x2 − x1 y2 − y1
x3 − x1 y3 − y1
... ...
xn − x1 yn − y1


 , x̄ =

[
x0
y0

]
, b̄ =

1

2
·




(x22 + y22 − d22)
(
x21 + y21 − d21

)

(x23 + y23 − d23)
(
x21 + y21 − d21

)

...
(x2n + y2n − d2n)

(
x21 + y21 − d21

)




(4)

In practice, the error bound distances. This error causes the system of equa-
tions is incompatible and x /∈ R (H). The circles may not intersect or intersect
at multiple points and therefore this simple calculation can not be used. This
problem is known as noise away and can be addressed by using some approxi-
mation methods. In this work we used the method of least squares. The general
formula for calculating multilateration is the following:

x̄ =
(
HT ·H

)−1
HT · b̄ (5)
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2.3 Gaussian filter

The measured RSSI value - signal loss from each AP is very volatile and time
variant. These changes are called fast signal losses and come from various sources.
Error due to rapid losses can be very large, the order of units to tens of dBm. In
order to evaluate the RSSI at all, it is necessary to filter out those loses. One of
the methods suitable for the filtration of these signals is Gaussian filter [7] and
for discrete areas has the form

(f × g) (k) =
k∑

i=0

f (i) · g (k − i), g =
1

σ ·
√

2π
exp

(
−(x− µ)

2

2σ2

)
(6)

where σ is the standard deviation and µ is the mean value (Gaussian function
maximum).

For practical application of Gaussian filter is used only a limited number
of samples of Gaussian functions. Thus the sampled Gaussian function makes
a vector, called the kernel. To apply a filter, must be kept the history of the
filtered values and history depth must be equal (or greater) then number of
kernel elements. For each sample, history is updates, multiplied by the result
obtained by the kernel and summed. It is important to choose the correct value
of σ, which affects the quality of filtering, but also introduces delay and inertia.
When σ →∞ Gaussian filter is passes into moving average.

3 Implementation

The implemented localization module is written in C++. The entire process of
locating shows the chart [fig. 2].

The WiFi module periodically scans visible APs. Measured RSSI and MAC
address pairs are periodically reads from the WiFi module. The list of pairs
is forwarded to the thread that the steam expands by information from the
map. This information is a coordinates, antenna gain, path loss and propagation
exponent. The RSSI is filtered by Gaussian filter. The result of this step is a list
of AP items, which have position, filtered RSSI value and other necessary data
to calculate multilateration.

Multilateration first sorts the items according to signal strength and then
remove items with a very weak signal. These APs are typically far and the
signal is strongly affected by the fraud and bring it calculation error, which is
too large. In addition, they can be after the Fresnel zone. Matrix H and B are
created from the remaining items. The calculation is then performed using the
multilateration formula listed above.

4 Testing

4.1 Evaluation of Gaussian filter contribution

Test of Gaussian filter influence is based on data from measurements with HP
iPAQ hx4700. AP was used as the ZyXEL P660HW-T3 device. The [fig. 3a)]
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Fig. 2. Location data flow diagram

shows the unfiltered samples and filtered samples with Gaussian filter with dif-
ferent sizes and sigma parameter of kernel.

The kernel size of 20 is seen that the suppression of leakage is not fast enough,
while at 200 the other hand, system response is too slow. As a pretty good
compromise seems to be size of kernel as one hundredth.

4.2 Localization accuracy

To verify the accuracy, the scheme has been formulated with 4 transmitter (AP).
The situation demonstrates [fig. 3b)]. The black dashed line is the actual tra-
jectory. The blue trajectory is localized and gray points indicate the location,
which represent locations without filter.

The figure shows that the localized path quite successfully approximates the
actual trajectory. It is also evident influence of Gaussian filter. Location with-
out Gaussian filter is practically useless, and burdened with very large devia-
tions. Moreover, localized position abruptly changes with each scan. Figure also
demonstrates the influence of distance on the accuracy of localization. If the AP
is closer, more accurate results can be expected.

It should be noted that these are ideal conditions. Not calculated with mul-
tipath propagations or attenuation caused by obstacles.

5 Conclusion

This paper presents a global localization algorithm used WiFi networks based on
multilateration. Multilateration accuracy is affected by the quality of the signal
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Fig. 3. a) Application of Gaussian filter to the measured data, b) Localization with 4
APs

propagation model. For this work, the basic empirical model is used. Expected
accuracy is in meters, which is sufficient.
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door localization: RF fingerprinting and Multilateration methods,Ëlectronics, Com-
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Abstract. This paper presents the design and construction of the de-
vice intended for measuring biolelectrical impedance spectroscopy with
extension for electrical impedance tomography measurement. The device
is based on The Freescale Tower system with S08MM Freescale micro-
controller. Method used to measure bioimpedance is Magnitude Ratio
and Phase Difference Detection (MRPDD) method. The measurement
is loaded with the systematic error, therefore the callibration is needed,
particularly the Quadratic Interpolation Self-calibration algorithm was
used for calculation of the measured load. The relative error of impedance
measurement after calibration ranges from -4.52 % to 5.98 % with mean
value of -0.02 %.

Keywords: Bioelectrical impedance spectroscopy, Electrical impedance tomog-
raphy, Four-electrode configuration, MRPDD method

1 Introduction

Nowadays, the bioelectrical impedance analysis (BIA) is used in a wide range
of diagnostic methods, for example to estimate the body composition, espe-
cially the body fluid volume and percentage of body fat as used in [1], also
to measure various cardiac parameters with the bioelectrical impedance pletys-
mography method [2],[3], in vivo blood characterization e.g. hematocrit, level of
glucose and hydratation [4] and other methods like bioimpedance spectroscopy
for tissue characterization or electrical impedance tomography [3]. BIA can be
also used to predict the risk in hemorrhagic dengue fever [5].

Some appliances uses only single frequency method (mostly 50 kHz) to deter-
mine total body water (TBW) and fat–free mass (FFM), but this method cannot
give parameters characterizing intracellular water (ICW) and extracellular water
(ECW). Therefore the multifrequency BIA is used to obtain these parameters
of the body composition. Bioelectrical impedance spectroscopy (BIS) uses mea-
surement in the whole given frequency range, so the tissue characterization can
be made [6].

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 221–226.
VŠB – Technical University of Ostrava, FEECS, 2014, ISBN 978-80-248-3458-0.
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In this paper the design of the device providing measurement of both bio-
electrical impedance spectroscopy and electrical impedance tomography in four-
electrode configuration with frequency range from 1 kHz to 1 MHz is described.
The Magnitude Ratio and Phase Difference Detection method (MRPDD) is used
for measurement of the bioelectrical impedance as described in [7].

2 Methods and the device description

Magnitude Ratio and Phase Difference Detection method (as described in [7]) is
based on comparison of two signals - one measured from unknown impedance Zx
, the second one is measured from reference resistor Rs connected in series with
unknown impedance. Current sine–wave excitation signal of constant amplitude
100 µAPP is applied by two electrodes to Zx and appropriate voltage drop is
measured with two measurement electrodes. The device is based on Freescale
Tower modular system. The module with S08MM microcontroller controls two
other module boards. The first board contains measurement circuit based on
MRPDD method, on the second module board there are four multiplexers en-
abling multiplexing of sixteen electrodes. The electrodes are connected to the
second module board via a connector. The device combines two methods of
bioelectrical measurement - bioelectrical impedance spectroscopy and electrical
impedance tomography.The device is captured in figure 1.

Fig. 1. Tower-based device for bioimpedance measurement
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2.1 Measurement module board

This module consists of two main parts - signal generator and signal detector.
Block diagram is depicted in fig. 2. Signal generator provides voltage sine–wave

Fig. 2. Block diagram of device

signal of required frequency, which is transferred to current using voltage con-
trolled current source (VCCS). The current sine–wave is then applied via elec-
trodes to measured impedance Zx. The signal detection part is intended to detect
and process measured voltage sine–wave. First the signal is measured by instru-
mental amplifier (IA). There are two IAs. One measures voltage signal from
unknown impedance Zx and the other voltage drop across the reference resistor
Rs. Both signals are then processed the same way. Then signals are compared
in gain-phase detector (GPD), which compares amplitudes of signals (in other
words degree of signal attenuation caused by passing through the impedance
load) and phase shift between signals. There are two DC signals on the output
of GPD, which correspond to amplitude ratio and phase difference of two input
signals. Then unknown impedance Zx can be calculated according to equation
1.:

Z =
|A1|
|A2|

·RS · |K| ejΦ (1)

where A1 and A2 represent gain of IA1 and IA2, K is the amplitude ratio and
Φ corresponds to phase difference of the signals. Assuming that IAs are identical
and have the same gain the member with gain ratio equals 1 so it does not
influence calculation of unknown impedance and can be left out from equation.

3 Results

In order to test the device, simple RC circuit, which replaces skin-tissue inter-
face, was constructed and the amplitude characteristic across wide frequency
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range from 1 kHz to 1 MHz with 1 kHz frequency step was measured. Measured
amplitude frequency characteristic before calibration is depicted in figure 3. A
corresponding ideal frequency characteristics of given RC circuit was also calcu-
lated for comparison, see figure 4.

Fig. 3. Amplitude and Phase Characteristics of Measured RC circuit

Fig. 4. Calculated Amplitude and Phase Characteristics of RC circuit

While measuring impedance the systematic error caused by stray capaci-
tances between signal leads on input of instrumental amplifiers occurs, so the
calibration is required. I used the Quadratic Interpolation Self-calibration algo-
rithm for nonlinear measuring systems proposed in [8]. There are needed three
reference quantities of impedance, so I constructed three different RC circuits
with the same cut-off frequency of 100 kHz (as used in [7])and used them as the
three reference points which determine the correlation between the real value of
impedance and the measured value. The calibration is carried out according the
equation (2) [7]:

Zx = ZR0
(Zmeas − ZmR1)(Zmeas − ZmR2)

(ZmR0 − ZmR1)(ZmR0 − ZmR2)

+ZR1
(Zmeas − ZmR2)(Zmeas − ZmR0)

(ZmR1 − ZmR2)(ZmR1 − ZmR0)
(2)

+ZR2
(Zmeas − ZmR0)(Zmeas − ZmR1)

(ZmR2 − ZmR0)(ZmR2 − ZmR1)
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Calibrated amplitude characteristic is depicted together with expected am-
plitude characteristic in figure 5. Then I calculated relative error of ZX after
calibration, see figure 6.

Fig. 5. Amplitude and Phase Characteristic After Calibration

Fig. 6. Relative Error of Measurement After Calibration

4 Conclusion and future work

The constructed device is able to measure impedance in frequency range from
1 kHz to 1 MHz. The impedance measurement inaccuracy is caused by a sys-
tematic and a random error. The systematic error was eliminated thanks to
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calibration. The calibration was applied on absolute value of the impedance,
calibration on the phase shift has not been done yet, since both input signals of
GPD are highly disturbed with noise, so the GPD cannot give the right results
on its output and the phase shift cannot be calculated correctly. The relative er-
ror after calibration occurs from −4.52 % to 5.98 % with mean value of −0.02 %.
The most significant relative errors occur on high frequencies. In the future work
it will be crucial to eliminate the noise, which disturbs signals on GPD input.
Therefore the 5th order low-pass elliptic filters with 1 MHz cut-off frequency
were used to filter these signals for GPD input. This approach has not brought
expected results, since the filtration was not successful enough and the noise
still remained superposed on signals. The noise is produced mostly by Tower
elevators, which proves the Tower usage approach as a not good solution for the
bioimpedance measurements and will not be used in future realization of the
device. The phase calibration improvement is a subject of ongoing work.
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Abstract. This paper presents further possibilities of image alphanumeric 

recognition in metallurgy industry. In normal situations, the images are scanned 

and digitized by standard optical camera. But in some situations it is not possi-

ble to use the optical camera, for example due to contamination dust of metal-

lurgical materials. Therefore input numeric information can be bad readable. It 

is necessary to search for new methods of image recognition for metallurgical 

use. Research focuses on analyzing the usefulness of modern sensor technology 

for special cases in industrial automation for the steel industry where produced 

materials are signed by using stamped numbers. Therefore this paper research is 

specialized for various methods that can be used for reading alphanumeric 

marks on stamped surfaces materials recognizing instead of the standard indus-

trial cameras usage. Especially are using the optical and laser scanners for sur-

face differences recognition etc.  

Keywords: Recognition in metallurgy industry, Laser scanner, Industrial auto-

mation, Measurement methods, Stamped characters. 

1 Introduction 

The paper includes a summary of various special sensor types for the alphanumeric 

marking recognition in metallurgy industry, which should give data about the type 

and other parameters of the tested product. Identification of the product is a topic 

research interest, which is necessary in today's manufacturing processes. The practical 

part describes the use of a special sensor technology in specific problematic case of 

alphanumeric marking recognition. There are presented tested methods and possibility 

of reading embossed digits in metal which are effects by dust or a considerably high 

temperature. Specifically, the results are applicable for cases where is necessary to 

identify the figures or marks in metal products produced in industrial automation. The 

innovation of embossed alphanumeric marks recognition sensor methods is very 

needful, because during the reading marking numbers on materials in process for 

metallurgy industry can be included dust faults. [1] 

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 227–232.
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2 Information about problematic reading stamped characters 

This section provides more information about the selection of the sensor technology 

type, in order to achieve the expected optimal results. Marked data in the metal mate-

rial also contain information about the type and quality of the metal slab, which is 

recorded to database information system. The marking process realizes marking of 

alphanumeric characters in the material form of the embossed depth of 0.5 - 1 mm. 

Size of embossed alphanumeric characters is representing by 15 x 10 mm surface. 

Width of embossed alphanumeric figures is 0.5 to 1 mm size. The hole diameter is 

about 1 mm in case of using the stamping holes. [1] 

Embossed alphanumeric characters may be contaminated by dust or other impurity; 

therefore we tried to testing another method for recognition instead of camera tech-

niques. This problem can be resolved for example by using scanner method for mate-

rial surfaces detection [2]. Another problem may be high temperature of measured 

product what depends on the location of the sensing device in the industrial technolo-

gy. The measured metal product can be measured in temperature up to about 800 ° C. 

[3]  

There is provides more information about the selection of the sensor technology 

type, in order to achieve the expected optimal results. Marked data in the metal mate-

rial also contain information about the type and quality of the metal slab, which is 

recorded to database information system. The marking process realizes marking of 

alphanumeric characters in the material form of the embossed depth of 0.5 - 1 mm. 

Size of embossed alphanumeric characters is representing by 15 x 10 mm surface. 

Width of embossed alphanumeric figures is 0.5 to 1 mm size. The hole diameter is 

about 1 mm in case of using the stamping holes. 

Embossed alphanumeric characters may be contaminated by dust or other impurity; 

therefore we tried to testing another method for recognition instead of camera tech-

niques. This problem can be resolved for example by using scanner method for mate-

rial surfaces detection. [3]  

Another problem may be high temperature of measured product what depends on 

the location of the sensing device in the industrial technology. The measured metal 

product can be measured in temperature up to about 800 ° C.  

Request for alphanumeric marking recognition immediately after embossing heat-

ing process 

This process type is usable to ensure proper readability of embossing alphanumeric 

data. Thus it is executed for ensuring that the embossing is done correctly for other 

automatic identification of product. Incorrect elements in alphanumeric marking are 

usually carried out immediately after the thermal processing of metallurgical materi-

als. The advantage is the fact that immediately after punching alphanumeric marking 

are recognized, which can guarantee the reliability of reading accuracy characters. 

There could be very useful thermal camera for identification of embossing alphanu-

meric markers. There is not guaranteed enough precision with surface optical sensors 

usage because of high temperature of marked product. Next implementation of using 

sensor can be alphanumeric marking recognition for cold material state especially for 

information to automated system. 
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This process type is loaded with deterioration due and oxidation progress and dusty 

contamination of the applied material. Thus dirty material is not possible to identify 

with the standard industry camera. Therefore, there is another possibility for identifi-

cation by a scanner for measuring surfaces of materials. 

The verification of useful sensor type was focused to ensure proper data capturing, 

such as a scanning resolution, range, sensitivity, operating temperature, mechanical 

strength, etc. The example of embossing alphanumeric marker characters is shown in 

Fig. 1. 

 

Fig. 1. Example of embossed alphanumeric marking characters. 

3 Suitable sensing devices for reading embossed characters 

There is presented a selection of the available types of sensing devices for measuring 

surface. It discusses the available scanners that are suitable for measuring the metal 

surface so that it is possible to analyses the embossed alphanumeric characters. The 

possible marking numbers measuring can be performed using accurate laser scanners 

allow full scanning the surface of a desired object with great precision. Selecting the 

type of measuring device must be a compromise between price and value of the 

measuring device.  

 First scanner type description is based on method of optical principle. This type of 

scanners is designed primarily for use in the laboratory and clean environment. 

Scanned slabs are exposed in the environment for which it is not intended, it would be 

necessary to use sensor element with protection solution. The required resolution for 

the measurement of embossed characters is 0.5 - 1 mm, what is suitable only for 

scanners with EVA series Artec, Artec Artec Eva litle or Spider. These types of scan-

ners are generally designed for fast 3D digitization of image objects with a wide range 

of technology fields for medicine, engineering, archaeology , etc. Other types of 

scanners are not suitable because of lower resolution for embossed alphanumeric 

characters. 

 

These optical 3D scanners so unlike the laser need no reference marks are highly 

portable, lightweight. Scanners allow capturing a large field of view. Scanning occurs 

in real time and the user sees on the computer monitor that part of the model has al-

ready been scanned. [5] 
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Second type of scanner works on method of laser light principle. The available la-

ser scanners are suitable for use in many industrial applications. This is not a 3D 

scanner type but it is only line scanner type. There is necessary to realize the moving 

of the material under the scanner assign Y coordinates by using trigger or CMM 

counters. 

These types of scanners must operate in a relatively small measuring distances of 

tens millimetres. Their advantage is the high precision measurement of the surface on 

the order of micrometres. Evaluation of the distance is performed using a triangula-

tion method. There is changed the position of incidence of the light beam to the sen-

sor depend on varying distance between the sensor and the surface. [5] 

 

Third method is infra-camera type description based on high temperature detection. 

The purpose of the Infra-camera is a non-contact surface temperature measurement 

element. Choosing the type of camera is always a compromise between practical val-

ue thermo camera and its cost, which depends on elementary parameters: working 

temperature, dpi resolution, sampling frequency, temperature sensitivity, the quality 

of the camera optics, etc. The resolution affects the price of the camera. The most 

common resolution thermal camera is around 160 x 120 pixels or 382 x 288 pixels. 

These are the lowest price, which is usable. 

4 Practical measurement reading quality characters 

The first method of measurement verification was performed with 3D optical scanner 

EVA series Artec [6].This type of scanner was used for test measuring at laboratory. 

There was necessary placed around measured metal surface non-flat paper for connec-

tivity of optical methodology algorithms. There is implemented special software ap-

plication for PC, which gives computed result image shown in Fig. 2. 

 

 

Fig. 2. Verification result of scanner sensor method based on optical principle 

Next method of measurement verification was performed verification of scanner sen-

sor method based on laser light principle. The verification was performed with Micro-

epsilon scanCONTROL 2750-100 scanner sensor. This type of scanner was used for 
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test measuring at laboratory for 2D measurement and continuously movement of in-

tensity surface differences measurement. Compare to previous method, there is neces-

sary to movement of scanner because of only line measurement by sensor. Measure-

ment speed is set to 250 frames per second. The measured results are presented graph-

ically in the following figure Fig. 3. There is not assured the ideal constant velocity 

motion of sensor above the measured product, reading characters can be not clearly 

readable.  The other laboratory measurement of Microepsilon scanCONTROL 2750-

100 scanner sensor was performed with linear unit for moving the sensor over the 

steel plate shown in Fig. 3. The surface movement speed was 9 mm/s and a profile 

frequency of 160 per second. The maximal possible movement speed to scan over the 

surface is about 60 mm per second. If this isn’t enough either there is possible to re-

duce the measured points per scan from 1280 pixel resolution to 640 pixel resolution. 

In increases possibility of movement speed to 120 mm per second, but it has to be 

proved if the dots in the metallurgy material will still be detected.  

 

  
 

Fig. 3.    Measurement with constant movement and verification result of scanner sensor meth-

od based on laser light principle with constant movement [1] 

The last type of measurement verification was performed with infra-camera Micro - 

Epsilon TIM 200. This type of infra-camera has resolution 160x120 pixels with pos-

sibility of 1500 Celsius degree measuring. Compare to previous methods, this meas-

urement is usable for high temperature surfaces especially immediately after emboss-

ing of marking characters, because there is for short time different temperature in the 

embossed places. There is problem with different temperature field on the others 

places not only where are embossed characters.  
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Fig. 4. Verification result of thermo-camera type based on high temperature detection  

5 Conclusion 

The purpose of the research was to realize verification of the possible special sensor 

technology methods in specific problematic case of embossed alphanumeric marking 

recognition for metallurgy industry. These method types are verified in laboratory as 

well as in industry implementation. The measured metal product can be measured in 

cold temperature or in high temperature up to about 800 Celsius degree. 

There are presenting processes and results for scanner type based on method of op-

tical principle, scanner type based on method of laser light principle, infra - camera 

type description based on high temperature detection. The paper analyzed possibility 

and limits of usage these special sensor methods for precisely image recognition of 

embossed alphanumeric characters in metallurgy material. 
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Abstract. System identification is one of the necessary tasks in con-
troller design and its adaptation. Many identification methods are known,
and new ones are still being developed in order to find a better solution
for huge scale of cases. In the paper identification of system of 2nd order
systems using genetic algorithms is demonstrated. In presented case ge-
netic algorithms are used for finding parameters of difference equation of
the controlled system and it substitutes classic, conventional optimiza-
tion methods. Proposed method can be used for continuous identification
or it can be activated in defined time points on stored data. And on the
other hand, presented task is also a case of a specific usage of genetic al-
gorithms and it can serve as a proof of efficiency of this non-conventional
optimization method (simulated in the Matlab&Simulink software envi-
ronment).

Key words: Identification, system, genetic algorithms, optimization.

1 Introduction

Identification of controlled system is a known and necessary task in controller
design and its adaptation [1], [2]. According to the parameters of identified sys-
tem, controller is adapted but the method of controller adaptation is another
problem, which is not considered in paper. Presented proposed method can be
used both for continuous and discrete systems.

Genetic algorithms (GA) are non-conventional optimization methods [3]. In
our case GA are used for finding of coefficients of difference equation of the
controlled system according to the fitness function.

2 Difference Equation of the Identified System

The first task is to define general transfer function of the identified system of the
second order. For our proposal the transfer function of the identified systems is
chosen as follows

GS (s) =
1

c (s+ a) (s+ b)
, (1)

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 233–238.
VŠB – Technical University of Ostrava, FEECS, 2014, ISBN 978-80-248-3458-0.
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where a, b and c are real numbers - parameters of identified system [4]. The
proposed method can be also used for systems with another shapes and orders
of transfer function.

2.1 Discretization of the Transfers Function of the System

The next step is to discretize the defined transfer function (1) using Z-transform
considering zero-order hold [5]

GS (z) = Z
{

1

c (s+ a) (s+ b)
· 1− e−sT

s

}
=
z − 1

z
· 1

c
Z
{

1

s (s+ a) (s+ b)

}
,

(2)
where T, is optional sampling period.

After decomposition to the partial-fractions

GS (z) =
z − 1

z
· 1

c
Z
{
A

s
+

B

s+ a
+

C

s+ b

}
, (3)

where

A =
1

ab
,

B =
1

a (a− b) ,

C =
−1

b (a− b) ,

(4)

discrete transfer function of the identified system (1) could be written as

GS (z) =
z2 (A+B + C)

c (z − e−aT ) (z − e−bT )
+

+
z
(
−Ae−aT −Ae−bT −Be−bT −B − Ce−aT − C

)

c (z − e−aT ) (z − e−bT )
+

+
Ae−aT e−bT +Be−bT + Ce−aT

c (z − e−aT ) (z − e−bT )
. (5)

2.2 Parameters of Difference Equation of the System

As the transfer function is ratio of Z-transform of the output signal to the Z-
transform of the input signal [4]

GS (z) =
Y (z)

U (z)
, (6)
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difference equation of the system can be expressed as

Y (z)
[
c
(
z − e−aT

) (
z − e−aT

)]
= U(z)

[
z2 (A+B + C) +

+ z
(
−Ae−aT −Ae−bT −Be−bT −B − Ce−aT−
− C) +Ae−aT e−bT +Be−bT + Ce−aT

]
(7)

and according to this it could be written as

cy (k) +
(
−ce−aT − ce−bT

)
y (k − 1) + ce−aT e−bT y (k − 2) =

=
(
−Ae−aT −Ae−bT −Be−bT −B − Ce−aT − C

)
u (k − 1) +

+
(
Ae−aT e−bT +Be−bT + Ce−aT

)
u (k − 2) , (8)

note that
A+B + C = 0. (9)

For bigger clarity which leads to a simple relation

Dy (k) + Ey (k − 1) + Fy (k − 2) = Gu (k − 1) +Hu (k − 2) . (10)

The parameters D, E, F , G and H are parameters of the difference equation to
be identified using GA.

3 Genetic Algorithm Synthesis

The aim of the work is to identify the parameters of the difference equation
of the system using GA. As it was mentioned before the classical optimization
method for identification of coefficients of difference equation was substituted by
use of genetic algorithm.

For the identification of the coefficients of difference equation the minimiza-
tion of fitness function [6] can be expressed in the form of

J =
1

N

N∑

j=1

[
y0 (xj)− y∗ (xj)

]2 → 0, (11)

where N is size of the set of input-output. The minimization of fitness func-
tion J (11) by embedded function of genetic algorithm in Optimtool in Matlab
environment is used. The parameters of GA are selected as

– population type - double vector,
– scaling function - rank,
– population size - 20,
– mutation function - constraint dependent,
– crossover function - scattered,
– selection - stochastic uniform,
– migration - forward,
– stop criterion - 300 generations.
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4 Numerical Examples

For verification of the proposed method two systems are chosen. It includes
simulation of both of them while input and output signals are stored in memory.

Fig. 1. Identification block with the identified system [7]

4.1 The First Verification

Considering the system with transfer function

GS1 (s) =
1

8s2 + 48s+ 64
, (12)

using Z-tranform, where T = 0.1 sec, the difference equation (10) is determined

−1.4891y (k)+0.5488y (k − 1)+5.1341·10−4y (k − 2) = 4.2035·10−4u (k − 1)+u (k − 2) .
(13)

The first step is to generate set of input and output data using Matlab&Simulink
with a consequent verification by means of GA performed at this data set. GA is
used with the parameters defined in Chapter 3. After 300 generations the fitness
function J1

J1 = 1.397 · 10−19. (14)

Difference equation is then determined as

40.5098y (k)−14.9305y (k − 1)−0.0140y (k − 2) = −0.0114u (k − 1)−27.2051u (k − 2) ,
(15)

which is practically the same as (13) multiplied by -27.2051 (identified coefficient
H, which does not have any effect, it can be cancelled out). After inverse Z-
tranform with the same T = 0.1 sec, the continuous transfer function works out
as

GS1ident (s) =
0.125

s2 + 6s+ 8
=

1

8s2 + 48s+ 64
, (16)

after identification.
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4.2 The Second Verification

For the second verification, the system with transfer function with parameter
a = 1, b = 0.5 and c = 0.8 is created, transfer function then is written as

GS2 (s) =
1

0.8s2 + 1.2s+ 0.4
, (17)

and again using Z-tranform, where T = 1 sec, the difference equation (10) is
determined

−0.9744y (k) + 0.2231y (k − 1) + 0.3870y (k − 2) = 0.2348u (k − 1) + u (k − 2) . (18)

The process of the verification is also the same as in the previous case, the set of
input and output signal is determined and the verification is done on the stored
data. After 300 generations the fitness function J2 works out as

J2 = 1.1376 · 10−11. (19)

Difference equation is again determined with only small differences (equation
should be again cancelled out by parameter H = 1.0744) compared to the cal-
culated difference equation

−1.0469y (k) + 0.2397y (k − 1) + 0.4158y (k − 2) = 0.2522u (k − 1) + 1.0744u (k − 2) .
(20)

After reverse Z-tranform with the same T = 1 sec, the continuous transfer
function GS2ident (s) where a = 1, b = 0.5 and c = 0.8 are identified, which
corresponds to the specified system.

5 Conclusion

It was presented specific usage of GA in identification of of 2nd order systems
with transfer function in the shape (1). For optimization by GA the fitness
function is defined as the root mean square difference between the model and
system outputs. It is possible to use proposed idea also for another types of
system, the only necessary task is to define the difference equation. For using of
GA, the calculation time could be considered as a disadvantage, but it is not a
problem for such systems as systems of 2nd order.

Subscribed solution is being one of the part of algorithm of continuous adap-
tation of controller using soft-computing approach [8].
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Abstract. The concept of user identification by biometric methods is described. 

The paper summarizes techniques that are routinely used in biometric identifi-

cation, gives the reader basic awareness of the background of biometrics and 

explains the meaning of basic terms used in this area.  

Keywords: Biometrics, recognition, identification, gait recognition, finger 

recognition 

1 Introduction 

Biometrics is an automatic method serving to verify the identity of a person based 

on recognition of the individual's unique biological characteristics. It is based on the 

belief that the biological characteristics in question are unique in human population 

and constant in time. Anatomic or physiological properties are used for identification 

purposes. To be usable in biometrics, the characteristics must be unique, invariable, 

practically measurable and amenable to subsequent processing for evaluation by 

comparison with the same characteristics of other individuals. Biometrics is used to 

identify a person (identification) or to verify a person's identity (verification). 

Although biometrics has been in the focus recently particularly in relation to com-

puter security, recognition by using biological characteristics has been used for centu-

ries or, actually, millennia. Palm prints as sort of author's signature have been found 

in archaeological caves. Such prints are as much as 30,000 years old. Humans are 

generally able to tell one individual apart from another based on the individual's phys-

Fig. 1. Principle of verification. Fig. 2. Principle of identification. 

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 239–244.
VŠB – Technical University of Ostrava, FEECS, 2014, ISBN 978-80-248-3458-0.
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iological features, typically the face and voice. However, it was not until the late 

1960s that biometrics of humans started to be automated owing to the development of 

computer techniques. 

Biometrics of humans is superior to other means such as passwords or chip cards in 

that the characteristics cannot be lost or forgotten. Also, biometric means of authenti-

cation are simple to use: it suffices to put a finger or palm of one's hand on a device or 

to look into a camera. As another asset, it is very difficult – actually nearly impossible 

– to falsify the data that are required for identification. Also, biometric characteristics 

cannot be transferred to any other individual.  

The use of biometrics has also its drawbacks, though. While you can always tell if 

a digital password is valid or not, this is never that unambiguous in biometrics. A 

certain fraction of erroneous identifications, although very very small, always exists. 

Biometrics is not, and never will be, absolutely reliable. This is so because one will 

never be able to provide a sample which is absolutely identical with that stored in the 

template. 

Biometric systems are used in a number of industrial areas, among them automo-

tive systems. Biometrics is used in active security systems, for driver and passenger 

authorization, in comfort systems, systems monitoring the driver for any signs of 

fatigue and systems to detect situations where the driver fails to pay full attention to 

driving. For use of biometrics in vehicles see ref. [1] 

2 Basic methods of the biometrics of humans 

A biometric system is basically a recognition system which acquires biometric data 

from the individual logging into it. The system extracts a set of characteristic features 

from the information obtained and compares it to data stored in the database. Subse-

quently the system responds in some way based on the result of the comparison. 

 

Fig. 3. Biometric system modules. 

3 Biometrics of the eye 

Identification of humans through their retina and/or iris is among established bio-

metric approaches [7], [8], based on the fact that those parts of human eye are unique 

in any individual. Identification methods based on those properties are highly reliable. 
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3.1 Recognition through the iris  

This is a method that enables reliable identification of a person based on the unique 

reaction of the person's iris to incident light. The iris has a random appearance, with a 

physical structure which is extremely rich in data patterns that differ from one person 

to another, including monozygotic twins. The process of user identification through 

iris recognition is shown in Fig. 4 below. The steps and methods are described in refs. 

[2], [3]. Methods for iris location in the face are described in ref. [6]. An optimized 

Daugman's algorithm for iris location is described in the paper by Hebaishy [14]. A 

comparison between Daugman's algorithm and the Hough transform is presented in 

ref. [16]. A newer iris recognition method through mutual information estimation is 

introduced in ref. [13]. 

 

Fig. 4. User identification by iris recognition [2]. 

3.2 Recognition through the retina 

Recognition through the retina is a biometric method that compares individuals 

based on scanning and comparison of their retinal patterns. A special optical camera 

is required to obtain the image of the retinal blood vessels. The retina is scanned by a 

low-intensity infrared beam which follows the circular path of the retina passing 

through the pupil. The retina is more or less transparent to light at the wavelengths 

used. The image of the retina is actually formed only by the blood vessel network 

behind the retina, and it is that image that is used for the recognition of individuals. 

The scanner beam runs around a certain area of the retina and captures a circular pic-

ture of the retina where the blood vessel structures are darker than the surrounding 

tissue. The methods to acquire and process the image are described in refs. [7], [8]. 

4 Identification through the fingerprint  

This method is based scanning the person's fingerprint and its comparison with the 

database. Every person has their own unique fingerprints. The fingerprint pattern is 

even different in monozygotic twins. The pattern consists of papillary lines [2], [10] 

which are present on the finger pads. Algorithms that are currently applied to the 

identification of persons based on their fingerprints are described in ref. [11]. Various 

contact sensors and contactless sensors are used for fingerprint scanning [7], [8], [10], 

[12]. 
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5 Biometrics of the face 

Identification of persons through face recognition is the oldest method. For millen-

nia, people have been recognizing their family, friends and other contacts intuitively. 

Recognition of other persons based on their facial features has been the most natural 

and established method during the history of mankind. We perform this "operation" 

routinely during the day with a high reliability. It is natural, then, that efforts to 

achieve automatic recognition based on human face characteristics are among promi-

nent ones in biometrics. Face identification systems have been described in refs. [2], 

[8], [7]. 

 
Fig. 5. The different approaches to machine processing of the human face. [8] 

6 Gait biometrics 

Bipedal locomotion, or walking dynamics, is a next parameter usable to identify 

individuals. Locomotion is defined as the act or power of moving from place to place. 

Specifically in humans, locomotion is the motion of an individual in the gravitation 

field by the individual's own power, using the limbs or other anatomic parts of human 

body. Recognition of humans based on their gait is one of the newly emerging areas 

of biometric applications. For the principle of the method refer to [4], [5], [8]. Horák 

and Richter [17] achieved image segmentation through motion detection and by using 

the mean displacement method for clustering of points. The segmentation methods are 

also described in ref. [18]. 
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7 Other biometric methods 

Biometry of the bloodstream is a next biometric method [7], [19]. The shape of the 

blood vessels is measured when scanning the hand (either the back or the palm of the 

hand). Additional methods include the use of the DNA, voice features, signature dy-

namics, keyboard typing dynamics, computer mouse moving dynamics, shape of the 

auricle, and others [2], [7], [8], [9], [15]. 

8 Comparison of the biometric methods 

The basic biometric methods and their properties and compared in Table 1 [2]. The 

table demonstrates that the most reliable techniques include the fingerprint method, 

which is also most beneficial from the financial aspect and is user friendly.  

Table 1. List of basic biometric methods and some of their properties. 

Biometrics Precision Cost Variability in time User 
friendliness 

Total 

Fingerprint ●●● ●○○ ●○○ ●●○ ●●● 

Hand geometry ●●○ ●●○ ●●○ ●●○ ●●○ 

Face recognition ●●○ ●●○ ●●○ ●○○ ●●○ 

Iris recognition ●●● ●●● ●○○ ●○○ ●●● 

Retina recognition ●●● ●●● ●●○ ●●● ●●○ 

Nail bed ●●● ●●○ ●●○ ●●○ ●●○ 

DNA ●●● ●●● ●○○ ●●● ●●○ 

Voice recognition ●○○ ●○○ ●●● ●○○ ●●○ 

Signature dynamics ●○○ ●○○ ●●○ ●○○ ●●○ 

Key pressing dynamics ●●○ ●○○ ●○○ ●○○ ●●○ 

Level                                     Low  ●○○     Medium  ●●○           High  ●●● 

9 Conclusion 

Identity verification based on an individual's biometric properties is a rapidly de-

veloping field of science and technology, with a constantly increasing potential, num-

ber of methods and their combinations. The use of biometrics in the automotive in-

dustry is a current topic of interest. The methods are only at the onset of their devel-

opment, and it will certainly be very interesting to engage oneself in this field of ap-

plication for the car and truck industry. Various application areas are open to use, 

from inexpensive and simple ones for basic verification purposes to very sophisticated 

ones, it is only up to you to choose the option that suits you best. 

Based on the knowledge acquired I decided to use the gait recognition method, 

which will pre-identify the user at the electromobile charging stations, followed by a 

more reliable method, such as the fingerprint scanning method where the image tem-

plate is compared to a smaller selection of images stored in the database. A combina-

tion of two different methods will be used for the identification. The benefits of this 

approach include rapid user identification as well as enhanced identification precision. 
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Abstract. This article deals with remote control of electric power gener-
ating unit. There was a PC linked with LAN controller, which controlled
the system, used for the verification of the conception. Important part
of this research was preparation of the software for generator’s control.

Key words: Remote control, generator, Ethernet, PowerLine, WiFi1, program-
ming, programming language C#, .NET Framework.

1 Introduction

Remote control of varied facilities and appliances is currently quite wide spread.
There are several possibilities how to control a facility, in our situation a genera-
tor. The control can occur via some of well-known buses for houses or buildings
control, for example, KNX2 etc., or via power lines – the so-called PowerLine.
The inclusion of the facility control a generator into the certified KNX facilities
is lengthy and expensive because of the need of certification. For this reason,
we decided to follow a different route – the combination of communication via
Ethernet (and possibly also WiFi) and the communication via PowerLine. The
following chapters describe the experiment, the components and the control ap-
plication.

2 Experiment

The system consists of several components. The main part is the alternating
current generator, which was controlled. Fig. 1 illustrates the block scheme of the
connection. The PowerLine shows the power feeding used for the communication,
but also the circuit into which electric power is delivered from the generator
after its switching on. The control unit is connected directly to the generator
and controls the running of the generator. Sensors from this unit are connected
to the generator – the fuel checking in the tank, the measuring of the output
1 Marking of several standards IEEE 802.11 describing the wireless communication

within computer networks.
2 The World standard for the home and building control.

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 245–250.
VŠB – Technical University of Ostrava, FEECS, 2014, ISBN 978-80-248-3458-0.
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voltage and current from the generator etc. The blue dashed line divides a part
in the block scheme which is deal within this article. The generator control unit
is connected with the LAN3 controller which allow the remote control. LAN
module is then connected with the Ethernet/PowerLine converter serving for
the simple transmission within a building. The converter Ethernet/PowerLine
is located also in the room with the PC, connected by an Ethernet cable. The
block scheme indicates also the chance to control the generator with a smart
phone or tablet. That might be simply organised by WiFi AP/router connection
instead of the computer. Established wireless network allows connection with a
phone having the control application installed.

Computer

PowerLine

Converter
PL/ETH

LAN module
+

Relay module

Control
unit

GEN

Smart phone/tablet 
with Wifi

Computer  application or Android application for smartphone/tablet

Wifi router/AP

Generator's 
output

Ethernet

PowerLine

Converter
PL/ETH

Ethernet

PowerLine

Converter
PL/ETH

Ethernet

PowerLine

Fig. 1. Block scheme of the generator connection

2.1 LAN module

The LAN module is universal unit on the market accessible. This module in-
cludes the firmware with the embedded web server and easy web management –
the control peripherals, the module settings, scheduler etc. The module has got
varied peripherals integrated. The most important ones are as follows: [4]
3 Local Area Network.
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– Embedded web server with web UI4.
– Scheduler for the relay outputs.
– Prepared inputs for thermometers – PT1000 or DS18B20.
– 1 relay output with an extended board for up to 5 relay outputs.
– PWM5 output with the possibility to change the frequency and the duty.
– 4 digital inputs.

Ethernet cable        LAN module        Relay board        Power supply

Relays for system switching on              Digital input - feedback

Fig. 2. LAN module connection

As seen on Fig. 2 it was used the additional board to extend the number
of relay outputs. There was one digital input used for the feedback from the
generator control unit used for the control application. It was checking if the
generator was switched on/off. Also, there were two relay outputs utilised for
the generator switching on/off. [4]

3 Control application
The control application has been written for .NET Framework of the version 2.0
with the programming language C#. The application was tested within the op-
erating system Windows having the installed environment of .NET Framework.
4 User Interface.
5 Pulse-width modulation.
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The application was also tested in the operating system Linux with the Mono
platform installed.

Fig. 3. The user’s interface of the control application

The user’s application has got a simple UI with the only push button, a single
text box and a status bar. The push button switches the remote generator on/off.
The text box indicates the generator’s status – stopped/starting/running. The
status bar displays the information about IP address of the LAN controller on
which communication is transmitted and the information if the application is
connected or not. The application configuration could be done only by editing
XML6 file in which the IP address of the LAN module is saved.

3.1 Function

The application accesses the XML file with the configuration after it was switched
on. Then, it reads the IP address of the LAN module. If there is no XML file,
a new XML file is created with the default configuration. The set up of the ap-
plication into the initial set up follows and the thread updating the generator’s
status is switched on.

The thread function is illustrated in Fig. 4. The thread periodically updates
the statuses of inputs/outputs from LAN module and reflects their statuses in
UI. The first step downloads the st0.xml file from the LAN module where the
statuses of all LAN module peripherals are saved. If the download is successful,
the connection with the LAN module will start. Consequently, the start of the
generator is resolved. That must take place within 5 seconds and this is signalled
by the digital input DI0 of the LAN module. If there is no feedback, the user is
informed and the generator will stop. The thread shuts ”gets asleep” for 500 ms
at the end of each cycle.

The method for generator switching is invoked by the click on push button.
The HTTP7 request is send to LAN module by GET method. The request is
6 eXtensible Markup Language
7 HyperText Transfer Protocol
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Fig. 4. Function of the thread

prepared by LAN module and switch relay – the generator is running/stopped.
On the next time the thread wait on feedback and updates the generator status.
[5] [6]

4 Acknowledgement
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5 Conclusion
The function of remote control of the electric car system was implemented within
the experiment with the universal module – the LAN controller. This module
created a ”bridge” between the generator’s control unit and the user’s software
running in a computer. The future development of the task could consider the
creation of an application for smart phones which would allow controls of the
generator via WiFi. That would be much more comfortable nowadays when
compared with controls of the system via the computer. Another possibility of
extension could be the creation of an own control module equipped with the
Ethernet socket or WiFi interface instead on one module.
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Abstract. Monitoring of changes in blood pressure is one of the most common-

ly used medical methods because it can be measured non-invasively and it is a 

very good indicator about the status of the cardiovascular system, and it helps 

medical doctors to adjust the ideal treatment. Currently is non-invasive blood 

pressure monitored mainly at discrete time intervals and it is used an inflatable 

cuff placed around the arm, which is uncomfortable for the patient. It could be 

very useful to know continuous profile of pressure values during long time pe-

riod, especially during standard daily activities. It could be used for homecare 

monitoring and prevention of premature death. Nowadays there are a few tech-

nical solutions for continuous non-invasive measurement of blood pressure. 

This paper is focused on the description of methods for continuous blood pres-

sure measurement, especially on PTT (Pulse transit time) method, which is 

based on time delay measuring in pulse wave propagation during vascular sys-

tem. This method could be future of blood pressure measuring. 

 

Keywords: Non-invasive Blood pressure measurement, Auscultatory method, 

Oscillometric method, Tonometry, Volume clamp method, Pulse transit time 

method 

1 Introduction 

On each beat of the heart, the blood is ejected from the ventricular to the aorta. 

Each ejection produces a force on blood, which creates a pressure wave travelling 

from the heart to the peripherals vessels. This pressure wave travels along the arterial 

tree and its flow depends on arterial properties as elasticity, stiffness or thickness of 

artery wall. The dependence of blood pressure with arterial properties makes it a very 

good indicator of the status of the cardiovascular system. The monitoring of the car-

diovascular system is therefore very important. 

The long time continuous monitoring can be very useful to medical doctor for fol-

lowing up the reactions of cardiovascular system in presence of some drugs or medi-

cal treatment. Continuous monitoring of BP is useful in many situations, such as in 

cardiovascular diseases (hypertension), or to prevent falling accidents related to or-

thostatic hypotension (low pressure). 

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 251–256.
VŠB – Technical University of Ostrava, FEECS, 2014, ISBN 978-80-248-3458-0.
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2 Continuous non-invasive blood pressure measurement 

methods 

 When we consider noninvasive and continuous measurement methods, we mean 

methods not needing skin penetration and the possibility to measure blood pressure 

values on long time periods. 

2.1 Auscultatory and oscillometric method 

 The most known and the most widely used noninvasive methods for blood pres-

sure measurements are auscultatory and oscillometric methods. These two methods 

are commonly used during standard examination at the office of medical doctors. 

Both methods use a cuff placed around the arm, which is inflated at a pressure higher 

than the systolic pressure, then slowly deflated.  

The auscultatory method is based on listening to Korotkoff´s sounds under the 

cuff, which appear when  the cuff pressure equal to the SP and disappear when the 

remaining pressure equal to DP.  

The oscillometric method is based on measuring of the pressure oscillations which 

appear when the pressure in the cuff equals to the SP, are maximum at the mean pres-

sure, and disappear at the DP.  These methods cannot be used for long time monitor-

ing because medical doctor´s supervision is necessary. Blood pressure can be meas-

ured only at time intervals, with more than 3 minutes time delay between successive 

measurements.  

2.2 Tonometry method 

The tonometry method is more adapted for continuous monitoring of the blood 

pressure waveforms. This method is based on applying a controlled force orthogonal-

ly to the wall of a superficial artery against a bone.  

A force sensor measures the pressure at contact, thus this action on superficial ar-

tery produces a local occlusion. It doesn´t need a cuff but it needs some supporting 

device which creates pushing force. The applied force must be small in order not to 

completely close the artery, as in this case BP is not measured and there is a risk of 

ischemia.  

Tonometry is highly sensitive to motion so it need of a continuous precise position-

ing of the sensor. So the ideal situation for measurement with tonometry is in the rest 

position. Device is not comfortable for patient during daily activities. 

2.3 Volume clamp method 

The first continual noninvasive method for blood pressure monitoring, was intro-

duced and patented by Czech medical doctor Jan Peňáz in 1969. This method is still 

partly occlusive because it uses a small cuff around the finger to maintain constant the 

flow of blood under this cuff during each heartbeat. The device uses an inflatable 
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finger cuff with a built-in photoplethysmography (PPG) sensor and a pressure control-

ler unit placed on wrist of arm.  

PPG does not access directly to blood pressure values but can measure blood vol-

ume changes in artery. Unfortunately, these volume changes cannot be transformed 

into pressure values because of the non-linearity of the elastic components of the arte-

rial wall. PPG measures pulse wave it means changes in volume of blood under cuff. 

Based on these changes is changing pressure in cuff. If blood volume under a cuff is 

constant, blood pressure value can be evaluated as pressure value in a cuff. Therefore, 

the continuously changing pressure, which is applied from the outside of finger, cor-

responds to the intra-arterial pressure and thus it is an instantaneous, continuous 

measure for arterial blood pressure.  

Volume clamp method can be used for long time period monitoring of blood pres-

sure waves. Although in 1985, a study about tissue hypoxia revealed an impairing 

effect on blood circulation in the finger tip on the distal side of the finger cuff.  

2.4 Pulse wave velocity method 

One possible way to access BP without using a cuff is to measure the velocity of 

propagation of pulse waves along the arterial tree. Actually, the velocity of pulse 

pressure waves propagating along the arterial tree depends on the value of blood pres-

sure. Indirect measurement of blood pressure was performed by continuously measur-

ing pulse wave velocity. The best site for measuring this velocity is located in the 

aorta because relationship between PWV and BP is only exploitable in central elastic 

arteries. But it is difficult to perform non-invasively. It is easier to measure arrival of 

the pulse wave from the first arteries, which begin at the aorta and are more accessi-

ble, the common carotids and the common femoral arteries. 

The measurement of PWV is the gold standard for investigating arterial stiffness, 

but it also gives indirect measurements of blood pressure by continuously measuring 

pulse wave velocity.   

The in vivo determination of aortic PWV is difficult because it is necessary to de-

tect the time of arrival of a pressure pulse at both the ascending aorta and the iliac 

bifurcation and to precisely measure the travelling distance of the pulses. The aorta is 

not easily accessible, neither by optical nor by mechanical means. One possibility is 

to measure arrival of a pressure pulse at two substitute arterial sites which are close to 

aorta. The best is measured arrival of pulse wave from the first arteries, which start 

from the aorta and are accessible, the common carotids and the common femoral ar-

teries.  

The PWV measurement method needs to know precisely the distance between sites 

where signals are collected. Each technique provides different and inconsistent rec-

ommendations on how to derive this distance, which is measured manually. These 

devices require the presence of a skilled operator to manually localize the carotid and 

femoral arteries. For this reason this measurement is operator dependent and prone to 

errors.  



254 Lukas Peter

2.5 Pulse transit time method  

Practically the PTT is derived from the time delay between the R-wave of ECG 

and the arrival of pulse wave on finger, which is measured from PPG. The R-wave 

occurs at the beginning of the heart systole when the blood ejected from heart to aorta 

creates the pulse pressure wave which further travels to the periphery. Therefore, the 

R-wave is a good reference for the beginning of the pressure cycle. Additionally, it is 

easy to detect. 

The PTT method is based on the evaluation of the PW velocity from the travel time 

between two known locations. Because there is a relationship between PWV and BP, 

there is the same relationship between time of travel and BP.  

It was described that elasticity of an artery is related to velocity of the volume 

pulses propagating through it. Each contraction of the left ventricle ejects the blood 

from the heart into the arterial system, which affects velocity of the blood and pro-

duces a pressure wave which travels along the elastic arteries. It is this pressure wave, 

not blood flow, which is felt as the pulse beat. The main factors that determine the 

speed of propagation of the pulse wave, thus affect PTT value, are the elasticity coef-

ficient, the thickness of the arterial wall, the end-diastolic diameter of the vessel lu-

men and blood density. 
Recently, several methods for cuff-less blood pressure estimation using PTT value 

were described in the literature. Experiments were conducted on different groups with 

independent devices used to acquire ECG and PPG and BP simultaneously. The most 

frequently used method for statistical data analysis is linear regression.  

Method based on pulse transit time was tested in clinical conditions. 

3 Materials and methods 

3.1 Methods description 

Clinical test of methodology of blood pressure measurement based on PTT was made 

in Hospital Podlesi a.s., Trinec. Measuring was agreed by ethical committee. It was 

measured 15 patients after surgery. Each patient was measured approximately 5mn. It 

was measured ECG, PPG from finger and ear lobe and invasive blood pressure by 

catheter. Signals were acquired by developed device. 

     

3.2 Device description 

In this study was used measuring circuit for ECG, PPG and blood pressure measur-

ing simultaneously. It was used developed analog device which consisted from six 

channels. One of them was analog part for one lead ECG measuring, one was used for 

blood pressure measurement, based on resistor bridge measuring, and four of them 

was used for transmit PPG measurement. Device was powered by 9V battery which 

was necessary for safety of patient.  

Signal was acquired by measuring card NI6009. For first signal analysis and for 

saving of data was prepared visualization software in LabView2012.     
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3.3 Signal analysis 

For signal analysis was used MatlabR2013b. Signal analysis is consisted from 

three parts: 

 Detection of R-wave from ECG signal 

 Segmentation PPG and BP signal based on time of R-wave 

 Searching of significant points from PPG and BP in each segment  

 

ECG signal was filtered by moving average filter with very small width of win-

dow, just for smoothing of noise which could affect detection of R-wave. Because of 

bigger amplitude of ECG signal and because of no so many moving artifacts as during 

PPG and blood pressure measuring, it wasn’t necessary used another filtering method 

on ECG signal. 

Because of very small amplitude of PPG and blood pressure signal, these signals 

were affected by noise and also by offset voltage. It was necessary used high past 

0.5Hz and low pas 15Hz filter. Values for each filter were chosen because of proper-

ties of signal.  

Detection of significant points from PPG and blood pressure signal is based on first 

derivation of signal. For evaluation and testing relationship between blood pressure 

and PTT it had to look for peak, foot and steepest part of PPG and blood pressure 

wave. 

Currently we have complex of data from each patient where are time interval for 

R-wave, peak, foot and steepest part from PPG and blood pressure wave and every-

thing is ready for statistic analysis.     

4 Discussion 

From the doctors’ point of view, the better method for continuous noninvasive BP 

measurement should offer high accuracy and low risk to patient. From the patient 

point of view, the idealistic method for continuous noninvasive BP measurement 

should be comfortable, painless, non-occlusive, needing no supervision and with no 

risk during long time monitoring.  

There is still unsatisfied needs for a cuff less, non-invasive method for the continu-

ous monitoring of blood pressure during anesthesia and in critical-care. Among all 

candidate methods, pulse transit time (PTT) offers the possibility of fulfilling the 

requirements  

PTT method can bring benefice because it indirectly evaluates the BP from existing 

standard biological signals, it does not need medical supervision, it doesn’t use un-

comfortable cuff and it can offer long time measurement with no risk to the patient.   

PTT is measured as the time interval between R wave from ECG and the time of ar-

rival of pulse wave into the periphery during same cardiac cycle. The time markers on 

PPG waves differ in a lot of experiments. Some use foot or peak of PPG wave, other 
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use some point between foot and peak. The peak of second derivation of PPG wave is 

also used as it is the sharpest change in the signal.  

Methods for obtaining PTT from ECG neglect the electromechanical delay between 

electrical and mechanical work of heart. During systolic phase there exists a time 

delay between R waves and the opening of aortic valve, called the pre ejection period 

(PEP). It means that pressure wave doesn’t start with R wave but after a short time 

delay. The PTT time, measured as time delay between R wave and PPG wave, there-

fore includes the time delay between electrical and mechanical work of heart.  

5 Conclusion 

In summary, commercial possibilities currently exist for non-invasive monitoring of 

blood pressure. The devices mostly in used clinically, are based on volume clamp 

method. But these methods are uncomfortable for the patient for the long term moni-

toring during normal daily activities. Alternatively, the blood pressure can be evaluat-

ed from other bio signals such as ECG or PPG, which can be more conveniently 

measured from body surface, with no limitation and no disturbance to the patient. 

Several authors described the relationship between blood pressure value and PTT. 

Many authors described different possibilities for evaluation of blood pressure based 

on PTT. PTT value was compared to other methods, such as invasive blood pressure, 

volume clamp method, and standard oscillometric method. The results showed high 

correlation between BP and PTT.  
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Abstract. Visual detection of hemolysis is arbitrary and therefore mostly unre-

liable since it may over and underestimate the actual prevalence of hemolyzed 

serum specimens (i.e., trained observers are unable to accurately rank the de-

gree of interference in serum). Hemolysis is still one of the biggest challenges 

to the laboratory specialists. Currently, hemolysis in blood bag is recognized by 

a visual estimation. Nurses compare the color of blood plasma with reference 

samples and according to their own opinion they evaluate whether blood plasma 

is damaged or not. Probably the best sensor for automated analysis is to use im-

age sensors – camera or video camera. Software that is designed in MATLAB 

programming environment is able to evaluate color of blood plasma according 

to the reference samples. Determination of color is done in three color spaces, 

namely, RGB, Lab, and xyY.  

Keywords: blood plasma, hemolysis, color recognition. 

1 Introduction 

Donated blood is process that is indispensable for medicine because donated blood 

cannot be artificially manufactured or substituted. Blood may be obtained in two 

ways. The first possibility is to take of full blood with components. The second possi-

bility is a targeted sampling of individual blood components. All the blood is pro-

cessed into erythrocytes, plasma, and leukocytes. In plasmapheresis the donors took 

off only blood plasma and other blood components are returned to their body. Hemol-

ysis may occur in a red blood cell unit during blood collection, transportation, preser-

vation and or different stages of handling in the blood bank [1, 2]. Visual detection of 

hemolysis is possible usually by observing the color of the blood plasma and compar-

ing with table with reference samples.  

2 Blood plasma processing 

About 55% of blood is blood plasma, a fluid that is the blood's liquid medium, 
which by itself is straw-yellow in color. The blood plasma volume totals of 2.7–3.0 
liters (2.8–3.2 quarts) in an average human. It is essentially an aqueous solution con-
taining 92% water, 8% blood plasma proteins, and trace amounts of other materials. 

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 257–262.
VŠB – Technical University of Ostrava, FEECS, 2014, ISBN 978-80-248-3458-0.
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There are two ways of taking of blood plasma. Early transfusions used whole blood, 
but modern medical practice commonly uses only components of the blood, such as 
red blood cells, white blood cells, plasma, clotting factors, and platelets. The blood is 
taken into plastic bag, see Fig.1. Donated blood is usually subjected to processing after 
it is collected, to make it suitable for use in specific patient populations. Collected 
blood is then separated into blood components by centrifugation: red blood cells, plas-
ma, platelets, albumin protein, clotting factor concentrates, cryoprecipitate, fibrinogen 
concentrate, and immunoglobulins (antibodies). Red cells, plasma and platelets can 
also be donated individually via a more complex process called apheresis. Blood plas-
ma can be used in hospital or it can be shipped to industrial factory for processing. 

 
 

 

Fig. 1. Transfusion plastic bag 

3 Damage to the blood plasma 

Hemolysis is the breakage of the red blood cell´s membrane, causing the release of 

the hemoglobin and other internal components into the surrounding fluid. Hemolysis 

is visually detected by showing a pink to red tinge in serum or plasma. Hemolysis can 

occur from two sources. The first in-vivo hemolysis may be due to pathological con-

ditions, such as autoimmune hemolytic anemia or transfusion reaction. And second 

in-vitro hemolysis may be due to improper specimen collection, specimen processing, 

or specimen transport [3,4]. 

4 Visual inspection 

It has long been known that visual assessment of the degree of actual concentration 

of hemolysis is mostly unreliable. Visual inspection by laboratory personnel is highly 

unreliable, depends on the sample type and may overestimate the actual prevalence of 

hemolyzed serum specimens while underestimate it in plasma samples. Visual detec-
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tion is based on comparison with photographs of samples containing various concen-

trations of hemoglobin. The maximum amount of hemoglobin in the blood plasma 

could be 1g/L. If there is more than 1g/L, the blood plasma is damaged. Visual in-

spection is based on color analysis. 

5 Color analysis 

Color detection is doing by optical methods that may be spectrophotometric, objec-

tive and subjective methods. Spectrophotometric method works by absorption and 

emission of radiation. The measurement uses a spectrophotometer. Objective methods 

detect colors such as photographic apparatus or camera and subjective methods used 

to analyze color vision, glasses or microscope. To detect hemolysis of the blood prod-

uct is best to use the camera or camcorder.  

Color is associated with the properties of the object, of the light and of the human 

perception mechanisms. Color is a psycho - physical phenomenon and this is the rea-

son why is impossible use the human eye considered for accurate meter of color.  

6 Automated processing 

Automated processing could be new way of analysis of blood plasma. For this 

method could be use optical sensors. Color can be recorded by camera or video cam-

era. Information is summarized on the image. This picture is processed by a special 

program. Besides recognition of color, there is possible to get information about bar-

code and check integrity of the bag. The measure chain of automated analysis consists 

of light source, blood plasma, recorder and processing on computer.  

Light is a physical point of view the source of electromagnetic radiation and it has 

very big effect on the perception of color. Light sources can be natural such as the 

sun, fire, and electricity in gases or artificial, for they are considered light bulbs, fluo-

rescent lamps or LEDs. When shooting is best to use natural light source, the picture 

then resembles reality more than using artificial sources. Blood plasma has to be 

checked before its freezing because after freezing, blood plasma is covered by a white 

frost. White frost has its influence on recognition. Recording medium can be camera 

or video camera. Processing on computer is last step in recognition [5, 6]. 

6.1 Designed automated processing 

The algorithm for automated recognition was designed in MATLAB. Pictures have 

been taken by camera in Blood Centre of the Faculty Hospital in Ostrava. Hemolysis 

has been recognized in three color spaces. After that, it has been compared which 

model is the best. And the best of them will be used for next processing. The color 

spaces are RGB, Lab, xyY. And reference colors come from the table that is use by 

visual inspection, see Fig. 2. 
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Fig. 2. Color scale for assessing degrees of hemolysis, expressed in g/l [mg/dl] hemoglobin. 

RGB color space.  
The RGB model is composed of R = red color, G = green color and B = blue color. 

The model is based on knowledge reference colors. These references colors signify the 
level of hemolysis. These samples have been taken from the table that is used for visu-
al analyzing, see Fig.2. The algorithm evaluated five blood plasmas wrongly. It detect-
ed hemolysis for clear blood plasma. Mistakes were in the first half of testing in RGB 
color space.  

LAB model.  

The second model is the Lab model. L is brightness component “a, b” and repre-

sents colors of components. L component is unnecessary. The algorithm does not use 

it for recognition. The algorithm uses only component “a, b”. The reference colors 

come from tab; see Fig. 2. The values are transferred from RGB to XYZ and from 

XYZ to Lab by transformational equation: 
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There is focus calculated for every individual reference sample with coordinates “x, 

y”. Blood plasma is classified to the nearest sample. The algorithm evaluated two 
blood plasmas wrongly. 

xyY model.  

Last model is xyY model. This model includes the extent of human seeing. Y is 

brightness and colors components are “x, y”. Transformational equation transfers 

values from RGB to XYZ and from XYZ to xyY. Algorithm does not use Y compo-

nent. 
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The model xyY is the worst way for recognition of hemolysis in blood plasma. The 

number of wrong results is eleven and software detected two hemolytic blood plasmas 

as clear blood plasma. The algorithm can recognize color of blood plasma on 

knowledge reference colors. These colors come from the table; see Fig. 2. The plan 

uses real color of blood plasma and does reference colors from these samples. When 

blood plasma was on the LCD pad, the barcode was in the middle. Hemolysis was 

detected from whole bag. The plan is recognize hemolysis just from peripheral parts 

without middle part, where the barcode is.  

 This method can be enlarged on other functions. One of the functions can be 

checking barcodes. Nurses do this checking. They are checking integrity of bag too. 

This can be done by algorithm too. The nurses could have more time for another more 

important work.  

7 Results 

The aim of this work was to design a method for automatic analysis of blood 

plasma. This method is designed in close cooperation with Blood Centre of Faculty 

Hospital Ostrava. Color of blood plasma was analyzed in three color spaces RGB, 

Lab, xyY. Pictures have been taken by camera and light sources, such us daily light, 

LED light and LCD display light.  The worst results were in xyY color space, because 

this color space is based on human seeing. This can probably be the reason for the 

worst recognition. Majority of mistakes were caused by bad light source. Software 

was designed in MATLAB. It has many functions. Software can recognize hemolysis 

of blood plasma in three color space. Future plan is to work out the software in detail, 

to make new reference samples from real plasma and to use light conditions at high 

quality. 
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Abstract. Nowadays distributed generation gained relevant meaning through-

out the world, especially in places where electricity supplies are threatened be-

cause of wide range of reasons. The problem concerns countries where energy 

consumption grew rapidly in past years (existing electrical grid system not suf-

ficiently developed)  as well as areas which are difficult to be supplied from dif-

ferent causes. Among them distance from main energy sources, specific weath-

er conditions or landform can be highlighted [1]. The way of managing the pro-

cess of delivering electrical energy to local grids is crucial not only from eco-

nomical point of view but also for our safety as receivers. It is what this project 

is about. 

Keywords: generator, distributed generation, measurement, microcontroller, 

converter, solar inverter, energy sources 

1 Introduction 

In this case the 5,5 kW petrol power generator is the main energy source. The AC 

from it must be transformed to DC by AC/DC converter. Then current should be de-

livered to solar inverter which is able to adjust its parameters to the grid (this kind of 

device is commonly used to transfer power from solar panels). Below general sche-

matic is presented: 

 

Fig. 1. General schematic of the system 

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 263–268.
VŠB – Technical University of Ostrava, FEECS, 2014, ISBN 978-80-248-3458-0.
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The point is to enable potential owner to operate the whole system by Ethernet using 

power line. It concerns being able to turn on the generator as well as being fully in-

formed about current parameters such as: 

-temperature, 

-angular velocity of internal rotor, 

-value of current from generator and amount of power delivering to the grid. 

This paper will be focused on measurement part of the issue and transferring data into 

computer using ADC converters built in microcontroller. 

2 Measuring and controlling the power  

The solar inverter adopted to this project enables monitoring of current power value 

sending to the grid[6]. What is more, there is possibility to control this parameter by 

software called Sunny Data Control [4] along with parameters from DC side. The 

problem is to send data into PC. Nevertheless the solar inverter provides owners with 

communication interface based on RS 485 protocol. To make signal  understandable 

for computer we need to convert it for example to USB. There are at least two solu-

tions: 

-connecting solar inverter directly to computer using RS485/USB wire, 

-connecting solar inverter with RS485/Ethernet converter.  

The disadvantage of first method is that owner is limited by the length of the cable. 

Although this is the simplest way of connection. The second option is much more 

convenient for user but it requires access to the Ethernet and is more expensive be-

cause of price of the converter. An another flaw is necessity of using additional power 

supplier for the converter. 

The experiment of discharging the car battery was undertaken, to check if everything 

works correctly. Despite listed disadvantages the second possibility was chosen as 

more comfortable. 
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Fig. 2. The general view of the connection 

 

Fig. 3. The RS485/ethernet converter 

The part of data, concerning amount of power delivering to the grid, received from 

the experiment is presented on the graph below. The measurement was executed eve-

ry 60 seconds. 

 

Fig. 4. The characteristics of discharging car battery 

The breaking point in each characteristic is the point when the amount of energy in 

the car battery was too small to send set value of power to the grid, which in this case 

was 2kW. Because voltage of DC side was set to certain value (at start 320V) it was 

current which was getting smaller. To make solar inverter sending 2kW of power 

again, it was necessary to decrease voltage. In third stage of discharging the level of 

2kW was unachievable. The peak of the last characteristic is about 1,4 kW.  
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To equip a future user with software already fulfilling all requirements, probably 

some functions from YASDI [5] (yet another SMA data implementation) will be used. 

It will liquidate a necessity of additionally downloading Sunny Data Control. 

3 Measuring AC from generator 

The value of current, to be accurate its root mean square, can exceed 10 A. Because of 

that a conventional way of measuring current is restricted. The alternative solution of 

this problem has been figured out. 

Fig. 5. Measuring AC in non-invasive way 

In this method the non-invasive current sensor will be used like a main measurement 

part. Then transferring data to PC requires a few additional elements. First and fore-

most there is a need of conversion the current into the voltage. It can be achieved by 

AC/DC converter and resistor (for devices which are about to be applied, resistance 

will be 60 ). 

Next stage is to deliver information about voltage, which is kind of analog signal, to 

computer which requires digital number. To do it ADC converter is necessary. In case 

of this project embedded Pi will be used. That device has 3 ADC converters built in. 

Its main part is STM 32F103 microcontroller[2]. 

4 Temperature and angular velocity 

Temperature will be measured by K type thermocouple. It will give an information 

about current temperature of exhaust fumes. This parameter is essential for control-

ling the whole process because it shows important changes in way of engine work. To 

receive accurate temperature it is inevitable to use additional temperature sensor  (for 

instance one wire digital temperature sensor such as DS18B20 [3]), which will deliver 
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temperature of the generator surrounding (thermocouple provides user only with dif-

ference of temperatures between its two endings).  

The voltage from thermocouple will be too small taking quantization of microcontrol-

ler into consideration. Assuming maximal possible temperature (about 200C) its 

value will be approximately 8000µV = 0,008V. The quantization number is: 

4096212   

The range of voltage for microcontroller is from 0 to 3,3V. After dividing this value 

by quantization number the range of every state will be a score: 

V
V

0008,0
4096

3,3
  

Another calculation shows : 

10
0008,0

008,0
  

that there would be only 10 states of measuring temperature. It is clearly not enough. 

That is why additional transistor for amplifying the voltage from thermocouple is 

necessary. 

In the measurement of angular velocity of internal rotor barrier sensors as well as 

optic sensor can be used. Thus, for this project targets typical bike counter turned out 

to be sufficient.  

 

Fig. 6. Schematic of circuit with bike counter as a magnetic button. 

Every time when there is a contact between sensor and magnet mounted on the rotor, 

the circuit is being closed. The voltage triggers high state at input pin of microcontrol-
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ler and can be adjusted by well chosen power supply. There is only need to count the 

number of impulses received by microcontroller. 

5 Conclusion 

All solutions suggested here make handling of generator much more convenient for 

the users. In spite of the fact that some parts of this project can be treated like a kind 

of curiosity (such as automatic turning the generator on) the whole issue is undoubt-

edly significant. The process of controlling electricity production in self-sufficient 

energy systems has an influence on both finances and safety. That matter becomes 

even more relevant when there are more than one energy sources (wind turbines, solar 

panels etc.). It concerns also heating systems like heating pumps or solar thermal 

collectors. A possibility of taking some actions from the distance spares the time and 

restricts the necessity of manual interventions. 

Acknowledgement 

This work is supported by project SP2014/188, named "Control of technological sys-

tems with OAZE providing an independent sustainable development of complex sys-

tems" of Student Grant Agency (VSB - Technical University of Ostrava). 

References  

1. Chmielniak T., Technologie energetyczne, Wydawnictwo Naukowo 

Techniczne, 2013 

2. Paprocki A., Mikrokontrolery STM 32 w praktyce, Wydawnictwo BTC, 

Legionowo 2011 

3. DS18B20 Programmable Resolution 1-Wire Digital Thermometer. 

2008. [31.07.2014]. Available from: 

http://datasheets maximintegrated.com/en/ds/DS18B20.pdf 

4. Sunny Data Control. [31.07.2014]. Available from: 

 http://www.sma-america.com/en_US/products/software/sunny-data-

control.html 

5. Implementation of the SMA Data Protocol. [31.07.2014]. 

Available from: http://www.sma-iberica.com/fileadmin/fm-

dam/documents/YASDI/YASDI-10NE1106.pdf 

6. Sunny Boy 3000TL/4000TL/5000TL. 2014. [31.07.2014]. 

Available from: 

http://www.solarcentury.com/downloads/SB5000TL-DEN102030.pdf 



Remote Control of Power Line Socket

Junwen Shen1, Vı́t Otevřel2, and Bohumil Horák2
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Abstract. In this paper, it introduces the way to control the power socket wire-

lessly. Through the message sent from the computer, microcontroller controls 

the sockets’ on and off. Then devices get energy and run. People can run the 

whole power system in the office or even at home by controlling the socket. 

Keywords: Socket, Remote control, Network, Microcontroller 

1 Introduction 

As the developing of science and technology, the power socket also need some im-

provement on the command field. For the convenient of controlling the whole power 

system, the paper shows how to long-ranged control the sockets.  

1.1 Similar solution 

There is some existed solutions. For example, LAN controller (Fig. 1) can serves 

as a web server ,but it has long been lacking in the market network solution, only in 

ISP network. 

 

 

Fig. 1. LAN controller  

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 269–274.
VŠB – Technical University of Ostrava, FEECS, 2014, ISBN 978-80-248-3458-0.
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On the figure 2 is shown control program for computer. This program sent a re-

quest to the LAN module and LAN controller switching the relay. 

 

 

Fig. 2. Screenshot of LAN controller application 

1.2 Present solution 

The present solution allowed many computers to control the system in the same 

time. And it can also control the sockets for long distance. The designed codes help 

people to control devices automatically. It makes the power system easier to be con-

trolled without people. 

2 Experiment 

The solution need raspberry pi, wires, remote controller and sockets. The remote 

controller is FHT-7901-T transmitter. It includes 1 remote and 3 power plug. It could 

run in 433.05 - 434.79MHz. There are a couple of buttons to control the same outlet. 

One is for run, another is for stop. The chip on the FHT-7901-T transmitter is 

PT2272. It works as an information sender. And the chip on the socket runs as a re-

ceiver. The solution remove the buttons and uses microcontroller to control the sock-

et. Firstly, computer sends a message to the microcontroller through network. Then, 

the chip on the raspberry pi receives the message and gives order to the remote con-

troller. The remote controller runs as a switch. It sends a radio to control the sockets 

on and off. Block scheme of the experiment is shown on Fig. 3. 
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Fig. 3. Block scheme of the system  

3 Control application 

Remove the button from the board. Use wires to link the positive side and ground. 

Connect the raspberry pi with remote controller by pins. And configure display and 

keyboard to the pi.  

At last, when the codes run, the board can run the ‘on’ button for B outlet. It means 

that the microcontroller could replace the button and control the socket. 

The microcontroller on raspberry pi can control the voltage high or low. So link 

wires to the relay. It can also control the outlet directly, because it is operated by volt-

age. 

 

 

Fig. 4. Raspberrypi and controller for sockets 
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For the solution, it need an SD card that is 4GB or greater in size. Then put it into 

computer. Download the NOOBS zip file which is necessary for the raspberry pi. 

Extract the zip. Copy the extracted files onto the SD card that you just formatted so 

that this file is at the root directory of the SD card. Next, insert the SD card into the Pi 

and connect the power supply. Finally, run the system and insert the name and pass-

word. Write codes through the python GPIO. Function of the python program shows 

on the Fig.5. 

 

 

Fig. 5. Diagram of the function 

First note the IP address of the Raspberry Pi. Open the python. Write codes ‘ifconfig’ 

in python. On the second line, it shows "inet addr:69.164.xxx.xxx"  on the screen. It is 

the IP address of your Raspberry Pi. 

 

 

Fig. 6. Diagram of the web application 
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HTML is used to build the website. Type the Notepad with html to create the head-

ing and buttons. The title is “Virtual Switch” and two buttons are ‘On’ and ‘Off’. The 

website has the same role of the button. If was clicked on the ‘ON’ button, the socket 

is on. If click ‘OFF’ button, the socket is off. Python make this function come true. So 

it needs GPIO codes as below to control several sockets. PHP works as a bridge. It 

links HTML and Python together. Through the button on the website, it can run the 

codes typed by python, and then redirect to the first page. The website runs as follow-

ing. 

 

 

Fig. 7. Web UI for control 

All computers in the local wifi environment can control sockets through control-

ling the raspberry pi wirelessly. 
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5 Conclusion 

The solution uses the network to control the microcontroller. Through the orders 

from microcontroller, the socket is run or stop. It is good to control the devices which 

work in day and night. People only need to work inside the room and control the 

socket outside. It still has some space to improve. The power between the raspberry pi 

is small (3.3V). And it doesn’t have PWM pin. It needs to connect with Embedded Pi, 

which is better on controlling devices. 
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Abstract. In the paper, the way how to find distance of the objects of
the cluster of n-dimensional structures is described. As a cluster it can be
considered any objects, where object can be e.g. elements of substance
or any points, which create coherent cluster. When structure is defected
it is not possible, in all cases, to determine the distance between objects
clearly and that is why the distance can be determined only on the
base of statistical methods. The next step will be design of the method,
which will use basic characteristics of exploratory analysis for distance
determination of objects of cluster. Method is appropriate and useful for
cluster of n-dimensional structures created by cells with object situated
in their tops.

Key words: Cluster, matrix structure, distance determination.

1 Introduction

Cluster analysis divides data into groups (clusters) that are meaningful, useful,
or both. It is a data reduction tool that creates subgroups that are more manage-
able than individual data. Like factor analysis, it examines the full complement
of inter-relationships between variables. In some cases, however, cluster analysis
is only a useful starting point for other purposes, such as data summarization.
Whether for understanding or utility, cluster analysis has long played an impor-
tant role in a wide variety of fields: psychology and other social sciences, biology,
statistics, pattern recognition, information retrieval, machine learning, and data
mining. [1]

Cluster analysis itself is not one specific algorithm, but the general task to
be solved. It can be achieved by various algorithms that differ significantly in
their notion of what constitutes a cluster and how to efficiently find them.

As a cluster of n-dimensional structure it is considered cluster with defined
location of objects. The smallest part of n-dimensional structure is called cell.
Repeated cells fill the space of matrix. The basic cell contains only objects, which
are situated in its tops as it is depicted in Figure (1). [2], [3]

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 275–280.
VŠB – Technical University of Ostrava, FEECS, 2014, ISBN 978-80-248-3458-0.
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Fig. 1. Basic (unit) cell

Different shapes of cells are known according to the structure of cluster

1. 2D structures - flat structures, where distances of objects located on axis x
and y can be any and

– the axis are perpendicular to each other or
– not,

2. 3D structures,

– triclinic - the structure is described by three vectors of unequal length
and none of the three vectors is orthogonal to another,

– monoclinic - the structure is described by three vectors of unequal lengths
and they form a rectangular prism with a parallelogram as its base.
Hence two pairs of vectors are perpendicular, while the third pair makes
an angle other than 90,

– orthorhombic - the structure is described by three vectors of unequal
length and all three vectors intersect at 90 angles,

– tetragonal - the structure is described by three vectors, two of them cre-
ate a square base and the third one is any, but all three vectors intersect
at 90 angles,

– trigonal - the structure is described by three vectors of equal length, but
the angles of of intersection of the vectors are not equal to 90,

– hexagonal - see Figure (2),
– cubic - the cell is in the shape of a cube, it is one of the most common

and simplest shapes.

Undisturbed basic cell, sometimes called as ideal cell, has regular shape and
contain objects in every its top. But in many cases, because in real life nothing
is ideal, cell can be disturbed - it means that some object can be deflected, some
object can be missed or other foreign object can be in addition. The disturbances
of cells cause damages in structure of cluster and problems in finding of distance
between objects on defined axes, or in other way said, assessment of roughness
of cluster structure. [4], [5], [6]
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Fig. 2. Hexagonal structure

Roughness of cluster structure is defined as a distance between objects on
the axes. The smaller the distance is, the finer the cluster structure is.

For finding of the distance it is needed to know the location of objects, which
is determined conclusively by coordinates.

2 Determination of Distance between Objects

The distance of cluster objects of n-dimensional structures can be determined
in many ways, but the simplest way is to find adjoining object on axis with the
smallest distance from a reference object r = [xr, yr, zr, . . . , nr]. This can be doe
using simple algorithm with low requirement for calculation and calculation time
for determining of roughness of cluster structure. According to the shape of the
cell, it is necessary to calculate the distances ∆x, ∆y, ∆z . . . ∆n for all axes for
selected object o = [xo, yo, zo, . . . , no]

∆x = |xo − xr| ,
∆y = |yo − yr| ,
∆z = |zo − zr| ,

... ,

∆n = |no − nr| .
(1)

Described way can be realized only for structures, which are created of undis-
turbed basic cells, it means the cells without any disturbances. [5], [8], [9]

In case when the cell is damaged, it is not so easy to determine the distance
between objects conclusively. When at least one object of grid is deflected from
axis, the calculation is not right, because for any other objects located on the
same edge, the smallest distance of the objects is defined as a difference of object
location and location of the deflected object in the edge. The same problem is
caused by presence of foreign object. According to the outlined problems, if it is
the cluster of points in space, it is necessary not only to find the nearest object
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on the same edge of the cell and assess the distance ∆x, ∆y and ∆z (in case of
3D space).

It is needed for every object to determine the distance to the nearest object
in the axis. Doing this, the sample to every axis is get and it contains data
represented the distances. The way of assembling of the sample for cluster of
n-dimensional structures with flat shape is defined in Figure (3).

Fig. 3. Flowchart for setting of the sample

Proposed method is based on going through of all objects of the cluster and
specification of distance ∆v of selected object and reference object in the plain
and withal distances ∆x, ∆y and ∆z between objects in all axis

∆v =

√
(xo − xr)

2
+ (yo − yr)

2
+ (zo − zr)

2
. (2)

It allows us to find distance between objects for every axis of axis cross. The
deflection of any object or presence of foreign object is needed to eliminate, if
the smallest distance should be found.
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The elimination of errors in grid structure is realized using thresholding level
∆T . The distances between objects in axis, which are smaller than the thresh-
olding level ∆T are not considered as right values, because probably, they are
caused by error in matrix structure. The thresholding level ∆T could acquire
for every axis different value, which could eliminate the effect of errors in struc-
ture in particular axis. Cluster structure with disturbances in plain XY (for easy
graphical representation) is shown in Figure (4). The structure of the depicted
cluster is disturbed due to deflection of some objects from the tops of the cell
and also due to presence of foreign objects depicted in red colour.

Fig. 4. Cluster with disturbed matrix structure

3 Conclusion

It was presented method for easy clustering of object in n-dimensional space.
The method was implemented and the next step is to defined method, how
the thresholding level ∆T is find and assess the distance of the objects. The
proposed method will use the basic characteristics of exploratory analysis for
distance determination of objects of cluster. Method is appropriate and useful
for cluster of n-dimensional structures created by cells with object situated in
their tops.

Acknowledgements This work has been supported by Project SP2014/156,
”Microprocessor based systems for control and measurement applications”, of
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Abstract. This paper deals with the development of the exercise-based games 

for balance rehabilitation. The balance rehabilitation as a part of physical thera-

py is used for the functional diseases of the musculoskeletal system. The pro-

posed rehabilitation software is used for capturing the patient movements on the 

wobble board and should lead to objective evaluation of the quality of rehabili-

tation and its progression. The proposed exercise-based games were designed in 

cooperation with the Therapeutic Rehabilitation Clinic of the University Hospi-

tal of Ostrava. 

Keywords: exercise-based games, balance rehabilitation, wobble board 

1 Introduction 

In general, sedentary lifestyle and lack of the regular exercise usually leads to for-

mation of functional diseases of the musculoskeletal system. These factors are signifi-

cantly involved in the formation of various muscle imbalances, incorrect posture, 

incorrect movement patterns, increased risk of accident conditions and risk of falls in 

elderly, [1]. The balance exercise is commonly used to treat aforementioned prob-

lems. The benefits of these exercises have been reported in a number of significant 

research studies. [2], [3] 

The main principle of balance exercises is to balance on the rehabilitation tool. The 

rehabilitation tool could be in form of balance pads, balance boards and balls. The 

most commonly used balance tool is a wobble board. Its spherical shape allows a 

patient to balance in the range of 0 to 30 degrees in each direction. Balance exercises 

could be summarized as general motion patterns such as motion in a specific direction 

(e.g. ahead, back, left, right) or maintain equilibrium posture. Standard rehabilitation 

program consists of few exercises that are performed several times per week. 

The main task of the physiotherapist is visual control of patient’s motion in order 

to ensure that the patient performs the exercise correctly. The physiotherapist controls 

the patient posture and involved muscle groups, as well. The patient’s and the physio-

therapist’s active participation is essential because of the overall effectiveness of the 

therapy. The quality of the rehabilitation and patient’s progress is usually evaluated 

only subjectively by physiotherapist. 

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 281–286.
VŠB – Technical University of Ostrava, FEECS, 2014, ISBN 978-80-248-3458-0.
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2 Problem Definition 

The idea of objective assessment of important parameters such the quality of rehabili-

tation and patient’s progress has reasonable importance and it was discussed in many 

research studies [4] - [6]. These studies mainly deal with using visual feedback in 

balance exercise and motion sensors integrated into balance tool in order to measure 

patient’s motion during exercise. Measured movement of the rehabilitation tool or 

patient’s center of mass is visualized in software as a virtual point or is represented as 

a control input for motion of an object (ball) in 3D virtual game. Most of the afore-

mentioned authors used open source games which could be changed only by pro-

grammers, but not by physiotherapist. Moreover, the usability of the rehabilitation 

games has been demonstrated on the healthy participants. From this point of view, the 

design of the games or rehabilitation exercises should be more addressed to the pa-

tients with different types of motion ability. The most appropriate approach is to im-

plement rehabilitation exercises which are common in rehabilitation practice. An 

equally important part of software should be a user selectable difficulty levels with 

respect to patient’s diagnosis. For instance many injuries of lower extremities do not 

allow a patient to maintain equilibrium posture on the balance tool, even tracking 

specific motion pattern. The measured data management is another important part of 

the rehabilitation software. The measured data should be stored for post-processing 

analysis in order to evaluate quality of the performed exercise. This value should be 

represented in meaningful way i.e. as a score. This score would have great effect on 

the patient motivation in rehabilitation. To overcome the aforementioned constraints 

we have developed rehabilitation software for balance exercise, which is discussed in 

more detail in the next section. 

3 Balance Rehabilitation Software 

The rehabilitation software was created in the development environment MATLAB 

R2011b. The proposed rehabilitation software was designed and tested in cooperation 

with the Therapeutic Rehabilitation Clinic of the University Hospital of Ostrava. The 

main window can be divided into two parts. Part A entitled “Registration of a new 

patient” and Part B entitled “Selection of registered patients” (Fig. 1). 

The part A is intended to register new patient to the patient database. The user has 

to enter the basic patient information such as name, personal identity number (ID), 

height, weight, diagnosis, additional diagnosis, affected limb, and should enter notes, 

if it is needed.  

The part B of the program is designed for search and selection of patients who are 

already registered. The user can choose from two search criteria: search by patient’s 

first name or patient’s personal identity number. Results matching the search criteria 

are dynamically displayed in the section "Records". 
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Fig. 1. The main application window. 

The main window also contains three buttons "Start Measurement", "Display Data", 

and "Close", by which the user controls the program. 

Each button has its own application window and function. After clicking the "Start 

Measurement" button, the measurement window appears (Fig. 2). 

 

Fig. 2. The window for measurement. 

The measurement window consists of four basic parts: basic information about the 

patient, notes, and parameters of the rehabilitation program. The basic information 

about the patient summarizes the data entered during the initial registration of the 

patient into the database. The parameters of the rehabilitation program are the most 

important part of this window. In this part the user chooses a rehabilitation program 

and parameters of the rehabilitation. A particular rehabilitation task could be per-

formed in a sitting or standing position. These two cases are mutually exclusive. Sub-

A B 
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sequently, a user has to specify the leg on which the task is performed. The patient 

can practice the left, right or both legs. These three cases are also mutually exclusive. 

In the part “Rehabilitation Program” user can choose a particular exercise from four 

available ones: “Cross”, “Geometric Shapes”, ”Points on the Circle”, and “Stability”.  

In the rehabilitation program “Cross”, a user can choose from four different toler-

ance bands in the range from 5 to 20 degrees with step 5 and adjust the size of maxi-

mal deflection in the range from 10° to 30°. In this rehabilitation program the patient 

has to move in the white area and try to achieve the maximum possible deflection in 

horizontal and vertical axis (Fig. 3). After clicking the “Start” button the chosen reha-

bilitation program with its adjusted parameters is displayed. The current patient 

movement is represented by a two-dimensional representation, the black point is the 

current patient position and grey points are representing recent samples. In Fig. 3 you 

can also see that in the left side of the window there is place for notes, which is very 

useful for the physiotherapist who can enter some important notes about the exercise 

performance (e.g. falls, problems, etc.). 

 

Fig. 3. The rehabilitation program “Cross”. 

In the rehabilitation program “Geometric Shapes”, a user can choose one from three 

different geometric shapes: circle, square and triangle. After the shape and the size of 

the angular deflection in degrees (in the range from 10° to 30°) is selected and the 

“Start” button is clicked the selected geometric object of the chosen size is displayed 

(Fig. 4A). The main task is that the patient has to describe the shape of the selected 

object (by his own movement) on the wobble board. Green area represents the toler-

ance band, in which the patient should move and the black square in the middle repre-

sents the selected angular deflection, which should the patient achieve during the 

rehabilitation. 
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Fig. 4. The rehabilitation programs. 

The third rehabilitation program is represented by points located on the circle’s cir-

cumference (Fig. 4B). During this exercise, the patient is trying to reach a particular 

point according to the physiotherapist’s instruction. The number of points could be 

selected in the range from 4 to 8. The number of points and motion sequence is in-

tended by physiotherapist with respect to patient’s diagnosis. 

The last rehabilitation programme is called “Stability”. In this exercise, the patient 

is trying to maintain equilibrium posture on the wobble board (Fig. 4C). This task has 

to be performed within tolerance area. The tolerance area is represented by green 

region. The black circle represents the maximum achievable angular deflection. 

After clicking the "Display Data", the patient data management window appears 

(Fig. 5). This window is designed to view measured patient data. The score represents 

patient’s success achieved in particular exercise. It is simple computed as a ratio be-

tween number of samples which were inside the tolerance area and the number of 

samples which were outside. The recorded samples, which represent the patient’s 

movement performed during the exercise, are visualized with respect to the selected 

rehabilitation program. 

 

Fig. 5. The patient data management window. 
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4 Conclusion 

The proposed rehabilitation software for balance exercise on the wobble board allows 

a physiotherapist to design specific rehabilitation program with respect to the patient’s 

diagnosis. The rehabilitation programs encompass the motion patterns which are 

commonly used in rehabilitation practice. The measured data are stored and processed 

in order to compute patient’s score. The score simply represents patient’s ability to 

perform selected rehabilitation exercise. The patient data management part of pro-

posed software allows a physiotherapist to view patient’s progress. The implementa-

tion of hardware and software in the rehabilitation process makes the rehabilitation 

more attractive for patients and more objective for the physiotherapists. The future 

work will be the extension of the rehabilitation programs to deliver more focused 

therapy for different types of injuries as well as the development of signal processing 

techniques for complex evaluation of the patient’s progress. 
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Abstract. Anomaly detection is an important problem of finding instances 
in data that do not conform to expected behavior. In general, instances are 
related to each other. That is why sequence anomaly detection is the most 
important area of anomaly detection problems, which is widely used in va-
riety of application domains such as intrusion detection in computer net-
works, health care, economics, etc. This paper presents a new approach 
dedicated to sequence anomaly detection problem. Proposed technique is 
based on Least-Squares temporal - difference learning (LSTD). There is 
suggested the update of LSTD which use of current data instance pre-
history in test phase. It is shown that such technique has high detection rate 
in computational experiments. 

Keywords: Anomaly detection, sequence anomaly, LSTD, anomaly prediction 

1       Introduction 

Anomaly detection dedicated to the problems that have been popularly researched 
within diverse research areas and application domains [1]. Anomaly detection appli-
cations are medicine, economics, cyber-security, space craft fault detection, etc. 

One of the open problems in anomaly detection is the modeling and prediction of 
complex sequential anomalies, which consist of a series of temporally related data 
instances. In such case classic techniques cannot be used for efficient anomaly detec-
tion because they exclude sequence aspect. Due to this fact anomaly detection in se-
quence data is actively developed last years. 

Anomaly detection in sequence data is the one of important anomaly detection sub-
problems [2]. Its main aim is sequences that do not to conform to normal class. These 
nonconforming patterns are also named as anomaly patterns. 

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 287–293.
VŠB – Technical University of Ostrava, FEECS, 2014, ISBN 978-80-248-3458-0.
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Existing anomaly sequences detection approaches are divided into 3 large groups 
[3]: 

1. Supervised anomaly detection. Approaches of this group assume the availabil-
ity of a training data set which has labeled instances for normal as well as anomaly 
class [4]. 

2.    Semi-supervised anomaly detection. Approaches that operate in semi-
supervised mode assume the training data which consists only of elements belongs to 
one class (normal or anomaly) [5]. 

3.   Unsupervised anomaly detection. Unsupervised approaches don’t require any 
training data. The techniques in this category make the implicit assumption that nor-
mal instances are far more frequent than anomalies (or vice versa) in the test data. If 
this assumption is not true then such techniques suffer from high false alarm rate [6]. 

This paper presents semi-supervised anomaly patterns detection approach. Our 
technique is based on Least-Squares temporal-difference learning [7, 8]. We improve 
this technique in test phase with including information about current instance pre-
history. 

2      Background and related works 

One of the main problems, which are decided by sequence anomaly detection tech-
niques, is intrusion detection in computer networks. The purpose of intrusion detec-
tion is finfing cyber-attacks or non-permitted deviations of the characteristic proper-
ties [7, 8]. Classic techniques dedicated to this problem extract information of known 
attacks and compare them with observed data. However, in real cases intrusion detec-
tion systems must detect an anomaly as fast as possible before this anomaly arrives 
completely to input of classifier. So fast anomaly detection has been widely re-
searched in this area last years. 

The main aim of fast anomaly detection (or anomaly prediction) is the affinity 
recognition of test pattern to aim objective (or anomaly) class at first states of this 
pattern. Such recognition is achieved due to apriority information about statistics of 
anomaly appearance, which is extract from labeled train set. 

Recognition rate is based on probability of target pattern occurring in the next steps 
of classification. Moreover, as more states sequence of pattern are recognized as 
higher accuracy of its affinity to objective (non-objective) class. In this case we must 
add the “affinity threshold” ε of test pattern, i.e. a minimum value of occurring veraci-
ty when we can say that test pattern is identical to target pattern. 

3     Update of Least-Squares temporal-difference learning (LSTD) 

Markov decision process is popular model of stochastic process description. Classic 
Markov modeling assumes property according to which probability transition of next 
state depends on current state and doesn’t depend on the sequence of previous states. 

Real systems don’t satisfy to Markov property. That is why Markov decision mod-
el was changed by Least-Squares temporal-difference learning (also named as LSTD) 
[7]. LSTD learning algorithm is next: 
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Algorithm 1: 
Given:  

− a state space S = { si}; 
− a set of feature vectors � = {���} , where ��	 = (1,0,0, … ,0) , 

��� = (0,2,0, … ,0), etc.; 
− a coefficient � ∈ [0,1]; 
− a set of train patterns PAT = {patk}. 

Set P = 0, B = 0. 

For each train pattern ���� = ���	 , ��� , … , ��(��)� do { 

Set t = 1; 
Set �� = �!� ; 
While ��	 ≤ ��(��) do { 

  # = # + �� ��!� −	�!� '	�
(
. 

)	 = 	) + �� *(�� ).	�� '	 = ��� +	�!� '	 . 

� = � + 1. 
} 
} 
Set + = #,-). 
 
Coefficient λ plays the main role in Algorithm 1 since its value means the depend-

ence degree from all pre-histories of each state s in the train data. Matrix P with di-
mension |S| x |S| is transition matrix. When λ converges to 0, information, which ex-
tracts from transition matrix P, converges to information extracting from Markov 
transition matrix: 

 # = (. − /),-,  (1) 

where T – transition number matrix (Tij is the number of transitions from state si to 
state sj); 

N – matrix, the main diagonal of which is the number of times each state has been 
visited. 

Vector B with dimension |S| x 1 is reward vector. It is depended from reward func-
tion 0:	� → *(�), which is defined as:  

 *(�) = 31, 45	� = ��(��) 	�67		����8*6� 	49	��*:8�;
0, <�ℎ8*>498.   (2) 

When λ converges to 0, B converges to vector (0, …, 1, …, 0). 
The result of LSTD learning is weight coefficients wi for each state from state 

space.  
Classic anomaly detection based on LSTD learning for testing sequence TEST = 

{xt} (t = 1, …, m) is performed by the next formula: 

 AB = ∑ �! +DBE- , (3) 
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where Vt – veracity of target pattern finish state forthcoming from current state. 
As we can see such detection classify only all sequence and don’t let to evaluate 

each test state. 
Target pattern recognition from test state sequence in our experiments is free from 

this disadvantage and performed by:  

 AB =∝ AG,- + �! +,  (4) 

where α – depending coefficient of current pre-history. 
Detection based on (4) allows considering not only pre-histories of states from 

train data but also the current pre-history from test data set. Classic LSTD based ap-
proaches don’t have this opportunity. 

Affinity threshold can be calculated by analyzing of train data set via formula (4). 
In this case we can say that testing sequence tends to anomaly if forthcoming veracity 
of some consecutive states will be higher than affinity threshold ε. 

4     Computational experiments 
 
Updates of LSTD learning were tested by set of experiments. Known benchmark 

patterns Coffee [9] were used in one of such experiments. Coffee consists of 28 im-
plementations. Each of these implementations was quantized and resampled. In result 
we got 28 patterns with |S| = 37 and length 28. One of patterns is illustrated in fig. 1. 

 

 
Fig. 1. Coffee implementation 

 
One Coffee implementation was used as sequence, after that we considered pattern 

as target. Train data was made of 250 target patterns. We made set of heuristic tests 
on the train data to get optimal coefficients of λ, α and ε. These tests were concluded 
in finding of the best prediction error from formula (4). When we were finding ε, we 
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took 5 sequence elements with Vt > ε. Scheme of training is illustrated in fig. 2. Fig. 3 
depicts the evaluation of λ and fig. 4 depicts the evaluation of α. 

 
Fig. 2. Training scheme 

 

 
Fig. 3. Dependence of classification accuracy from λ with best α 

 

 
Fig. 4. Dependence of sequence length for best classification  

accuracy from α with best λ 
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As we can see in fig. 4, the prediction of target pattern was at 16 state of sequence 
with best values of coefficients. 

Further we make some difficulties in the test phase to show advantages of our ap-
proach. We take fragments of other Coffee implementations and shuffle them. Then 
we add 500 target patterns to this sequence and test it with best values of coefficients 
(fig. 5). 

 
Fig. 5. Fragment of test data set (a) and its classification (b) 

 
As we can see we had some wrong target pattern detection in this case. Accuracy 

of test classification was 93%. Nevertheless we can find all of patterns Coffee and 
predict them at 20 - 25 states.  

5      Conclusions 

This paper presents a new approach for decision of fast detection problem, which is 
dedicated to applications of symbol sequences classification. The new update for 
Least-Squares temporal-difference learning have been proposed in the work, which is 
concluded in adding of information about current state pre-history in test phase. It has 
been shown in computational results with known patterns Coffee that our technique 
allows to get excellent results in sequence anomaly detection. So, presented technique 
can be used in prediction systems for such applications as intrusion detection, 
healthcare, economic, etc. 
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Abstract. Electromagnetic compatibility of electronic devices is the area which 

significance grows nowadays. As the consequence of this growth there is a con-

tinuous process of making more strict standards focused on electromagnetic ra-

diation of electronic devices. Sensors technology begins to be a part of these is-

sues due sensors bandwidth increasing and approaching to frequency of radio 

communication band. Nowadays microcontrollers and similar digital circuits 

are integrated into sensors devices and it brings new sources of electromagnetic 

radiation in modern smart sensors. The aim of this work is to show possibility 

of fusion of technologies from telecommunication and sensors devices to re-

duced electromagnetic radiation of magnetic sensors, especially advanced of 

clock pulses generation in the area of weak magnetic field measurement. This 

contribution is aim on Anisotropic Magnetoresistors (AMR) from wide range of 

magnetic field sensors and the problematic of its demagnetization drive control. 

 

Keywords: Anisotropic magnetoresistors, AMR, magnetic sensor, EMC, weak 

magnetic field  

1 Introduction 

Anisotropic Magneto-Resistive (AMR) sensors are fabricated with Permalloy (NiFe) 

thin films that create changes in resistivity with respect to external magnetic fields. 

These film materials are similar to magnetic recording tapes in that strong magnetic 

fields can disrupt the magnetic domains of  the film particles from a smooth factory 

orientation to arbitrary directions. Accuracy and resolution of these  sensors will suf-

fer until the film magnetic domains are “reset” to recreate a uniform direction. This 

application note shall detail the set and reset functions for AMR sensors including the 

reasons to perform this function, characteristics of set/reset components, and example 

circuits showing the present state of the art in set/reset pulse generation.  

 

AMR sensors are designed in Wheatstone bridge configurations, with four magne-

to-resistive elements that remain identical electrically when no external magnetic 

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 294–299.
VŠB – Technical University of Ostrava, FEECS, 2014, ISBN 978-80-248-3458-0.
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fields are applied. With linear-mode AMR sensors, the externally applied magnetic 

fields are to be limited in strength so as to not disrupt the factory set magnetic do-

mains of the permalloy thin-film elements. Figure 1 shows three examples of magnet-

ic orientation of the film domain structure.  

 

Fig. 1. Domain orientation in permalloy magneto-resistive elemnt [8] 

The alignment of the magnetic domains is up along the “easy” axis of the material. 

The “sensitive” axis is perpendicular to the easy axis direction and serves as the driv-

ing function of the magneto-resistive characteristic curve shown in Figure 2. When an 

external magnetic field has a vector component in the sensitive axis, the field rotates 

the magnetic moment creating a change in resistance. If the external magnetic fields 

are in the operational field range, the magnetic moments will return to their set or 

reset orientations after the field is removed. To put some numbers on the magnetic 

fields involved, typically a “set” or “reset” field requires about 4 mT or more to be 

applied to completely orient the magnetic domains.  

 

Fig. 2. Characteristic curve of AMR sensor [7] 
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2 Why bi-directional magnetization  

The reasons to perform a set or reset on an AMR sensor are:  

1. recover from a strong external magnetic field that likely has re-magnetized the sen-

sor  

2. optimize the magnetic domains for most sensitive performance 

3. flip the domains for extraction of bridge offset under changing temperature condi-

tions 

Strong external magnetic fields that exceed a 1 to 2 mT “disturbing field” limit, can 

come from a variety of sources. The most common types of strong field sources come 

from permanent magnets such as speaker magnets, nearby high-current conductors 

such as welding cables and power feeder cables, and by magnetic coils in electronic 

equipment such as CRT monitors and power transformers. Magnets exhibit pole face 

strengths up to unit of Tesla. These high intensity magnetic field sources do not per-

manently damage the sensor elements, but the magnetic domains will be realigned to 

the exposed fields rather than the required easy axis directions. The result of this re-

magnetization of the sensor elements will be erroneous measurements and indications 

of “stuck” sensor outputs. Using the set and reset pulses will magnetically “restore” 

the sensor. 

 

AMR sensors are also ferromagnetic devices with a crystalline structure. This same 

thin film structure that makes the sensor sensitive to external magnetic fields also has 

the downside that changing magnetic field directions and thermal energy over time 

will increase the self-noise of the sensor elements. This noise, while very small, does 

impair the accurate measurement of sub-micro Tesla field strengths or changes in 

field strength in nano Tesla increments. By employing frequent set and reset fields on 

the sensor, the alignment of the magnetic domains in each permalloy element drops 

the self-noise to its lowest possible level. 

 

As the sensor element temperature changes, either due to self-heating or external en-

vironments, each element’s resistance will change in proportion to the temperature. In 

the Wheatstone bridge configuration with the elements configured as a sensor, the 

bridge offset voltage and bridge sensitivity will drift with temperature. In compassing 

applications, the sensitivity drift of multiple sensor bridges are ignored due to the 

proportional method of deriving heading, but the bridge offset voltages must be up-

dated and corrected for best accuracy as the temperature changes. One way to elimi-

nate the bridge offset voltage is to make stable magnetic field measurements of the 

bridge output voltage in between each set and reset field application. Since the exter-

nal field components of the bridge output voltage will flip polarity, the set and reset 

bridge output voltages can be subtracted and the result divided by two to calculate the 

bridge offset. 

 



Advanced method for control of magnetization of AMR sensing element 297

3 Magnetization process 

The above description explained that providing pulses of electrical current creates the 

needed magnetic fields to realign the magnetic domains of the sensor resistive ele-

ments. Also the rationale for performing these set and reset pulses has been justified. 

The following paragraphs shall show when and how to apply these pulsed currents, 

and circuits to implement them. The temperature coefficient math shows the im-

portance of choosing appropriate strap voltages to create the correct strap currents and 

that both resistances and currents are variables to be dealt with. The direction of the 

strap currents also determines what is considered a “set” or a “reset” pulse. Set pulses 

are defined as pulsed currents that enter the positive pin of the set/reset strap. Like-

wise negative pulsed currents are considered reset pulses. Figure 3 shows a simplistic 

schematic of a set/reset circuit. 

 

These set and reset pulses are shown in Figure 3 as dampened exponential pulse 

waveforms because the most popular method of generating these relatively high cur-

rent, short duration pulses is via a capacitive “charge and dump” type of circuit. Most 

electronics, especially in consumer battery powered devices, do not have the capabil-

ity to supply these high current pulses from their existing power supply sources. Thus 

“Vsr” is actually a charged up capacitor that is suddenly switched across the set/reset 

strap. The value of this capacitor is usually a couple hundred nano-Farads to a few 

micro-Farads depending on the strap resistance to be driven. The decay of the expo-

nential waveform will mostly be governed by a time constant (τ or Tau) that is the 

capacitance in farads multiplied by the resistance, and is measured in seconds. 

 

 
 

Fig. 3. Simplified schematic of set/reset pulse [8] 



298 David Vala

4 Measurement and reduction of set reset pulse radiation 

Each current pulse can product wide spectrum of electromagnetic radiation. This radi-

ation can disturb another devices or measurement itself especially in multisensory 

application. For this reason I’m aimed to reduce this source of radiation because clas-

sic technique as electromagnetic shielding of sensor is in direct conflict with function 

of the sensor.  

 

  

Fig. 4. Measurement equipment and workplace for measurement of electromagnetic radiation 

As is shown on figure 5 by the fusion of techniques from telecommunication tech-

nologies whit sensor techniques is possible to reduce the radiation of AMR magnetic 

sensor at least of 3 dB in worst case but generally is the radiation reduction signifi-

cantly higher. Another advantages designed techniques detail described in [14] and 

[15] is lower possibilities of detection of AMR magnetometer when is switched on. 

  

Fig. 5. Measurement of spectrum of magnetization circuit of AMR sensor without and with 

reduction techniques. 
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5 Conclusion 

Detailed description of techniques for reducing of electromagnetic radiation of AMR 

magnetoresistive sensor is possible to find in internal documents [14] and [15]. This 

technique is also detailed described in application of the invention on Czech Industrial 

property office under number E193142 from 30 of January 2014 which is not public 

document in days when this contribution is written. 
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Abstract. Vectorcardiography (VCG) represents of electromotive forces
generated during cardiac activity in te form of loops in the orthogonal
three-dimensional space. Although there are ways how to meassure VCG,
direct measurement is not common in clinical practice. In this paper we
present nonlinear transformation method for deriving VCG leads from
conventional 12-lead electrocardiogram (ECG) based on Artificial Neural
Network (ANN). ANN based derived VCG achieved significantly lower
Mean Squared Error (MSE) and higher correlation coefficient than com-
monly used linear transformation based inverse Dower method.

1 Introduction

According the World Health Organisation (WHO), died 17.3 million people from
Cardio-Vascular Disseases (CVDs) in 2008. It represents 30% of all global deaths.
Of these deaths, an estimated 7.3 million were due to coronary heart disease and
6.2 million were due to myocardial infarction (MI). WHO estimates that by 2030
more than 23 million people will die annually from CVDs.

Standard tool for diagnosis of heart diseases is electrocardiography (ECG),
whose analysis is usually based on empirical base. Different representation of
the electrical activity of the heart provides vectorcardiography which is on the
other side more suitable for automatic computerized analysis. VCG was long
considered as a diagnostic method in many fields with higher specificity and
sensitivity compared to conventional electrocardiography. Unfortunatelly it was
gradually replaced with 12-lead electrocardiography in common clinical practice.
However, the diagnostic sensitivity of vectorcardiography still predominates in
specific cases. The highest potential is offered by computational vectorcardiog-
raphy in the diagnostics of ischemic heart disease, right ventricular hypertrophy,
MI localization, and other diseases.

Because VCG is not commonly directly meassured in clinical practice, there
were published linear transformations between ECG and VCG leads [1]. Instead
of direct measurement it is possible to compute VCG leads from conventional
12-lead ECG which is usually used in clinical practice.

Published transformations are based on transformation matrices D whose co-
efficients are possible determine by linear regression between directly meassured

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 300–304.
VŠB – Technical University of Ostrava, FEECS, 2014, ISBN 978-80-248-3458-0.
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ECG and VCG leads. The most used method is inverse Dower transformation
[3].

[V 1V 2V 3V 4V 5V 6I II]
>

= D [XY Z]
>
, (1)

E = DV,

where E represents ECG leads (V1 . . . V6, I, II) and V are VCG leads (X,Y,Z).
D is transformation matrix.

The aim of our work is detection and prediction heart diseases which can
endanger suddenly and unexpectedly people everyday [4],[5],[6]. We use auto-
matical analysis of features obtained from directly meassured or derived VCG.
Accuracy of derivation of VCG is important for next work. In this paper we
present new technique for derivation VCG based on the ANN.

2 Material and Methods

2.1 Study Population

Tested records are chosen from a PTB diagnostic database that has been recorded
using healthy volunteers and patients with different heart diseases at the De-
partment of Cardiology of the University Clinic Benjamin Franklin in Berlin,
Germany. The database contains 549 records from 286 subjects. Each subject
is represented by one to five records. Each record includes 15 simultaneously
measured signals: the conventional 12 leads together with the 3 Frank VCG.
Each signal is digitized at 1000 samples per second, with 16 bit resolution over
a range of ±16.384 mV [2].

Only the first records for healthy volunteers were taken into account. The
records were band–passed by a FIR filter with linear phase response in the
band from 0.25 to 150 Hz (-3dB). From the filtered records, representative beats
excluding PVCs and artefacts were chosen. The beginning of the beat is defined
as the distance from an R wave: TR − 0.4Tmin(RR) and the end of the beat is
defined as TR+0.6Tmin(RR). Where TR is the length of presence of an R wave and
Tmin(RR) is the minimal pulse period for the record. Individual representative
beats were averaged in each VCG lead.

2.2 Design of Neural Network Architecture

To synthetize VCG leads from the 12-lead ECG we use a multilayer feed-forward
ANN trained by means of the supervised back-propagation algorithm. The ar-
chitecture includes input layer, hidden and output layers. Each layer includes
neurons with specific activation function. ANN in Fig. 1 with 2 hidden layers
and 4 neurons in each hidden layer achieved the best accuracy of transformation.
With increasing number of layers and/or neurons increased the training time of
ANN with insignificant impact on the accuracy of the transformation. The input
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Fig. 1. Architecture of ANN.

layer contains 8 neurons. Input and hidden layers contain neurons with hyper-
bolic tangent sigmoid activation function. The output layer contains 3 neurons
with linear activation function.

For derivation of VCG we use the committee of ANNs for higher robust-
ness of the transformation method. Committee machine method is popular in
processing with machine learning algorithms. This method uses a divide and
conquer strategy in which the responses of multiple ANNs are averaged into a
single response. The committee of 15 ANNs was tested. Each ANN has 8 inputs
represented by 8 independent ECG leads. Six of them are leads V1. . . V6 and
the last two leads are some of the 15 combinations of limb leads pairs (I; II; I;
III; I; aVL;. . . ; aVR; aVF). Each ANN has different combination of independent
ECG leads what is shown in Fig. 2.

Fig. 2. Architecture of committe of ANN.

2.3 Verification and Validation

ANN based transformation was compared with commonly used inverse Dower
transformation method which is realised according to equation (1). The both
methods were tested under the same conditions, with the same testing datasets
and with 10-folds cross validation. This approach is usually used for testing the
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performance of supervised learning-based methods. Records were randomly di-
vided into 10 groups, 9 of them (255 records) served for training the ANNs as
the training dataset. One remaining group (28 records) served for testing of all
methods as the testing dataset. In the next step other 9 groups were chosen and 1
remaining group was again used as the testing dataset. We continued in this way
10 times. This is the most efficient way how to test the supervised learning-based
methods with maximum usage of the training data. Performance of all methods
was evaluated by the two most often used parameters: Pearson correlation coef-
ficient and MSE which were computed between derived and directly meassured
VCG in each lead for all methods. Pearson correlation coefficient indicates the
degree of similarity between two signals and is independent from the differences
in their amplitudes. The MSE is a measure of differences in amplitudes between
two signals. Each method was tested for all VCG leads. MSEs and correlations
between leads computed by the tested methods and directly measured Frank
leads were evaluated.

3 Results

One sample t-test was used for testing the normality of MSE and correlation
coefficients for all methods and in all leads. Whereas that data are not from
a normal distribution, the nonparametric Mann-Whitney U-test was used for
testing the differences between the methods. The null hypothesis was tested
that the data obtained from two compared methods are samples with equal
medians. Rejecting the null hypothesis we prove statistical difference between
the two methods at the 5% significance level (α = 0.05).

The statistical tests prove that the differences between the ANN based and
inverse Dower method are significant. For ANN based method is the MSE sig-
nificantly lower than for inverse Dower transformation for all leads see Fig. 3.
The correlation coefficient is significantly higher for X and Z lead. For lead Y
are differences insignificant.

4 Discussion

In this study, new ANN based method was tested and compared under the same
conditions with comonly used method. Differences between methods are statis-
tically significant and ANN based method is more accurate than inverse Dower
method. Our results suggest that nonlinear regression method could improve the
accuracy of transformation which is validated by MSE and correlation coefficient.

Evaluation of a new method based on MSE and correlation is often used
but it cannot replace the experience of a skilled cardiologist who can evaluate
differences in diagnostic information which is the most important parameter.
For future work we would like to test nonlinear regression methods on larger
datasets measured in cooperation with cardiologists at different workplaces.
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Fig. 3. Box-Whisker diagram of the MSE and correlation for individual methods in
leads X, Y and Z.

5 Conclusion

The 12-lead vectorcardiography is based on transformations of the 12-lead ECG
to VCG leads. Each transformation introduces certain error of amplitude and
shape of the derived VCG leads. In this article we proposed a new method based
on ANNs that provides significantly higher accuracy of transformation when
compared with conventional commonly used method. Method which is based on
ANNs can improve the state of the art in transformations between lead systems.
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Abstract. Remotely starting secondary power supply is useful for many 

applications. In this paper, system for remote operations of a standard fuel 

generator is described. Topology of the system is shown and explained. Major 

parts, communication and control, are described in more details. For some parts 

of the system, solutions are proposed. In the end, safety and security are 

addressed. 

Keywords: fuel, generator, automation, microcontroller, control, remote, 

Ethernet 

1 Introduction 

One of the problems of solar energy is lack of control over produced power. Produced 

power depends on time of the day and weather. When power consumptions exceed 

power production, difference needs to be supplied from other sources. Monitoring of 

power consumption and production can be done by computer, and if it's needed, 

computer can start power production from second power source. Fuel generator is a 

good choice for this job. This paper addresses the problem of operating fuel generator 

using computer. 

2 Generator remote control 

Generator needs to be controlled over power line. Existing technology enables 

Ethernet communication over power line [1, 2]. With this, problem is simplified to 

controlling generator over Ethernet. Remote control system has to be able to: 

 start/stop the generator on demand without human interference 

 regulate power production 

 measure and record: produced power, generator temperature and generator rpm 

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 305–310.
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 send measuring data on request, over power line 

System can be divided at two main parts: communication unit and generator 

operating device. In this setup, communication unit is used for communicating over 

Ethernet, providing user interface for human operator and sending measurement data. 

Generator operating device can start and stop the generator and performs 

measurements. 

Generator operating device is a machine-to-machine interface. It is consisted of 

two types of devices: controller and action device. Controller translates high level 

orders to low level instructions that can be performed by action devices. The 

generator controller also collects measurements and passes them to communication 

unit. Action device perform a simple task such as: pushing, pulling, twisting or 

rotating. In this paper it is assumed that generator has three elements that need to be 

operated: choke, start key and starter. For each element there is one action device. 

Topology of described system is given in Fig. 1. 

 

Fig. 1. Topology of a system for automating generator operations. 

3 Generator controller 

Generator controller has two operating modes: collecting data and executing 

generator operations. After controller has been powered on it runs initializing 

procedures. At this time, all devices and interfaces are configured and prepared for 

operation. After startup, controller enters his usual state: collecting and storing date. 

When order is received, interrupt is triggered. Interrupt procedure is started and this 



Remote-controlled generator 307

procedure executes the order. After interrupt procedure, controller continues with 

collecting and storing measurements. Described work flow is shown on Fig. 2. 

 

Fig. 2. Controller operation with interrupts. 

Orders are: 

 stop generator 

 start generator 

For every order, controller has to perform several operations in right sequence. 

Operation can be: reading measurement to determine the state of generator, using 

action device, sending information and so on. Sequences for listed orders are: 

 

Stop routine: 

if(generator is not working): 

 respond(generator is off) 

 exit routine 

turn key to off 

if(generator_is_not_working): 

 respond(generator_is_off) 
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else 

 respond(error) 

Start routine: 

if(generator_is_working): 

 respond(generator is on) 

 exit routine 

turn key to star 

if(generator is working): 

 turn key to on 

 respond(generator is on) 

else 

 turn choke to on 

 for 3 times: 

  pull rope 

  if(generator is working): 

   exit loop 

turn choke to off 

if(generator_is_working): 

 respond(generator is on) 

else 

 respond(error) 

4 Building the prototype 

Communication unit is built on Raspberry Pi [3]. Raspberry Pi is one board 

computer that can run Linux operating system. With operating system, Raspberry Pi 

has built in support for communications over Ethernet. Same device runs web server. 

Web server is used to host page with user interface for human operator. 

Data storage is solved using SQL database hosted on Raspberry Pi. Database 

makes handling data easier. Data can be added, received and transfer using any 

programming language with support for SQL database. In this setup, data can be 

added using low level language that’s used by microcontroller and presentation of 

data can be done using higher level or web language, suitable for web page user 

interface. Database is stored on memory card, which makes transferring whole 

database trivial. 

Generator controller operations are performed by microcontroller. Because of 

requirement of communication with Raspberry Pi, Embedded Pi [4] was chosen. 

Embedded Pi is a development platform for Raspberry Pi, Arduino and 32-bit 

embedded ARM. It is based on the STMicroelectronics STM32F103RB MCU[5]. It is 

used in standalone mode as a Cortex-M3 board connected with Raspberry Pi. 

Microcontroller reads, process and stores measurements made by measuring 

devices. State of generator is also determined from measurements. Some states of 
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generator are: generator_is_on, generator_is_off, generator_temperature_high and so 

on. Change of state can trigger procedures and in that way system regulate itself. 

Second task of microcontroller is to control action devices, and thru them, operate 

the generator. Action devices are controlled with PWM or other digital signals. 

Action devices have yet to be made. 

4.1 Safety and security 

Safety of this system needs to be address. Basic safety mechanism is a kill-switch, 

button or a switch that stops all action. Kill-switch is operated by human. System is 

able to stop itself if some conditions are met. For example, if generator is overheating, 

system can stop it. There are two levels of safety shutdown: generator shutdown and 

whole system shutdown. 

Error can appear in every part of the system. Errors have to be detected, logged and 

processed. Error detections can be performed by action devices and measuring units. 

Security problems for this system are the same as with every Ethernet network 

over power line. Using standard security measures for such networks is recommended 

[6]. 

5 Conclusion 

System for automated generator operation is described. Topology of this system is 

given and explained.  Communication and control are described in more details. 

Controller workflow is shown. Solutions for some parts of system are proposed. 

Realization of whole system is work in progress. After system is built and tested, 

integrations and optimizations can take place. Whole system can be built on single, 

custom made board.  
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Abstract. The study of the dynamic directed network is relatively new
and interesting subject in the research of the network analysis. The pur-
poses of this paper are represented and analyze DBLP as a directed
co-author network with dynamic quality.

Keywords: Co-author Network, Stationarity, Context, Directed Network

1 Introduction

The research of this paper is focused to study and find dynamic quality of co-
authors in dynamic directed network of DBLP. Co-author network of computer
science bibliography (DBLP)1 represents an example of dynamic complex net-
work which can be analysed by various methods from the point of view focused
on network evolution [1, 2]. It is also possible to investigate DBLP as a hetero-
geneous bibliographic network which contains multiple types of objects, such as
authors, venues, topics and papers, as well as multiple types of edges denoting
different relations among these objects.

In this paper, a directed co-author network is constructed using context.
Context is created by extracted terms which author used in titles of articles.
Different sets of terms used by different authors then give the orientation and
the weight in a new evaluation of relations in the co-author graph using the
context. Therefore, a dynamics of evaluated directed network is determined not
for the whole network or co-author communities, but for individual authors and
their co-authors. At final we proposed a modified method for determination of
some dynamic centrality for a directed dynamic network.

2 Directed Co-Author Network with Context

DBLP (Digital Bibliography Library Project) is a computer science bibliography
database hosted at University of Trier, in Germany. It was started at the end

? This paper is based on article named ‘Dynamic Centrality for Directed Co-Author
Network with Context’. Therefore I would like to thank co-authors, namely Pavla
Dráždilová, Jan Martinovič, Kateřina Slaninová for cooperation with this article and
agreement to its publication.

1 Computer science bibliography (DBLP) website: http://dblp.uni-trier.de/

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 311–315.
VŠB – Technical University of Ostrava, FEECS, 2014, ISBN 978-80-248-3458-0.
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of 1993 and listed more than 2.1 million publications in January 2013. DBLP
has been a credible resource for finding publications, its dataset has been widely
investigated in a number of studies related to data mining and social networks
to solve different tasks such as recommender systems, experts finding, name am-
biguity, etc. Even though, DBLP dataset provides abundant information about
author relationships, conferences, and scientific communities, it has a major lim-
itation that is its records provide only the paper title without the abstract and
index terms.

From DBLP dataset we create graph of co-authors. We use terms for evalu-
ation of the relation between co-authors. We extend standard evaluation of the
relation, which is based on the number of the join publications or articles, by a
factor that represent context between author and terms selected from the term
set. Term set is understood as a collection of all keywords, which are extracted
from titles of articles.

In paper [3] for evaluation the relation between co-authors in undirected
graph used ContexScore. We enriched this evaluation for directed graph and used
ContexScoreD and calculated it for selected time periods as ContexScoreP . A
detailed description of new ContexScoreD and ContexScoreP was published in
[4].

3 Dynamic network analysis

Dynamic network analysis (DNA) varies from traditional social network analysis.
DNA could be used for analysis of the non static information of nodes and edges
of social network. DNA is a theory in which relations and strength of relations
are dynamic in time and the change in the one part of the system is propagated
through the whole system, and so on. DNA opens many possibilities to analyse
and study the different parts of the social networks. We can study behaviour of
individual communities, persons or the whole graph of the social network.

We focus to analyse the behaviour of neighbourhood (exactly adjacent ver-
tices) of selected author extracted from the network during a time period. The
proposed approach which use dynamic metrics is inspired by work of Palla et al.
[5].

Palla et al. [5] evaluate communities in the network using AutoCorrelation
function. However, we are interested in dynamics of individual nodes in the
network and their neighbourhood rather then dynamics of different communities
in the network. Therefore, we have defined Stationarity for N(Ai, tv), a set of
the all neighbour nodes.

Provided that we consider for each moment an unitary relation weight
w(Ai, Aj , tv) = 1 then original AutoCorrelation can be modified to Eq. 1:

C(Ai, tv, t) =
|N(Ai, tv) ∩ N(Ai, tv + t)|
|N(Ai, tv) ∪ N(Ai, tv + t)| = (1)
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=

∑
Aj∈(N(Ai,tv)∪N(Ai,tv+t))

w(Ai, Aj , tv)w(Ai, Aj , tv + t)

∑
Aj∈(N(Ai,tv)∪N(Ai,tv+t))

(max(w(Ai, Aj , tv), w(Ai, Aj , tv + t)))2

Then consider, that the time axis is equidistantly divided into the years, for
example t0 = 2000, t1 = 2001, . . ., tmax = 2014 and t is 1 year.

The Stationarity of neighbourhood of author Ai is defined as the average
AutoCorrelation between subsequent states:

ζ(Ai) =

∑tmax−1
tv=t0

C(Ai, tv, t)

tmax − 1− t0
, (2)

where t0 denotes the begin of the observation, tmax is the end of the observation
and t is a step. Thus, (1 − ζ) represents the average ratio of members changed
in the period [5].

We extend our approach for the directed network with context which is cre-
ated from terms. We look on the Stationarity of neighbourhood from directed
point of view. The directed edges evaluated by ContextScoreD(Ai, Aj) describe
the influence power of author Ai into author Aj . AutoCorrelation is defined by a
number of neighbours of the selected node. Due to this reason, the original defi-
nition would be Cin = Cout. However, this approach is not sufficient. Therefore,
we have decided to eliminate a specific amount of edges by specific parameter
diffij . A detailed description of diffij was published in [4].

We have left the edges in both directions, if the authors influence each other
by the nearly same power. If one of the authors influences the other bound more,
the stronger edge has been left during the reduction.

Then we definite the AutoCorrelation in directed way by the Eq.3 The Au-
toCorrelation function Cin/out(Ai, tv, t) is used to quantify the relative over-
lap of directed weighted edges between two neighbourhoods Nin/out(Ai, tv) =
{Aj ;ContextScore(Aj/i, Ai/j , tv) > 0} of the same author Ai at t time steps
apart:

Cin/out(Ai, tv, t) =
|Nin/out(Ai, tv) ∩ Nin/out(Ai, tv + t)|
|Nin/out(Ai, tv) ∪ Nin/out(Ai, tv + t)| i = 1, . . . , |A|. (3)

The StationarityD of neighbourhood of author Ai in directed graph is de-
fined as the average AutoCorrelation between subsequent states:

ζin/out(Ai) =

∑tmax−1
tv=t0

Cin/out(Ai, tv, t)

tmax − 1− t0
, (4)

The more increases Cin(Ai, t0, t), the more dynamically is Ai influenced by
its neighbourhood. If ζin(Ai) = 1 then the influence of neighbourhood into Ai is
more static in time. If ζin(Ai) < 1 then the influence of neighbourhood is more
dynamic.
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The more increases Cout(t), the more dynamic is the influence of Ai into its
neighbourhood. If ζout(Ai) = 1 then the influence of Ai into its neighbourhood
is more static. If ζout(Ai) < 1 then the influence of Ai into its neighbourhood is
more dynamic.

4 Experiments

To demonstrate experiments, we have generated weighted directed co-author
graphs for each year from 1980 to 2014 in the experiments. The first phase of
the experiments was focused on directed edges weighted by context
ContextScoreP (Ai, Aj , t0, tmax), see [4]. Based on the consideration about the
graph reduction and the reduction of less important edges due to obtaining a
real image of the author’s neighbourhood, we have defined diffij = 0, 01 and
have removed the edges.

We have concentrated on several selected authors during last years in the
experiments.

We can see the values of Stationarityin and Stationarityout for the author
A1 in Tab. 1 and Tab. 2. The values are absolutely identical, which in our
evaluation means that the dynamics of the neighbourhood that influences the
author A1 and the dynamics of the neighbourhood that the author A1 influences
is the same. Since the values are small, we are talking about a relatively dynamic
neighbourhood of the author A1. Very similar situation is for the author A2 with
the difference that his/her neighbourhood is more stable then the neighbourhood
of the author A1. Observing the author A3, see Tab. 2, we can find the gradual
increase of the values of Stationarityout. This can be interpreted as a possible
stabilisation of the neighbourhood, to which has the author A3 influence. It
can be possible to predict its better stabilisation in the future. Considering
the neighbourhood, which has the influence to the author A3, we can see in
Tab. 1 that Staionarityin stays nearly on the same value during the analysed
time period. That means that the co-author community of the author A3 that
influences him/her is permanently dynamic and do not stabilises.

Author ζin2005− 2010 ζin2006− 2011 ζin2007− 2012 ζin2008− 2013

A1 0.17334 0.17123 0.16423 0.16728
A2 0.22614 0.23612 0.22833 0.21554
A3 0.24186 0.27344 0.27344 0.29395
A4 0 0 0.08 0.18
A5 0 0 0 0.033
A6 0.22051 0.21232 0.180505 0.20777

Table 1. Stationarityin for selected authors and selected time period
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Author ζout2005− 2010 ζout2006− 2011 ζout2007− 2012 ζout2008− 2013

A1 0.17334 0.17123 0.16423 0.16728
A2 0.21446 0.22445 0.22375 0.21554
A3 0.22282 0.24504 0.23852 0.24236
A4 0 0 0.08 0.18
A5 0 0 0 0.075
A6 0.19422 0.19068 0.16129 0.19462

Table 2. Stationarityout for selected authors and selected time period

5 Conclusion

In the paper, we proposed a modified method for determination of Stationarity
in a directed network. As the edge evaluation by ContextScoreD means the
knowledge scope, which one author can provide the other author, the Stationarityout
during the time corresponds with the influence power, which one author could
have to the other co-authors. Contrary to the previous statement, Stationarityin
during the time corresponds with influence power from the other co-authors to
the given author. Presented experiments show that the stability measure of the
selected authors is low and the set of co-authors change in time. Moreover, the
influence power of the author to his/her neighbourhood differs from the influ-
ence power from his/her neighbourhood to the author. We intent to focus on
other types of weighted directed networks, in which is important to determine
Stationarity of its members in the future.

6 List of publications

Dynamic Centrality for Directed Co-Author Network with Context
A. Babskova, P. Dráždilová, J. Martinovič, K. Slaninová, In proceedings of the
CISIM2014, 2014
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Abstract. Onedimensional or multidimensional range query is one of
the most important query of physical implementation of DBMS. The
number of compared items (of a data structure) can be enormous espe-
cially for lower selectivity of the range query. The number of compare
operations increases for more complex items (or tuples) with the longer
length, e.g. words stored in the R-tree. Due to the possibly high number
of compare operations executed during the range query processing, we
can take into account hardware devices providing a parallel task compu-
tation like CPU’s SIMD or GPU. In this paper, we show different variant
of the range query algorithm using CPU and GPU. These variants have
different scalability and performance. We need to identify pros and cons
of earch algorithm and use advantage of each one in a DBMS kernel.
Keywords: range query processing, multidimensional range query, GPU,
CUDA, rtree

1 Introduction

Range query (or range scan) [9] is one of the most important query of physical
implementation of DBMS [7]. There are two basic variants: onedimensional and
multidimensional range query. DBMS often utilize two types of data structures
(and algorithms) supporting these range queries.

Onedimensional range query is often implemented in a data structure like
a B-tree [2] and it can be processed in an execution plan of the following
SQL statement: SELECT * FROM T WHERE ql1 ≤ T.atr1 ≤ qh1 . Multidimensional
range query is often implemented by multidimensional data structures, e.g. n-
dimensional B-tree [5], R-tree [6] or the R*-tree [3] and it can be processed for
the following SQL statement: SELECT * FROM T WHERE ql1 ≤ T.atr1 ≤ qh1 AND

. . . AND qln ≤ T.atrn ≤ qhn . In other words, this query retrieves all tuples of
an n-dimensional space matched by an n-dimensional query rectangle.

In generally, there are no significant differences between one and multi-
dimensional range queries; both range queries must compare individual values
of a tuple. We aim our effort to the multidimensional range query in this work
summarizing our article [1].

The R-tree is one of the most popular multidimensional data structure which
is utilized in commercial database systems. This data structure bounds spatially

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 316–321.
VŠB – Technical University of Ostrava, FEECS, 2014, ISBN 978-80-248-3458-0.
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near points by multidimensional rectangles. It supports various types of queries,
e.g. point and range queries. In the case of the R-tree, the range query returns
tuples in a query multidimensional rectangle (QR).

A general structure of the R-tree is shown in Figure 1.

R1 R2

R3 R4 R5 R6

p2 p4 p10 p6 p9 p1 p7 p3p8 p5 p11
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R2
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p11

Fig. 1. Planar representation and general structure of the R-tree

It is a hierarchical data structure representing spatial data by the set of nested
n-dimensional minimum bounding rectangles (MBR). Each MBR is defined by
two tuples QL and QH, where QLi ≤ QHi, 1 ≤ i ≤ n. If N is an inner node,
it contains pairs (Ri, Pi), where Pi is a pointer to a child of the node N . If R is
the inner node MBR, then the rectangles Ri corresponding to the children Ni

of N are contained in R. Rectangles at the same tree level may overlap. If N is
a leaf node, it contains pairs (Ri, Oi), so called index records, where Ri contains
a spatial object Oi. Each node of the R-tree contains between m and M entries
unless it is the root and corresponds to a disk page.

2 Multidimensional Range Query Processing

In the case of the multidimensional range query, we have two primitive oper-
ations: IsInRectangle, returning true if a tuple is in the query rectangle, and
IsIntersected, returning true if a rectangle (or MBR – minimal bounding rectan-
gle) intersects the query rectangle. These operations are used in both sequential
as well the R-tree range query implementations. Both these operations must
perform two compare operations for each dimension. However, in [4], we show
that it is not necessary to check all dimensions in the case of the conventional
implementation and it is the reason why the SIMD implementation is not always
successful.

The n-dimensional range query returns all items of n-dimensional space (tu-
ples or spatial objects) matched by the query rectangle (QR). The query rect-
angle is defined by two n-dimensional tuples QL and QH like in the case of the
MBR, and we require QL ≤ QH. In the case of point data, a tuple is matched if
it is in the QR. In the case of spatial objects in leaf nodes, an object is matched
if its MBR is intersected by the QR.
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2.1 Range Query Processing Using CPU

We utilize three common approaches to traverse the r-tree. In the case of depth-
first search (DFS) algorithm traverses the tree from the root node and follows
only relevant items in each inner node. An item is relevant if its MBR is inter-
sected by the query rectangle; the IsIntersected operation is invoked for this
test. The range query algorithm search all subtrees recursively and it is finished
after all relevant subtrees are processed. All matched items in leaf nodes are
added to buffer. When buffer reaches its capacity all leaf nodes are tested. In
the case of point data in leaf nodes, a tuple is added to the result if it is in the
query rectangle (the IsInRectangle operation is used for this test). In the case
of spatial objects in leaf nodes, an object is add in the result if its bounding
rectangle is intersected by the query rectangle.

Second approach is based on breadth-first search (BFS) algorithm. In
this case algorithm travers the r-tree level by level. We utilize two buffers. One
for current level and another for relevant child nodes. At the beginning first
buffer contains only root node. We search all nodes in first buffer and if there
are relevant child nodes matched by the query rectangle they are placed in
the second buffer. We use same methods IsIntersected for inner nodes and
IsInRectangle for leaf nodes. When first buffer is completly searched we switch
buffers. The first buffer contains relevant nodes from previous search and second
one is empty. The algorithm continues until it reaches leaf level.

We also propose combined algorithm called depth-breadth first search
(DBFS). This combines both previous approaches. In this case we need buffer
for each level of the r-tree. We start searching the r-tree by DFS manner. When
an item is relevant instead of searching we place it in buffer for next level. If the
buffer for next level is full we search it in order to clear buffer and continue with
current level. When all nodes in current level buffer were searched we continue
by searching next level.

2.2 Range Query Processing using GPU

Our GPU range query algorithm is written in C++ and CUDA SDK for the
compute capability 2.0 and higher [8]. In the area of GPU algorithms, a common
technique is to arrange data for needs of the GPU algorithm. Since we suppose
common row-oriented DBMS, input data are unchanged in the form of n-tuples.
We do not consider another tuple arrangement, e.g. column-oriented [10].

In the case of the GPU algorithm we use same approaches as for the CPU.
Only search part is executed on the GPU. The difference between CPU algorithm
is that we need to transfer all nodes to GPU’s memory first. After all leaf nodes
are transfered to GPU’s memory we invoke GPU algorithm. The GPU algorithm
cannot access CPU’s memory so we cannot add corresponding items directly into
result set. Instead we return only vector of informations which tuples should be
added to result. The result set is then filled on CPU based on returned vector.
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3 Experimental Results

In our experiments, we compare the performance of range query processing using
CPU and GPU algorithms on various data collections and devices. We tests all
three aproaches (BFS, DFS an DBFS).

Due to lack of space we only present result for POKER1 data collection.
Characteristics of collection are shown in Table 1.

We tested the performance for 40 range queries for each data collection di-
vided to 4 query groups according to the selectivity. All range queries were 10×
repeatedly executed and results have been averaged for one query. For searching
the R-tree we used prefetching. We stored leaf nodes in buffer of capacity 512.
When the capacity of buffer is reached we invoke searching on CPU or GPU.

Table 1. Collection Characteristics

Data Collection Tree Height #Inner nodes #Leaf nodes Index size [MB] #Entries

Poker 5 3,176 35,345 78.9 1 000 000

In Tables 2, 3 and 4 we show performance of CPU and GPU algorithms2.
In the case of GPU we consider only situation where all data are already strored
on the GPU. For all search methods we can see GPU’s performace is up to
40% better in the case of low selectivy. For higher selectivity the performance of
CPU is better or similar. The reason of this is because the work load for such
situations is low and we cannot fully utilize GPU resources. We also compare
the performace between different search techniques. From results it is obvious
breadth first search has slightly better performance than depth first search or
their combination depth-breadth first search. In case of BFS we use large buffer
to contain all nodes to be searched. But in most situations the buffer capacity
will not be sufficient. We handle buffer overflow with combined algorithm DBFS.
The results show the DBFS performace is about 10% worse over BFS.

As we described in the previous chapter. GPU’s algrithm cannot fill result set
directly. In Table 5 we depicted performance of both algorithms without adding
to the result set. The performance of single GPU algorithm is up 2.1× better.

1 http://archive.ics.uci.edu/ml/datasets/Poker+Hand
2 The experiments were executed on NVIDIA Geforce GTX 550 Ti with 1GB of DDR5

(Memory speed 4,104 Mhz), 4 SM, 48 cores/SM; Intel Core i5-P2450 3.2Ghz, 6.0 MB
L2 cache; 8GB of DDR3; Windows 7 SP1.
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Table 2. R-tree Range Query Results for DFS

Result
Size

DFS
CPU GPU # IN # LN

1 0.0001 0.0002 53.2 10.8

283.2 0.0033 0.0034 1722.8 1046.4

22194.8 0.0248 0.0222 10757.2 8328.8

425567.3 0.1121 0.0791 32264.5 27101.5

Table 3. R-tree Range Query Results for BFS

Result
Size

BFS
CPU GPU # IN # LN

1 0.0001 0.0006 21.7 10.8

283.2 0.0033 0.0041 338.7 1046.4

22194.8 0.0267 0.022 1214.7 8328.8

425567.3 0.1142 0.0748 2582 27101.5

4 Conclusion

In this article, we compared CPU and GPU variants of range query algorithms
in the R-tree. Based on our experimetns we identified some bottlenecks of pro-
cessing on GPU.

We summary the results. (1) The results of GPU shows the algorihm can
be faster for low selectivity. (2) Performance of GPU algorithm is significantly
reduced by data transfer (3) In the case of insufficient work load the GPU can
be very ineffective.

As a result to an integration into a DBMS kernel we must solve mainly these
issues. In current state of the art we already make some precautions

– We inluded GPU node cache in order to reduce data transfers to GPU.
– We designed GPU load balancing algorithm to fully utilize search on GPU.

In our future work we need to implement an query processor which will
be able to plan ranqe query execution for best performance using all available
devices.

Table 4. R-tree Range Query Results for DBFS

Result
Size

DBFS
CPU GPU # IN # LN

1 0.0001 0.0008 21.7 10.8

283.2 0.0032 0.0033 338.7 1046.4

22194.8 0.0259 0.0182 1214.7 8328.8

425567.3 0.1093 0.0674 2582 27101.5
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Table 5. Comparison of Range Query Algorithms Without Adding to Result

Result CPU Algorithm GPU Algorithm Speedup
Size [ms] [ms]

1 0.0001 0.0002 0.4x

283.2 0.0025 0.0017 1.5x

22 194.8 0.0189 0.0106 1.8x

425 567.3 0.0671 0.0322 2.1x
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Abstract. In this paper we describe how we used fuzzy k-means method
for stains identifying and counting. We used well known method for image
segmentation to identify stains. We describe how we created some stain
patterns and how we used them to stains bordering and counting by
hierarchical clustering.

Keywords: image analysis, image processing, image segmentation, fuzzy, cluster-
ing, fuzzy clustering, fuzzy c-means, nanoparts

1 Introduction

Image analysis is very important in a lot of tasks - i.e. in medical images we can
detect cancer[6], in production we can detect some defects, etc...[1] Image anal-
ysis or image processing contains a lot of methods which we can use to detect
some features (as shapes, colors, textures, ...).[9] We can divide image analysis
into several phases. First phase is about image capturing. It is very important
phase because of noisy and demands on equipment.[9] In case of nanomaterials
we need accurate electron microscopes. If there is noise on medical images there
may be some feature false detected.
In next phase we need divide image into some classes by some features. This
phase is called as segmenantation. It is very important in automatic image anal-
ysis because entities of interest are extracted for next processing as description
and recognition.[9] There are a lot of methods how to image can be divided
into classes. Fuzzy k-means (c-means) is well known method for fuzzy clustering
and image segmentation.[2][3][4][5][6] The aim of clustering is divided data into
clusters so that entities in clusters are as similar as possible. In fuzzy clustering
each entities is in each cluster but it is associated with each cluster by set of
membership level.[7]
Fuzzy k-means algorithm is based on iteratively minimizing cost function 1 where
N is set of data, C is set of cluters, uij is membership data xj to ci and vi is
i-th cluster center. Membership functions are updated by equation 2 and clus-
ter center are updated by 3. Parameter m is fuzziness parameter. In most of

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 322–327.
VŠB – Technical University of Ostrava, FEECS, 2014, ISBN 978-80-248-3458-0.
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application it is set to 2.[8]

J =
N∑

j=1

C∑

i=1

umij‖xj − vi‖2 (1)

uij =
1

∑C
k=1(

‖xj−vi‖
‖xj−vk‖ )

2/(m−1)
(2)

vi =

∑N
j=1 u

m
ijxj∑N

j=1 u
m
ij

(3)

2 Experiment

2.1 Collection

Data collection was created by two images of nanoparts. These images were in
gray scale. Because we didn’t know which area is created by stains and which
didn’t we created collection of ten images for each origin image. Images in this
collection were in black and white only, didn’t in gray scale. These images were
created by c-means method known as fuzzy k-means. This method is known
in area of computer graphics. We used non-overlap blocks created by 3x3 pix-
els from original image. These blocks were clustered by fuzzy k-means into 10
clusters. We gave color to each cluster so that cluster contained darker blocks
assigned color was warmer and vice versa.
We used both algorithms, k-means and c-means, with different block size - 2x2,
3x3, 4x4 and 8x8 pixels. When we used blocks 8x8 pixels for clustering, results
were very poor. So we could use 2x2 or 4x4 pixels so we decided to use average
- 3x3 pixels. We tried on different clusters count - 3, 5 and 10 clusters. If we use
more cluster result is more precise. So we used 10 clusters after that. Both algo-
rithms were set to same finish condition parameter. This parameter is distance
between two last iterations. We set it to 0.01. This distance was measured by
euclidean distance. Fuzziness parameter m was set to 2.

2.2 Pattern of stains

We created some patterns because of search of stains. These patterns had 3x3
pixels. There were some shapes which can identify stains. We generated all shapes
by combination of black pixels -from one black pixel and 8 white pixels to 9 black
pixels. For our work we assumed only pattern with more then five black pixels
can be interested. From these patterns of interested we selected manually about
30 patterns which can identify stains. There are some instances of patterns on
Figure 1.
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Fig. 1: Instances of stain patterns

2.3 Search of stains

In order to identify stains we created overlapping blocks 3x3 pixels from black
and white image created by c-means by sliding window about 1 pixel in x and y
axis. Each block was compared with each pattern. If block was same as pattern
then it was marked as part of a stain. Blocks which was not marked was removed.
We assumed if blocks are overlapping then they must created stain.
We looked for stains in two phases. At first we did not use pattern with all
black pixels. Result of this was method for stains bordering. At second phase
we used all patterns. This method created similar image as c-means method.
The goal of this method was identify what is stain. We edited this method so
that we assigned a number to each block. If two blocks are overlapped they are
created by same stain. We changed block number to same. It is like hierarchical
clustering. But we don’t know count of clusters. We clustered blocks by count
of overlap pixels.

3 Results

There are some information about input images in table 1. We tried k-means
to identify similar blocks at first. Then we compared these results with c-means
algorithm. You can see it on Figure 2 and 3. As we wrote above darker points
have warmer color and vice versa. But image created by c-means algorithm can
be created with better representation of color. You can see c-means algorithm
identifies stains better than k-means. Darkest areas - areas with warmest color -
are smaller on image created by c-means then the darkest areas on image created
by k-means.
On Figure 4 is shown how to bordering works. At first there is image created
by c-means. This image is created by drawing of clusters which contain blocks
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with the first, second and third darkest stains. Then we applied comparison of
overlap blocks and our patterns and created stains border. Finaly, we redrawed
borders to input image.

In table 2 and 3 is count of stains on images. We mention only two images
created by c-means for each input image. These images was created by the first
and the second darkest color by c-means clusters. X in table means count of
overlap blocks. The first row is for first input image so that we created new
image only from the first darkest cluster. Second row is for image created by the
first and the second darkest cluster. Third row is for second input image etc...

Image Count of non overlapping blocks Count of overlapping blocks Resize of image
4_17 87552 782595 1024x768
4_18 157896 1413846 1376x1032

Table 1: Information about input images

Fig. 2: Comparison of images created by k-means and c-means

Image X > = 1000 1000 > X >= 500 500 > X >= 250
1_1 4 14 11
1_2 14 5 26
2_1 18 14 19
2_2 29 24 43

Table 2: Count of stains on images



326 Petr Berek, Jan Platos, and Vaclav Snasel

Fig. 3: Comparison of images created by k-means and c-means

Fig. 4: Stains bordering

Image 250 > X >= 125 125 > X >= 62 62 > X >= 31
1_1 16 15 35
1_2 22 45 65
2_1 38 67 153
2_2 87 205 285

Table 3: Count of stains on images
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4 Conclusion

We described our method for stains counting on images. We used standard
method used for image segmentation - fuzzy k-means - to identify which pix-
els could create stains. Then we created some stains patterns and we showed
how to use them to stains bordering and counting. We carried out this method
on two images only because we don’t have larger dataset. But we want to improve
this method and try it on larger dataset.
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Abstract. Analytical programming is a method that generates the el-
ementary functions often very complex functionalities that can be used
in the symbolic regression. Symbolic regression is data substitution with
appropriate mathematical formulas that best fits a given dataset, in this
case stock markets data.

1 Introduction

Symbolic regression [1] represents a process during which measured data setsare
fitted, thereby a corresponding mathematical formula is obtained in an analyt-
ical way. Algorithms that solves symbolic regression are Genetic programming,
Grammatical evolution, Analytical programming. AP is a new method of sym-
bolic regression and is described and used in this paper. AP is a grammar free
algorithmic structure. It can use any Evolutionary Algorithm, in this case Ge-
netic algorithm (GA) and Particle swarm optimization (PSO), described later.
AP is used with markets data and implementation, results are described in this
paper together with suggestions for future work.

1.1 Analytical programming

Analytic programming (AP) is new method of symbolic regression. The basic
principles were developed and published in [2, 3]. It is based on different prin-
ciples than genetic programming or grammatical evolution, these principles are
described in [2]. AP can use any genetic algorithm. This paper uses genetic algo-
rithm (GA) and particle swarm optimization (PSO) described later. AP is based
on the set of functions, operators and terminals. All this mathematical objects
form functional set with different number of arguments called general functional
set (GFS), that AP uses for synthesize appropriate solutions. This paper uses
these subsets:

The AP individuals consist of non-numeric expressions (operators, functions)
that are represented in the evolutionary process by the integer indexes. This
index is then used as a pointer to a set of terms that AP uses to synthesize
target program to evaluate the objective function.

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 328–333.
VŠB – Technical University of Ostrava, FEECS, 2014, ISBN 978-80-248-3458-0.
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GFS(all)= {+, -, *, /, Sin, Cos, Tan, Cot, 1, Xt, Xt−1, Yt, Yt−1, Zt−1, Yt−2}
GFS(2 arguments)= { +, -, *, / }
GFS(1 arguments)= {Sin, Cos, Tan, Cot}
GFS(0 arguments)= {1, Xt, Xt−1, Yt, Yt−1, Zt−1, Yt−2}

Table 1. Subsets of the grammar’s symbols

AP is therefore a series of functional mapping. Though it is necessary to
comply with the rules, to ensure that every individual will represent a unique
function. Example of this mapping is shown in the [obrazok 1]

Fig. 1. Substitution algorithm of analytic programming method

1.2 Particle swarm optimization

The PSO is the evolution algorithm based on swarm intelligence [7]. The main
part of this approach is to look for the answer in n-dimensional hyperspace.
In this area there are spread all individuals, called particles, to come thru it,
communicate to each other and evaluate themselves to get the best position.

Each particle is defined by its vector determining its position, its velocity
to proceed the movement and the memory of the latest best position. The best
position could be taken from all particles in the space or from the smaller amount
of them. In case of creating local extremes instead of global ones, we call, the
PSO is using the item of neighborhood [8]. In this case the particles are not
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affected by the whole group, but only by their adjusted neighbors, that were
chosen randomly to get more opportunities in finding the solution.

The PSO is using the objective function to get the fitness evaluation of the
particle in each iteration. The objective function is the same as in the GA ap-
proach, to fit the historical data of the predicted time set.

1.3 Genetic evolution

The GA is an algorithm inspired by the evolution theory described by Darwin
[5]. There is a defined set of individuals forming the population and each of
this individual is simply described only by its vector of defined length. The first
population is created from the seed, the random number, obviously taken from
some random number generator.

There is a fitness function for candidates evaluation and according to the
evolutions theory, the best one has to be kept and used for creating the new
generation. The new generation is made by crossover of the best individuals
from the previous generation. This approach has to keep the best properties, that
are founded in the generation. In the end of crossover, there can be optionally
used the added mutation, which stands for the change of the one random bit in
breeded individual. This brings to the system some added randomness.

After the defined amount of generations, there is a hypothesis that the best
candidate from the last population will brings the closes answer to the given
problem. The problem was adjusted the same as in the case of the PSO algorithm.

2 Experiment Design

Experiments in this paper are focused to obtain polynomial that will represents
stock markets data. These data are Microsoft daily data from years 2010, 2011
and 2012. Variables for polynomials are markets daily open, close prices and
volumes.

Analytical programming is implemented in Java and connected firstly to PSO
and then to GA. PSO is supported by Java library JSwarm and GA was obtained
from the ECJ framework [9]. Created polynomials by AP has to be evaluated
and for this purpose is used connection to Matlab, where in loop we can compute
the sum of all differences between compared time sets and time sets made by
polynomials.

Open and close prices are highly correlated and AP can this issue reflect
by generating bad results when it will return closet = opent as enough good
polynomial. To avoid this not wanted results, there is implemented checking of
the length of the polynomials and all polynomials of length one are penalized as
individuals with zero fitness value.

3 Conclusions

At first we have to say that the quality of results does not depend on analytic
programming but on chosen evolution algorithms and their setting. This becomes
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GA PSO

individuals / particles 150 40
generations / iterations 100 100
genotype length 1000 1000
mutation probability 100%
max velocity 50

Table 2. Adjustment of the optimization algorithms

the weakest part of our concept. As it was mentioned in previous chapter, the
fitness was not only to minimize the differention between polynomials time set
and the fitted time set, but it was adjusted to find good enough polynomial.
There was issues like, the polynomial consists only of one item, the polynomial
generates time set that contains equals values to open or close prices, etc. All of
these candidates was penalized by zero fitness value. The other issue appears to
us the crossover in case of GA and the orientated movement in case of PSO. The
one-point crossover [6] does not guarantee that the new individual will make
better polynomial or even valid one. Here you can see the progress of fitness
values over 100 generation.

Fig. 2. GA’s fitness progress

The progress is unstable and its almost randomly option to get better indi-
vidual in next generation from the previous.
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The combination of the Analytical programing and GA created polynomial
that consists of three parts with closely fitting to close values.

closet = opent−1/(volumet−1−closet−1)−closet−1−sin(opent/volumet−1) (1)

As you can see, the parts that contains division by volume are very close
to zero, because of high values of volume time set and this makes the result
almost equal to close value moved one iteration back. Unfortunately this result
is insufficient. The progress of resulted polynomial according to fitted time set
you can see in chart below.

Fig. 3. Progress of polynomial’s time set according to fitting data

Results of combination of the AP and the PSO are similar as before. It
created polynomial that generates data very close to original markets data. The
movement of PSOs particles was very early affected by best position of founded
polynomial that reflects only values of the open prices time set. Adding more
and more iterations does not improve the result.

closet = tan(opent/opent−1/opent−1)− opent−1 (2)

3.1 Future work

Because the results of our experiments was insufficient, there we have to intro-
duce our next steps in our work.

First of all, it has to be implemented the crossover that works based on the
symbolic regression parts [4]. Crossover like this will split the whole individuals
vector into blocks, each of them will represent the part of the polynomial and
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the crossing of them will guarantee that all new candidates will keep the best
properties from previous generation and will be valid.

The next step will to extend the amount of added constants. This we can
proceed by finding correlated time series thru market data. In this task we can use
some kind of self-organizing maps [10] or other algorithms. The more constants
we have, the more combination has our evolution algorithm.

And the last task that seems to be really necessary is to do some preprocessing
of input data to prevent result like this. The preprocessing can be for example
differentiation of the time set.
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Abstract. The time-series forecasting is a significant area of Machine
Learning field. Neural Networks are heavily used models for forecasting.
This paper presents type of Neural Network under the name Flexible
Neural Tree and its performance in Pseudo-Periodic Time-Series fore-
casting.
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1 Introduction

The Flexible Neural Tree (FNT) has been used in many time-series forecasting
problems in past. This model has irregular flexible tree architecture and it is
optimized during learning procedure by one of the available tree optimization
algorithms. Tree parameters including weights of connections between nodes
and parameters of activation function in functional nodes may be optimized by
global continuous optimization techniques. This paper presents performance of
FNT on simulated Pseudo-Periodic time-series and it is organized as follows: in
section 2 theory of FNT is presented with Genetic Programming and Particle
Swarm Optimization algorithms used for topology and parameters optimization
respectively, in section 3 performed experiments are described with results dis-
cussion and finally in section 4 conclusion of FNT performance is presented.

2 Flexible Neural Tree

Flexible Neural Tree (FNT) is a kind of Neural Network (NN) introduced in [4,
5]. It is multilayer feed-forward NN where the topology is represented as a tree
containing functional nodes with activation functions and leaf nodes as inputs
to the network. Output of the network is the root functional node in the tree.
This tree topology is constructed in an automatic way during evolution process.
This allows to find the optimal tree structure design and also selects appropriate
inputs to the network. Also connection weights between nodes and activation
function parameters are optimized during evolution process. Advantage of FNT

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 334–339.
VŠB – Technical University of Ostrava, FEECS, 2014, ISBN 978-80-248-3458-0.
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model is that for topology and tree parameters different optimization techniques
may be used. Topology construction may be done by Probabilistic Incremen-
tal Program Evolution (PIPE) [11, 4], Genetic Programming (GP) [2, 1] or Ant
Programming (AP) [3]. Tree parameters (connection weights and activation func-
tion parameter) may be optimized by global continuous optimization techniques.
Heuristic methods such as Genetic Algorithm (GA) [9], Differential Evolution
(DE) [14, 10] and Particle Swarm Optimization (PSO) [6, 13] are good for this
task.

2.1 Tree construction

A new tree is constructed from pre-defined instruction set S = F ∪T . Terminal
set T = {t1, t2, . . . , tNt

} consists of input nodes to the neural tree. Functional
set F = {+2,+3, . . . ,+Nf

} consists of functional node operators where +i has
i inputs. This functional node has a Gaussian parametric activation function.
Then output of functional node is:

out = f(a, b, net) = e−(
net−a

b )2 . (1)

Parameters a and b are adjustable. Parameter net is a total input charge of
functional node +i:

net =
i∑

j=1

wjxj , (2)

where wj is connection weight between functional node and input xj to this node.
Input xj to the functional node could be output from another functional node
+i ∈ F or input terminal node tk ∈ T . Output from network is computed by
depth first method for tree traversing from the root functional node to terminal
nodes.

2.2 Objective function

Accuracy evaluation of a neural tree during optimization is obtained using objec-
tive function. Supervised learning is processed on training set {(xp, yptar)} where
p = 1, . . . , P . The goal is to predict target output pattern yptar for given input
patern xp. Inaccuracy measure of obtained prediction yppre is computed by Mean
Square Error (MSE) defined in expression:

MSE =
1

P

P∑

p=1

(yppre − yptar)2. (3)

2.3 Topology optimization

Optimization of neural tree topology is performed by Genetic Programming
(GP). Theory of GP was introduced by Koza [8]. The algorithm starts with initial
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population of random created computer programs here presented as the trees.
Then iteration process is performed where in each step a new generation of trees
is created from previous generation. First, fittest individuals are selected using
tournament selection according to minimal MSE described in equation 3. Then
a new trees are created by genetic operators namely: reproduction, crossover and
mutation. The reproduction operation only copies one individual tree to a new
generation. The crossover operation creates two new trees from two old trees by
swapping their random picked sub-trees. The mutation is processed on one tree
by random changing of its structure by changing leaf nodes to another leaf nodes
or replacing one leaf node by new generated sub-tree or changing one functional
node to leaf node.

2.4 Parameter optimization

There are two kinds of parameters to optimize. Activation function parameters a
and b from each functional node and weight w connections between each node of
a tree. Optimization is performed by well known evolutionary algorithm Particle
Swarm Optimization (PSO). The PSO algorithm introduced by Kennedy and
Eberhart in 1995 [6] is inspired in social behaviors in swarm population. Swarm
consists of set of particles. Each particle i has its position pi and velocity vi in
multidimensional space of defined by optimized problem. Each particles stores
its best (local) position bi and also best (global) position bg in a swarm is stored.
Particles flies in multidimensional space and its movement is influenced by local
and global best positions. In each evolution step a new velocity for every particle
i on every dimension j is obtained by equation:

vij(t+ 1) = ωvij(t) + c1r1j(bij(t)− pij(t)) + c2r2j(bgj(t)− pij(t)) , (4)

where ω is inertia weight introduced in [12], c1 and c2 are constants that regulate
influence of local and global positions on particle. Variables r1j and r2j are
uniformly selected random numbers. New position of particle is computed from
previous position and a new velocity using following equation:

pij(t+ 1) = pij(t) + vij(t+ 1) . (5)

After position update of every particle in a swarm, particles are evaluated by
objective function and a new local bi and global bg optimal solutions are selected
according to the best evaluations.

Tree parameters a, b and w are encoded as a vector:

(a1, . . . , aNf
, b1, . . . , bNf

, w1, . . . , wNcon), (6)

where Nf is number of functional nodes and Ncon is number of connections and
it represents position of a one particle with size 2NfNcon. Output from PSO
is then best evaluated particle and it represents best parameters setting. As
objective function the MSE from equation 3 is used.
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2.5 FNT general learning algorithm

First, initial population of trees is randomly created. Then topology optimization
is processed by Genetic Programming algorithm for given number of iterations.
After optimization of topology, parameters of every tree in population are op-
timized by Particle Swarm Optimization, each for given number of iterations.
Tree with best objective function evaluation is stored. Then topology optimiza-
tion followed by parameters optimization is repeated until number of iterations
of whole learning algorithm is reached. Solution is the best evaluated tree of the
population.

3 Experiments and Results

Experiments were performed on Pseudo-Periodic Synthetic Time-Series Data
Set. This data were obtained from UCI Machine Learning Repository [7]. The
data appears highly periodic, but never repeats itself. It was originally designed
for testing indexing schemes in time series databases. There are 10 data columns,
each has 100000 samples. Each of this data column was generated by independent
invocations of the function:

y =
7∑

i=3

sin(2π(22+i + rand(2i))t), (7)

where 0 ≤ t ≤ 1. The goal for FNT was to predict next sample value from
window of previous samples. For experiments were picked first two data columns.
Experiments were performed for windows of 10 sample values to the past to
predict next 1st and 5th sample value to the future. Data sets were split to
training set with 70% of data and to testing set of remaining data. Final results
of FNT prediction on testing data set are shown in figure 1, comparing 1st
and 5th sample value prediction. It is obvious, that 1st sample value prediction
has better results than for 5th sample value prediction. Comparison of FNT
performance on different data sets and different predictions are shown in table 1
with final MSE for each result. Best result was obtained by predicting 1st data
sample on Pseudo-Periodic Data Set 1.

Prediction Pseudo-Periodic Data Set 1 Pseudo-Periodic Data Set 2

1st data sample 2.8319× 10−5 4.9124× 10−5

5th data sample 7.5873× 10−5 8.5625× 10−5

Table 1. Table of errors showing MSE for two data sets with 1st and 5th data sample
prediction with black solid line as a prediction and dashed red line as a target.
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Fig. 1. Results for Pseudo-Periodic Data Set 1 comparing 1st and 5th data sample
prediction.
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4 Conclusion

The Flexible Neural Tree is a specific type of Neural Network with meta-heuristic
techniques for finding good topology and settings of parameters in a tree. FNT
model is presented as a very powerful tool for time-series prediction. Its abili-
ties were proven for two benchmark Pseudo-Periodic Time-Series data sets with
good prediction results for both data sets. Best result was obtained for the first
Pseudo-Periodic Data Set with MSE equal to 2.8319× 10−5.
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Abstract. Human activity recognition is an active research area with
new datasets and new methods of solving the problem emerging every
year. In this paper, we focus on evaluating the performance of both clas-
sic and less commonly known classifiers with application to three distinct
human activity recognition datasets freely available in the UCI Machine
Learning Repository. During the research, we placed considerable limita-
tions on how to approach the problem. We decided to test the classifiers
on raw, unprocessed data received directly from the sensors and attempt
to classify it in every single time-point, thus ignoring potentially benefi-
cial properties of the provided time-series. This approach is beneficial as
it alleviates the problem of classifiers having to be fast enough to process
data coming from the sensors in real-time. The results show that even
under these heavy restrictions, it is possible to achieve classification ac-
curacy of up to 98.16%. Implicitly, the results also suggest which of the
three sensor configurations is the most suitable for this particular setting
of the human activity recognition problem.

Keywords: Human activity recognition, pattern matching, classification, compar-
ison

1 Introduction

Human activity recognition (HAR) is one of the more recent research topics
that recently gained on popularity and focus of both academic and commercial
researchers. Since human activity monitoring has a broad range of applications
like homecare systems, prisoner monitoring, physical therapy and rehabilitation,
public security, military uses and others, the motivation to create a reliable
human activity recognition system is considerable. More often than not, time
complexity of a classification algorithm is a limiting issue. While developing
new methods and optimizing the existing ones is certainly the correct way of
approaching the problem, it may not always be the most feasible as in some
signal processing problems it may prove difficult to classify the data as fast as
it is acquired. This is usually necessary because the signal is then processed as
a time-series and as such needs to be as continuous as possible. In this paper,

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 340–345.
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we attempt to alleviate this problem and focus on the possibility of recognizing
human activities from single time points (measurements) given only raw, un-
processed data from the sensors. Should this approach prove possible and even
reliable, the classifiers would no longer place limits on the operating frequencies
of the sensors, simply discarding measurements when the classifier is not ready
to process them without the risk of losing vital information.

2 Datasets

The datasets used in this paper have been acquired from the UCI Machine
Learning Repository where they are freely available to download along with
their description and related research papers. The goal of this paper is to learn
if human activities can be reliably recognized from single time points rather than
time series of a signal generated by the sensor systems without any prior pre-
processing. These conditions were met by three HAR datasets available in the
UCI repository: Physical Activity Monitoring for Aging People 2, OPPORTU-
NITY Activity Recognition Data Set and Localization Data for Person Activity
Data Set, shortened in the following text as the PAMAP2, Opportunity and
Localization datasets, respectively.

3 Orthogonal Matching Pursuit

Well described in [1], OMP is an iterative sparse approximation algorithm that
reduces data into a given number of sparse coefficients and thus can be consid-
ered a dimensionality reduction method. Given an overcomplete dictionary of
observations (measurements), for each observation to be classified, OMP picks
a number of the best fitting observations from the dictionary and uses them to
compute the sparse coefficients. Those are then checked against the dictionary
itself for similarity and classified.

The dictionary can be represented as an m× n real-valued matrix A, where
m is the length of an observation and n is the number of observations in the
dictionary (training observations). The iterative nature of the algorithm allows
for sparse coefficient number to be chosen in advance. It stands to reason to
limit the number of sparse coefficients s such that s ≤ m, although the number
can be truly limited only by the number of training observations, n.

Originally, the classifier proposed in [2] requires n = t × c, where t is the
number of training observations for a given class and c is the number of classes.
The classification algorithm requires the training set to contain the same number
of training observations for each class. It is also necessary to keep the observations
of a given class grouped together. Therefore, the training matrix has the form of
A = [a11,a21, ...,at1,a12, ...,atc], where aij , i = 1..t, j = 1..c is the ith training
observation of class j and length m.
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The proposed modification changes the meaning of t and the resulting number
of observations in the training set. Here,

n = ‖t‖1 =
c∑

x=1

tx, (1)

where t is a c-dimensional vector consisting of the numbers of training ob-
servations for a given class. By this, the limitation imposed on the number
of training observations in the original classification approach is lifted, yield-
ing a training matrix in the form of A = [a11,a21, ...,at11,a12, ...,atcc], where
aij , i = 1..tx, x = 1..c, j = 1..c is the ith training observation of class j and
length m.

The sparse coefficients are obtained by finding the sparse solution to the
equation

y = As, (2)

where y ∈ Rm is the query vector, A ∈ Rm×n is the training matrix and s ∈ Rn

is the sparse coefficient vector. The stopping criterion in the implementation is
reaching the sparse coefficient vector with the desired number of non-zero values.

3.1 Classification

To classify the query signal vector, a strategy of computing the residual value
from the difference between the query vector and its sparse representation con-
verted into the vector space of the training matrix vectors is employed. This is
performed for each class resulting in c residuals. The classification is then based
on the minimum residual. Formally, the classification problem can be stated as
follows:

arg min rk(y) = ‖y −Ask‖2. (3)

Here, sk is an n-dimensional vector with non-zero elements located only on the
indices corresponding to the kth class in the training matrix, hence the need for
the training samples of a given class to be grouped together in the matrix. The
algorithm could be described by the following steps:

– Set the iteration variable i to 1
– Replace all sparse coefficients with indices not corresponding to class i with

zeros
– Multiply the training matrix with the modified vector s
– Compute the `2-norm of the resulting vector
– Increase i by 1 and repeat for all classes
– Output the class whose `2-norm is the lowest

Computing the residuals is generally not computationally expensive and can
be performed in real time, depending on the size of the training matrix. Only
very large training matrices can slow the process down significantly.

Aside from the modification above, we also used a tensor adaptation that
we developed and described in [3]. This adaptation restructures the data into a
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Table 1. Averaged recognition accuracy for each of the classifier per dataset size
(Localization dataset)

Training set size

Classifier 10% 20% 30% 40% 50% TPM (ms)

10-NN 70.36 71.89 72.72 73.26 73.55 6.699
5-NN 70.28 71.53 72.22 72.64 72.93 6.059
3-NN 69.58 70.64 71.23 71.58 71.90 5.784
RF 67.01 68.57 69.35 69.92 70.30 8.276× 10−3

1-NN 67.23 68.08 68.54 68.82 69.03 5.901
CART 64.28 66.02 66.75 67.35 67.76 8.883× 10−4

OMPmod 64.17 65.10 65.62 65.95 66.21 9.597
OMP 63.17 64.22 64.82 65.17 65.43 6.495

OMPten 55.61 56.40 56.75 56.97 57.27 8.427
QDA 46.50 46.39 46.37 46.45 46.45 5.547× 10−4

LDA 37.12 36.96 36.95 36.90 36.99 5.125× 10−4

NCC 28.92 28.55 28.76 28.72 28.77 2.829× 10−4

tensor and implements elements of the ensemble paradigm into its classification
procedure. Experiments confirming its ability to generally perform better than
the original OMP version in a HAR problem was included in [3]. Other classifiers
used in this paper were k-Nearest Neighbors (k-NN), Linear Discriminant Analy-
sis (LDA), Quadratic Discriminant Analysis (QDA), Nearest Centroid Classifier
(NCC), Random Forest (RF) and Classification and Regression Tree (CART).

4 Experiments

The following section describes the workflow used to evaluate the performance
of the classifiers as well as the evaluation process and its results.

4.1 Experimental settings

The execution of some of the algorithms can be customized through execution
parameters which, for these experiments, were set according to the best empiri-
cal speed/accuracy ratio. While the goal was to make the results as comparable
as possible despite using datasets with greatly dissimilar properties, the Lo-
calization dataset contained so few parameters that the evaluation required a
different setting. The common settings in terms of customizable algorithms for
all dataset were as follows: as all algorithms were implemented in the latest ver-
sion of MATLAB, the default MATLAB settings were used for CART. k-NN
was experimented upon with four settings of the k parameter: 1, 3, 5 and 10.
As k-NN is a classic and very well known classifier, we decided to include these
four most successful settings as opposed to just picking one that performed the
best. LDA, QDA and NCC were not customizable.
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Table 2. Averaged recognition accuracy for each of the classifier per dataset size
(PAMAP2 dataset)

Training set size

Classifier 10% 20% 30% 40% 50% TPM (ms)

1-NN 95.49 96.78 97.41 97.91 98.16 13.737
OMPmod 95.80 96.89 97.46 97.89 98.12 200.040

RF 96.28 97.24 97.61 97.86 98.05 1.320
3-NN 94.94 96.21 96.86 97.33 97.65 13.748
5-NN 94.55 95.84 96.49 96.93 97.25 13.212
10-NN 93.98 95.34 95.98 96.44 96.75 13.631

OMPten 93.15 94.47 95.12 95.53 95.91 123.903
OMP 91.15 92.75 93.66 94.29 94.67 80.547
CART 91.52 93.00 93.66 94.16 94.58 7.228× 10−4

QDA 69.34 68.87 68.75 68.70 68.80 2.332× 10−3

LDA 64.32 64.40 64.52 64.46 64.47 2.407× 10−3

NCC 54.76 54.55 54.57 54.60 54.61 1.378× 10−3

4.2 Results

The averaged classification accuracies given as percentual success rates are shown
in Tables 1 through 3 where the classifiers are sorted according to their best re-
sults (regardless of the training set size) in the descending order. For all methods
except for LDA, QDA and NCC, larger training set resulted in more or less im-
proved accuracy. LDA, QDA and NCC, on the other hand, suggest that in HAR
problems, the training set size does not matter to them. This does not come
as a surprise as no matter the training set size, data distribution (for LDA and
QDA) and the centroid location (for NCC) remain the same.

For the Localization dataset (Table 1), the results are generally discourag-
ingly low, topping at 73.55% for k-NN with k = 10. This suggests that while the
dataset can provide some accuracy, the data collection setting using only four
localization tags is not suitable for the task as specified in this paper.

The PAMAP2 dataset (Table 2) has shown promising results before, and the
results were confirmed in these experiments as well. With the maximum accuracy
at 98.16% by 1-NN followed very closely with the difference of only 0.04% by our
proposed method, the dataset appears to present a highly reasonable compromise
between accuracy and price of the data capturing solution.

Finally, the Opportunity dataset (Table 3) shows promising and satisfactory
results while its setting seems to be the most suitable for our modification of
the OMP based classifier. The classifier surpassed all other classifiers with the
lead of 0.78%, 1.45% and 7.75% against RF, 1-NN and CART, respectively. The
approximate times required to classify one measurement for each classifier are
listed in each table in the TPM column. The values are in milliseconds.
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Table 3. Averaged recognition accuracy for each of the classifier per dataset size
(Opportunity dataset)

Training set size

Classifier 10% 20% 30% 40% 50% TPM (ms)

OMPmod 89.98 92.51 93.95 94.96 95.71 604.396
RF 91.53 92.85 93.73 94.41 94.93 2.235

1-NN 88.10 90.66 92.27 93.44 94.29 36.047
3-NN 86.83 89.04 90.49 91.59 92.51 37.488
5-NN 86.13 88.10 89.43 90.44 91.25 36.592
10-NN 84.73 86.37 87.44 88.30 89.03 41.847
CART 83.63 85.45 86.65 87.37 87.96 9.775× 10−4

OMPten 78.33 81.45 83.36 84.68 85.58 82.948
OMP 78.60 81.36 83.05 84.28 85.13 55.745
QDA 78.36 78.45 78.40 78.37 78.41 7.826
LDA 68.45 68.48 68.51 68.46 68.42 7.891
NCC 66.11 66.11 66.12 66.10 66.09 5.301

5 Conclusion

This paper evaluated several classification techniques and presented their success
rates in human activity recognition from single time points and without any prior
preprocessing. Given the sensor technology that was used to create the PAMAP2
dataset, it was shown that basic activities (walking, lying and sitting) can be
recognized reliably and very precisely. Two more datasets with different sensor
settings were compared with lesser accuracy results. While for the Opportunity
dataset the methods performed only slightly worse, the Localization dataset
has proven unsuitable for the defined task. The approach to the HAR problem
proposed in this paper suggests that using the right sensor setting, problems
with the follow-up classifier’s time complexity can be greatly alleviated. The
proposed modification of the OMP based classifier has shown excellent results
for two of the datasets, but the modification’s increased performance comes at
the price of significantly higher time complexity.
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Abstract. Many feature-based object detectors have shown that the
use of gradient image information can be a very efficient way to describe
the appearance of objects. Especially, the gradient sizes, directions and
histograms are commonly used. Nevertheless, many works proved that
the features based on the edge information require large training sets due
to their high dimensionality. This was the motivation to find alternatively
ways how to encode image information with the least possible redundant
information. In this paper, we propose novelty methods that are used to
effectively encode the image information for object detection.

1 Introduction

In the feature-based detectors based on the sliding window technique, the selec-
tion of relevant features that are able to reliably describe the objects of interest
is a key point. In this area, the Histograms of Oriented Gradients (HOG), Local
Binary Patterns (LBP), and Haar features are considered as the state-of-the-art
methods.

The Haar-like features which are similar to Haar basis function were proposed
by Papageorgiou and Poggio [9]. In [11], the Haar-like features was popularized
by Viola and Jones. The authors developed the framework consists of the image
representation called the integral image combined with the rectangular Haar-like
features, and AdaBoost algorithm [4]. The extension of the Haar feature set has
been presented by Lienhart et al.[7]. In [12], the authors proposed the front-view
car and bus detection method based on the AdaBoost and Haar-like features.

In [2], the authors proposed the method in that the Histograms of Oriented
Gradients (HOG) are used to encode the appereance of the object. Many meth-
ods and applications that are based were presented in recent years. The PHOG
descriptors that use the pyramid image representation were presented in [1].
The classical HOG-based detector was used for detecting upper bodies for au-
tomated upper body pose estimation in [3]. In this work, the authors used the
upper bodies HOG-based detector to obtain a weak model of person and reduce
the search space for body parts. Similarly, the HOG-based head-shoulder detec-
tion algorithm was used in the method that is focused on estimating the number
of people in surveillance scenes [6].

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 346–351.
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Ojala et al.[8] proposed the Local Binary Patterns (LBP) in that the local im-
age structures ( e.g. lines, edges, spots, and flat areas) can be efficiently encoded
by comparing every pixel with its neighboring pixels. The important properties
of LBP are resistance to lighting changes and low computational complexity.
Duo to their properties, LBP were used in many recognition tasks, especially for
facial image analysis. In [5], LBP were used for solving the face detection prob-
lem in low-resolution images. Multi-block Local Binary Patterns (MB-LBP) for
face detection were proposed in [13].

The mentioned features are based on the fact that the appearance of the
objects is described by the image edge information (intensity differences). In
general, the features based on the edge information (e.g. length, magnitude,
orientation, localization) require large training sets due to their high dimension-
ality. Additionally, in the cases that the edges are very thin, it is obvious that
the edges information is difficult to hit (by the samples). Therefore, the pro-
posed methods are based on the distance function (or energy function) in that
the information about its changes is not so important.

2 Hierarchical Energy-transfer Features

l = 1 l = 2 l = 3

Fig. 1. The different hierarchical levels of the cells.

In this paper, we proposed the interesting method for object description. The
method is based on the fact that the appearance of the objects can be described
using the function of temperature distribution. The distribution of temperature
is investigated after the temperature transfer. The vector of features that is
composed of this distribution is then used as an input for the SVM classifier.
The temperature distribution reflects the presence of objects and their parts and
the appearance of object of interest can be described by the distribution (with
a relatively small amount of descriptors), which is the main idea of the method
we propose.

Once the temperature transfer inside the image is obtained, the function of
temperature distribution inside the image is investigated (the example of temper-
ature distribution is shown in Fig. 1). For this purpose, the image is iteratively
divided into the finer spatial cells; i.e. we recursively divide the image into the
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cells of varying size (Fig. 1). In general, the image at hierarchical level l has 4l

cells. Inside each cell, the distribution is investigated. We use the mean cell tem-
peratures as the values in the feature vector. For the additional information and
for the precise description of the temperature distribution, we use the histogram
of the temperature distribution that is also determined inside the cells.

3 An Improvement of Energy-Transfer Features Using
DCT

In this work, we proposed an improvement of previously mentioned method;
instead of the mean temperature inside each cell, we use the Discrete Cosine
Transform (DCT) coefficients to encode the function of temperature distribution.
After DCT, the DC coefficients represent the average temperatures of the regions
and the AC coefficients represent temperature changes across the regions. It is
obvious that the information obtained after DCT is more descriptive and can be
used to effectively encode the function of temperature distribution. Finally, the
PCA (Principal Component Analysis) is used to create the feature vector with
the relatively small dimensionality.

(a) (b) (c)

Fig. 2. The three different options of AC patterns. The areas are depicted by three
different colors in that the averages of coefficients are calculated.

We also experimented with the different sizes of the blocks and cells. We
observed that the best results were obtained using 16 × 16 blocks and 8 × 8
cells; inside the cells the DCT coefficients are computed and composed to the
final feature vector. In the case of cells with 8 × 8 pixels (similarly in JPEG
compression), each cell consists of 1 DC coefficient and 15 AC coefficients after
DCT. The coefficients that are located in the upper left corner contain the most
of information (low frequencies). On the other hand, the bottom right coefficients
represent higher frequencies that can be discarded. Therefore, instead of the
encoding the whole set of the coefficients, we encode the upper left coefficients
only.

To encode the upper left coefficients, we create three patterns of these co-
efficients (Fig. 2) for our experiments (similarly in [10]). In these patterns, the
three AC regions are created. These regions represent the different frequencies
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and different information can be encoded using different patterns. To reduce the
quantity of the coefficients, the mean of coefficients is calculated inside these re-
gions. It means that each 8×8 cell is represented by four values; 1 DC coefficient
+ 3 averages of AC coefficients. The final feature vector is composed from these
values.

4 Distance-based Descriptors

In this paper, we proposed detection method that is based on the distance func-
tion. The proposed method is based on the fact that the properties of the image
(especially the properties of the objects) can effectively be described by the dis-
tance function. In essence, we divide the image inside the sliding window into
the blocks and cells (similarly as in HOG), but instead of the histograms of
gradients we encode the values of distance function inside each cell. The goal is
to obtain more meaningful values for recognition than the classical state-of-the-
art method. This leads to the reasonable dimensionality of the feature vector;
furthermore, the values of distance function can be easily obtained by sampling.
The feature vector that contains the distance function values is then used as an
input for the SVM classifier. In this particular case, we use the geodesic distance,
nevertheless, it is important to note that any appropriately distance function can
be used in the proposed detection framework (e.g. resistance distance, diffusion
distance). The visualizations of geodesic distance values inside the cells of differ-
ent sizes are shown in Fig. 3. Based on the cell sizes, information with various
levels of details is obtained. To compress the information contained in the dis-
tance function in to a reasonable number of values, we use four values from each
cell only.

(a) (b) (c) (d)

Fig. 3. The visualization of the distance function values inside each cell. The example
of face image (a). The sizes of cell 15× 15 (b), 25× 25 (c), 35× 35 (d).

5 Conclusion

In the paper, we presented efficient ways how the image information can be en-
coded into the feature vector, which can be used in sliding-window-based tech-
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niques of recognition. The methods are based on the fact that the appearance of
the objects can be described using the function of temperature distribution. We
also proposed the improvement of encoding the temperature (energy) distribu-
tion that is useful for object description. The improvement is based on the fact
that the important image information can be described using DCT coefficients.
Finally, we proposed the detection method that is based on the geodesic distance
function. We leave experiments with various types of distances for future work.
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Abstract. In this paper, we present a method for eye and iris detection
in grayscale images with active near-infrared illumination. The eye detec-
tor is based on well-known supervised machine learning algorithms. The
extracted eye images are passed to the iris detection algorithm. This al-
gorithm uses the Hough circle transform with some image preprocessing
methods utilizing the geodesic distance and Canny edge detector. Per-
formance of our method is evaluated on own dataset containing images
with and without IR illumination. The results are presented.

1 Introduction

Detection and recognition of certain parts of human face are important in many
areas, such as medicine, personal identification, cryptography or safety. The eye
is one of the most convenient human part used for these purposes. For example,
in a safety area, according to the position of iris, it can be estimated where the
person is watching or can be measured frequency of eye blinking. This informa-
tion may be used in vehicles to recognize fatigue of the driver or if the driver
is focusing on driving. Iris localization is currently solved by many different ap-
proaches. In [1], the AdaBoost method in combination with a color segmentation
is used. The authors in [2] use local brightness change and contrast to detect iris
and pupil. In [3], the authors use the modified Hough Circle Transform (HCT)
[4] to detect iris.

In our work, we focus on detection from grayscale images with active near-
infrared illumination. This illumination allows us to detect eyes and irises in
dark conditions, which would be impossible with normal images without the
illumination. Our algorithm consists of two major parts - eye detection in images
containing a human face, and iris detection in the extracted eye images. For
the eye detection, we use a supervised machine learning algorithm. In the iris
detection, we use brightness information for image preprocessing. Iris detection
itself is realized by HCT. After that, the detected circle is postprocessed to check
if our algorithm really detects iris or it is a false detection.

The paper is organized as follows. In Section 2, we briefly introduce the eye
detection algorithm, Section 3 contains our iris detection method based on HCT.
The experimental results are presented in Section 4, Section 5 is a conclusion.

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 352–357.
VŠB – Technical University of Ostrava, FEECS, 2014, ISBN 978-80-248-3458-0.
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2 Eye Detection

For eye localization, we use the sliding window detection framework. In general,
in the area of object detection, the methods based on the sliding window became
very popular in recent years. The idea behind this approach is based on the fact
that a rectangular window scans the input image at different sizes and scales.
After the scanning process, many sub-images (windows) are obtained. Inside
each sub-image, the appropriate image features are computed and composed to
the final feature vector. This vector is then used as an input for the trainable
classifier (e.g. support vector machines, AdaBoost, neural networks). After the
classification process, each sub-image is marked as background or object of in-
terest. Goal is to effectively encode image information inside the sliding window.
In this area, three types of features are considered as the state-of-the-art over
the last few years; Local Binary Patterns (LBP) [5, 6], Haar features [7, 8], and
Histogram of Oriented Gradient (HOG) [9].

We experimented with each type of these features and we decided to use the
HOG based eye detector combined with the Support Vector Machine (SVM)
classifier due to the faster training phase (faster than LBP and Haar features)
and satisfactory detection results. Similarly, the eye detection based on the HOG
features were presented in [10, 11].

3 Iris Detection

In the situation when the eye detector returns the sub-image containing the
eye, our goal is to detect iris in this sub-image. An example of the detected
eye is shown in Fig.1(a). Our first step is a transformation of the image to the
representation in which we would be able to differ the brightness of iris area
and the rest of image around the eye. As the transformation we use the geodesic
distance [12, 13]. We find a point inside the pupil and compute the geodesic
distance to the all other image points. Let xp be a pupil point. Then xp is the
point with minimum brightness lying on one of three shifted horizontal lines
in the center of image, because color of the human pupil is darker than colors
of other eye parts. Since the eye detector returns sub-images where the eye is
centered, one (or more) of these lines should pass through the pupil.

After this transformation, the area of pupil has the lowest brightness. Due
to the closeness of iris and pupil, the iris brightness is also low and other areas
have higher brightness (Fig.1(b)). This property leads to the image thresholding,
which removes image information that are not important for us, such as areas
with higher brightness located around the iris. Since human eyes have different
colors and images may be obtained in different lighting conditions, it is difficult
to define the threshold globally. Therefore, we define this threshold T as the first
quantile of cumulative image histogram. In other words, we assume that the iris
brightness is located in 20 percents of the histogram. This value is estimated
experimentally on the basis of ratio of the iris area and the rest of eye image.
The result of threshold function is in Fig.1(c).
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(a) (b) (c) (d)

Fig. 1. The process of iris detection. (a) Eye image detected by the method described
in Sec.2, (b) Geodesic distance applied on the input image, (c) Thresholded image, (d)
Binary image after Canny edge detector.

(a) (b) (c)

Fig. 2. The accumulator visualization of Hough circle transform with various radiuses.
The white spot in (b) signalizes a center of circle with the current radius.

After that, we apply the Canny edge detector on the thresholded image to
find candidates on the iris border (see Fig.1(d)). Since iris has a circular shape,
we use Hough Circle Transform (HCT) to find the border. The goal of HCT is to
find three parameters to define a circle (center point xcenter, ycenter and radius
r). It leads to the complexity O(N3) in the number of non-zero image pixels
in the binary image after the edge detection. Therefore, the previously applied
threshold function reduces the iris center candidate points for sake of efficiency.

The visualization of HCT accumulators with three different radiuses are
shown in Fig.2. We choose the point with the highest value from all the computed
accumulator arrays as the center of possible iris circle. To avoid false detections,
we set two thresholds that help us to decide whether HCT correctly found the
iris circle. The first threshold is an accumulator value in the possible iris center
(the white spot in Fig.2(b)). This value represents an amount of circles that
intersect in this point, i.e. how many points create the circle of current radius
in the image. If the number is low, there can be only few points that create the
circle (for example semicircle) and the detection is possibly false. The threshold
is set to πr, which means that at least half of the circle has to be visible. The
second threshold is a mean of brightness in the inner area of the detected cir-
cle. Since the iris brightness should be lower than the brightness of surrounding
area, we compute the mean of brightness in the circle and compare it with the
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(a) (b) (c)

(d) (e) (f)

Fig. 3. Examples of correct eye and iris detections. (a) Detection of irises located on
the side of sclera. (b) Detection of only one eye while the second eye is covered. (c)
Detection of eyes and irises in very dark environment. (d) Detection of irises in partially
closed eyes. (e) Detection of closed eyes. (f) Detection of eye located near the image
border.

threshold T that was described before. If the threshold is higher than T , the iris
is detected incorrectly. If the circle detected by HCT passes these two tests, it
is labeled as the iris.

4 Experiments

In this section, the experimental results of our method are validated. For the
training phase of the eye detector (based on HOG and SVM), we used approx-
imately 12000 positive images and 25000 negative images. For the evaluation
process, we prepared image sequences of different people in two different lighting
conditions (light conditions, dark conditions with IR illumination). The images
are recorded from the camera placed in front of a person and contain faces with
various head and eyes positions. The goal is detect open and also closed eyes in
every image. If the eye is open and at least half of its iris is visible, the iris should
be detected as well. The method has been tested on 2236 images that contain
4243 detectable eyes and 3753 irises (the rest of eyes are closed or irises are not
visible enough). The examples of successful detections are shown in Fig.3. The
examples of images where iris is not detected are in Fig.4, the reasons of mis-
detections are mentioned below this image. The effectiveness of the presented
algorithm is in Table 1. We measured 3 values - Sensitivity, Precision and F1
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(a) (b) (c)

Fig. 4. Examples of missed iris detection. (a) Face is not correctly focused, the image
is blurred and the gradient between iris and sclera is not correctly detected. (b) Due
to the eye position, iris shape is distorted and has not circular shape, so that the
Hough transform do not detect the circle. (c) Very dark environment and direction of
IR illumination caused that the colors of iris and sclera are similar and the gradient is
not detected.

score. The values are computed as

S =
TP

TP + FN
P =

TP

TP + FP
F1 =

2TP

2TP + FP + FN
, (1)

where TP (True Positive) is a number of correctly labeled objects, FP (False
Positive) is a number of incorrectly labeled objects, and FN (False Negative) is
a number of objects that were not labeled. The average time of detection is 28
ms per eyes localization and 53 ms per iris detection (Intel Core i5 2.30GHz).

Sensitivity Precision F1 Score

Eye Detection 90.42 % 99.81 % 94.89 %
Iris Detection 85.36 % 99.44 % 91.87 %
Table 1. The effectiveness of our algorithm.

5 Conclusion

We have introduced the algorithm for iris detection in grayscale images with
infra-red illumination. Our method is based on Histogram of Oriented Gradients
and Support Vector Machine for eye detection in images. Iris detection is based
on Hough circle transform that is applied on image preprocessed by geodesic
distance transform and Canny edge detector. The algorithm has been tested on
more than two thousand face images and performs promising results. It detects
open and closed eyes with F1 score close to 95 %, irises are detected with almost
92 % of F1 score. In the case of precision, we achieved false positive object
detection less than 1 %. The running time is approximately 130 ms for one face
image, which makes the method usable in real-time applications with only a short
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delay. The main future work is an improvement of iris detection in problematic
images whose examples are shown in Fig. 4. The another work may be also
focused on speed improvement of our method.
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Abstract. In this paper, a new algorithm for registration of LIDAR
points is introduced. The algorithm consists of two steps – construction of
LIDAR functions for a fast correspondence search, and a minimization of
the error function which describes error of alignment between two range
images. The minimization is done via SOMA (Self-Organizing Migrating
Algorithm) for a robust search of a global minimum. The algorithm has
been tested and is able to align two LIDAR images with high accuracy
and with short computation time even if an initial guess is unknown.

Keywords: registration, scan matching, LIDAR, SOMA

1 Introduction

Registration of LIDAR data is an important problem in many applications like
mapping, robot navigation, or autonomous car driving. These robots and cars are
equipped with a laser scanner to scan a surrounding area. The laser usually emits
one or more rays per degree. Reflections of the rays from the closest obstacles
provide information about the surrounding area.

The main goal of the registration is to find a rigid transformation between two
range images to align them with the best fitness. Since the LIDAR images are
scanned from different poses, they only partially overlap. Also, correspondences
between points are unknown which makes this problem difficult. The correct
rigid transformation can be used to refine the new pose of the robot for further
usage (e.g. in algorithms like SLAM).

This paper is organized as follows. The next section contains brief descrip-
tions of previous registration methods and Sec. 3 describes the new algorithm.
Results of experiments are shown in Sec. 4 and the conclusion is presented in
the final section.

2 Previous Work

Iterative Closest Points (ICP) [1, 10] is mostly used in registration of two point
sets. The algorithm minimizes an error function iteratively with SVD until con-
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verged. The error function is defined as (bi and mi are corresponding points):

E(T ) =

N∑

i=0

||T · bi −mi||2 (1)

There are other variants of ICP like TrICP [3], LM-ICP [6], Generalized-
ICP [8] with a probabilistic framework, or Adaptive Iterative Closest Key-
point [5] for RGB-D data.

Normal Distribution Transform (NDT) [2] is a different kind of a registration
method for 2D space. In this registration method, space is divided into cells and
for every occupied cell, a normal distribution of probability is computed from
points inside the cell. The error function (minimized by Newton’s algorithm) is
computed as a negative of sum of corresponding point (from the first scan) and
normal distribution of probability (from the second scan). A variant of NDT for
3D space is described in [7].

A similar description of space like ours is used in PCM (Polar Coordinates
Matching) [4]. It uses sets of points in polar coordinate system for a fast corre-
spondence search.

3 New Algorithm

As mentioned above, the ICP-like algorithms are minimizing the function of sum
of square distances between two corresponding points (Eq. (1)). The correspon-
dence is mostly found by searching for the closest point in second set. Even an
optimized search with use of k-d trees has asymptotic complexity O(log(n)),
which makes computation of the error function expensive with asymptotic com-
plexity O(n log(n)). For this reason, different computation of an error function
with asymptotic complexity O(n) is used. The computation is done only over
overlapping parts for a better resistance to partially overlapping range images.

Unlike standard algorithms, the new algorithm does not use points to describe
the surrounding area because they are not suitable for a fast correspondence
search. Better description of the surrounding area is given by the LIDAR function
defined as:

area =

2π∫

0

lf(θ)dθ (2)

where the LIDAR function lf(θ) returns only one distance for θ (Fig. 1(a)).
This representation of the area is not suitable for any set of points in general

but is very useful for LIDAR points. Sampling of the LIDAR function results in
a set of points in polar coordinate system which is used in PCM as mentioned
earlier.

Error of alignment of two range images (described by lfa and lfb) can be
computed by the following error function:

E(T ) =

2π∫

0

(
lfa(θ)− l̂fb(θ)

)2
dθ (3)
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Fig. 1. LIDAR function (a) of area (b).

where l̂f(θ) is a transformed LIDAR function according to T . The correct rigid
transformation T is found by minimizing the error function E with SOMA algo-
rithm as shown in Sec. 3.2. The LIDAR function for discrete space is defined as:

area =
N∑

i=0

lf(i) (4)

where N is a resolution of the LIDAR function and lf(i) is a sample of the
LIDAR function in angle θ = 2πi

N . The error function is then defined as follows:

E(T ) =
N

p2

N∑

i=0

c
(

lfa(i), l̂fb(i)
)(

lfa(i)− l̂fb(i)
)2

(5)

where N has to be same for both LIDAR functions, function c is defined as:

c(x, y) =

{
1 if x > 0 ∧ y > 0

0 otherwise
(6)

and p is a number of samples where both functions are defined which is:

p =
N∑

i=0

c
(

lfa(i), l̂fb(i)
)

(7)

Coefficient N
p ensures higher error for transformations with a low number of

correspondences.

3.1 Construction of LIDAR Functions

Construction of LIDAR functions and transformed LIDAR functions is similar
and requires to have points Aj in the same order as they were scanned by a
laser rangefinder. For every point Aj , the value of the LIDAR function will be
computed as:

lf(ij) =
√
x2j + y2j (8)
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where index ij is defined as:

ij = integer

(
atan2(yj , xj)

2π
N

)
(9)

where function atan2 returns angle in 〈0; 2π) and N is a resolution of the LIDAR
function. The value of lf(i) is computed as an average of consecutive points with
the same i. Non-consecutive points with the same i can appear in the transformed
LIDAR function and will be stored at index i until the final step.

For consecutive points with different i (within some distance threshold), new
values will be inserted (computed with linear interpolation) to have occupied
every cell in the LIDAR function.

For transformed LIDAR functions, some points can not be visible from pose
described by T . The point Aj with neighbouring points Aj−1 and Aj+1 is invis-
ible if ij−1 > ij > ij+1.

In the final step, only one, minimal, and visible value for every i is chosen.
For those cells which have only one invisible value, value 0 is used.

3.2 Optimization with SOMA

BIO inspired algorithm SOMA (Self-Organizing Migrating Algorithm) [9] is able
to find minima of a function, mostly a global minimum, even if an initial guess
is wrong or unknown.

To compute the best rigid transformation to align two range images, min-
imization of the error function (5) is needed. The input of the error function
is a transformation matrix T defined by three parameters ϕ, tx, ty. The error
function can be rewritten for SOMA algorithm as:

E (ϕ, tx, ty) =
N

p2

N∑

i=0

c
(

lfa(i), l̂fb(i)
)(

lfa(i)− l̂fb(i)
)2

(10)

where l̂f is a transformed LIDAR function according to:

T =




cos(ϕ) − sin(ϕ) tx

sin(ϕ) cos(ϕ) ty

0 0 1


 (11)

Setting of SOMA parameters depends on required speed and final fitness.
The only exception for our case is parameter D = 3. Experiments showed that
optimal parameters for error function (10) for fast convergence to the global
minimum are following: Mass ∈ 〈2; 3〉, Step ∈ 〈0.11; 0.31〉, PRT ∈ 〈0.5; 0.8〉,
NP ∈ 〈10; 25〉, Migrations ∈ 〈100; 1000〉 and AcceptedError ∈ 〈0.0001; 0.00001〉.

Initial individuals can be randomly distributed with a uniform distribution
of probability in the case if a guess of pose (for example from an odometer)
is unknown. With odometry data, we can distribute the individuals with the
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normal distribution of probability with mean vector µ = (ϕo, txo
, tyo) where

ϕo, txo
, tyo are extracted from the odometer and covariance matrix Σ describes

motion error of the robot or the vehicle.

4 Results

The algorithm has been tested with different laser scans of the corridor at our
university. Each scan contains about 1,000 points. The same scans have been
tested with ICP and NDT for comparison (with and without initial guess).

Input LIDAR images are shown in Fig. 2 and initial guess is ϕo = 0, txo = 1m
and tyo = 0 because the robot moved 1 meter towards.

Scene 1 Scene 2 Scene 3 Scene 4

Fig. 2. Input scenes without the initial guess.

All tested algorithms were able to align these frames correctly if the guess
of new pose was known. Different situation happened when the initial guess was
unknown. In this case, traditional algorithms stuck in local minima and were
not able to align the same scenes correctly. ICP was able to align only scene 1
and scene 2, but not as good as with known guess and NDT failed in all scenes
(Fig. 3). Only the new LFT algorithm was able to align all scenes correctly.
Results are shown in Fig. 4.

Scene 1 (ICP) Scene 2 (ICP) Scene 3 (ICP) Scene 4 (ICP)

Scene 1 (NDT) Scene 2 (NDT) Scene 3 (NDT) Scene 4 (NDT)

Fig. 3. Results of ICP and NDT with unknown guess.
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Scene 1 (LFT) Scene 2 (LFT) Scene 3 (LFT) Scene 4 (LFT)

Fig. 4. Results of LFT with unknown guess.

5 Conclusion and Future Work

A new algorithm for registration of LIDAR data is presented. The algorithm
consists of two parts, creating LIDAR functions and minimization which is done
by BIO inspired algorithm SOMA. Thanks to this optimization algorithm, the
new algorithm is able to find a global minimum of the error function to align
two scans with the best fitness. Experiments proved that this is possible even if
the initial guess is not presented. Future work will focus on the part of creating
the LIDAR function which takes most of the computation time. Variant for 3D
data is considered as well.
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Abstract. Arti�cial bee colony is a metaheuristic optimization algo-
rithm based on the behaviour of honey bee swarm. These bees work
largely independently of other bees, making the algorithm suitable for
parallel implementation. Within this paper, we introduce the algorithm
itself and its subsequent parallelization utilizing the CUDA platform.
The runtime speedup is demonstrated on several commonly used test
functions for optimization.

Keywords: parallel algorithm, arti�cial bee colony, CUDA

1 Introduction

Arti�cial bee colony is a relatively young algorithm, �rst published by Dervis
Karaboga in 2005 [1]. The algorithm is based on the behaviour of a bee colony
when searching for food. There are three types of bees: employed , onlooker
and scout bees. A food source represents a possible solution to the problem. An
employed bee visits a source in their memory and �nds a source in its surround-
ings/neighbourhood. It then determines the amount of food in this source, and
if it is better than the current source, it initiates a waggle dance whose length
corresponds to the quality of the source. The quality of the source is represented
by a �tness function. Onlookers then choose a source based on the length of a
waggle dance and subsequently �nd a new source in the surroundings of these
sources and assess its quality. If its quality is better than the quality of the
current food source, onlookers share this information with other bees. If a bee
cannot �nd a better food source for a certain amount of time, it becomes a scout
which searches for a new food source regardless of existing sources. The existence
of scouts ensures that ABC cannot remain stuck in a local extreme.

During the existence of ABC, several variants and spin-o�s of this algorithm
have been developed. These include for instance Interactive Arti�cial Bee Colony
(IABC) [2], Upgraded Arti�cial Bee Colony (UABC) [3], Discrete Arti�cial Bee
Colony (DABC) [4] or Fast Mutation Arti�cial Bee Colony (FMABC) [5].

In the past years, several parallel implementations was published. One exam-
ple is an implementation from 2011 [6] which was built as a multi-thread Java
application. This improved the runtime on a problem with dimension 10 by a
factor of 3. Another implementation from 2013 [7] which was based on Open MPI
exhibited a runtime improvement for a problem dimension of 100 by a factor of
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2. A paper published in 2013 [8] presented a parallel implementation on CUDA
which focused on the optimization of very small dimensions of problems. This
implementation improved the runtime of the computation, which took place only
over shared memory, by up to 56,93x.

This article will target an implementation for Nvidia's Compute Uni�ed De-
vice Architecture (CUDA) [9] focusing on the optimization of problems with
large dimensions.

2 Arti�cial Bee Colony

The ABC algorithm consists of the following steps:

1. Initialization: SN random vectors with dimensionD are generated through
the formula:

xij = LB + rand(0, 1) ∗ (UB − LB) (1)

For i = 1, 2, . . . , SN and j = 1, 2, . . . , D. Where LB is the lower bound of a
solution and UB is the upper bound of a solution. The value of the �tness
function is then computed for each solution.

2. Employed: Each employed �nds a new solution in it's neighbourhood based
on the formula:

xij = xij + φij ∗ (xij − xkj) (2)

Where xij is parameter j of solution i. φij is a random number between −1
and 1, and xkj is a parameter j of randomly selected solution k for which it
holds that k 6= i. The concrete value of j is chosen randomly. The value of
the parameter of a new solution must be modi�ed if necessary so that it lies
in the set of admissible values. If the value of the �tness function of a new
solution is better than the original's, the old solution is replaced by the new
one. Otherwise the number of unsuccessful attempts is increased by one.

3. Onlookers: Each onlooker chooses one existing solution based on its quality
via the formula:

pi =
fiti∑SN

n=1 fitn
(3)

Where pi is the probability of selecting solution i. fit is the value of the
�tness function. The algorithm then follows in the same way as in 2).

4. Scouts: In this step, solutions which could not be improved even after a
certain number of iterations of the algorithm are selected and replaced by
new, randomly selected solutions from the formula used during initialization.

5. Termination: If the conditions for the termination of the algorithm are
met, then it terminates, otherwise it continues from step 2).
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All of the steps listed above depend on their predecessors. They thus can-
not be parallelized as a whole. The work of individual bees over food sources is
however independent. It is thus possible to carry out computations for each bee
in a separate block. The computation of the most demanding part of the algo-
rithm, similarly as in other biology-inspired methods, is the computation of the
�tness function. To improve scalability and optimization for higher dimensions,
the computation of the �tness function for each food source was additionally sep-
arated into several blocks. Each thread can thus perform the computation for
exactly one parameter of the solution, allowing the full use of the computational
power of the GPU.

When implementing the algorithm, it became apparent that the quality of
the solution in each iteration of the algorithm depends on the quality of the
selection of a modi�ed parameter used for the creation of a new solution. The
parallel implementation allows the selection of several potential parameters in
a single step, and to compute the value of the �tness function for each of these
in case of its modi�cation. The best value out of the computed one is then
selected. This procedure on one hand requires a large number of computations
of the �tness function, but allows the algorithm to converge faster to the global
extreme and reduces the number of iterations of the whole algorithm.

A disadvantage of this solution is the need to synchronize the computations
between blocks and the associated exchange of data through global memory,
which is very slow. Synchronization between blocks may additionally only be
carried out by terminating the kernel. These negative impacts were minimized
thanks to the above-mentioned selection of a larger number of parameters for
modifying the solution. Since it is necessary to compute the �tness function for
each change of the parameter over the same food source, it is not necessary to
continuously reload the source from the global memory. The same method is
also used to solve the problem of synchronizing blocks. Since one initialization
of the kernel leads to a large number of computations, which additionally allow
a reduction of the number of iterations of the whole algorithm, synchronization
does not need to be carried out as frequently and its impact on the speed of the
computation is minimized.

For the purposes of parallelization of the algorithm, it was necessary to
change how scouts select sources. In the original version of the algorithm, each
scout selects a single solution based on its quality and this is associated with
another random solution. This selection method is problematic for the needs of
parallelization, since each onlooker must modify another solution, otherwise a
collision would occur. Due to this, the selection method was adjusted as follows:
each existing source is associated with another source based on its quality. From
the results of comparing the serial and parallel implementation in the following
section, it is clear that this change did not reduce the optimization capabilities
of the algorithm.
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Fig. 1. Comparison of the evaluation time for the Rastrigin function on a CPU and
GPU

3 Comparison of the parallel vs serial implementation

The performance of the parallel implementation on the CUDA platform was
compared to a serial implementation for the CPU written in C. Experiments on
the CPU were carried out on an Intel(R) Core(TM) i5-2500K processor (3,3GHz,
6MB, socket 1155), with 8GB RAM and Windows 7 x64. Experiments on CUDA
were carried out on an Nvidia Geforce GTX 660 Ti.

The tests were carried out on four continuous test functions.
The �rst function is Rastrigin. This is a multimodal function on the interval

[5.12, -5.12]. The minimal value of the function is 0, located at [0, 0, ..., 0].

f(x1, x2, ..., xn) =
n∑

i=1

(x2i − 10 cos(2πxi) + 10) (4)

The second test function is Griewank. This is again a multimodal function
on the interval [-600,600]. The minimal value of the function is 0, located at [0,
0, ..., 0].

f(x1, x2, ..., xn) = 1 +
1

4000

n∑

i=1

x2i −
n∏

i=1

cos(
xi√
i
) (5)

The third test function is Schwefel. Similarly to the previous two, this is
another multimodal function on the interval [-500, 500]. The minimal value of
the function is -n*418.9829, located at [420.9687, 420.9687, ..., 420.9687].

f(x1, x2, ..., xn) =
n∑

i=1

−xi sin
√
|xi| (6)

The goal of this experiment was to achieve a lower value than the minimum
of the function plus 1. The graphs depict the time required to reach this value.
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Fig. 2. Comparison of the evaluation time for the Griewank function on a CPU and
GPU

Fig. 3. SrovComparison of the evaluation time for the Schwefel function on a CPU and
GPU

When testing the implementation on CUDA, the algorithm was initialized
on blocks with 256 threads. All dimensions had the same con�guration. The
number of blocks was computed automatically based on the current dimension
of the problem. The con�guration of the serial version of the algorithm was
always identical with the con�guration of the parallel version.

4 Conclusion

The article demonstrated the possibility of increasing the performance of the
ABC algorithm through the use of parallel implementation in the CUDA plat-
form. Test functions demonstrated a speedup of the runtime ranging from a
factor of 1.58 (Griewank function at a dimension of 128) to 96.23 (Rastrigin
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Table 1. Speedup of the parallel implementation compared to the serial one

Dimension
Test function

Rastrigin Griewank Schwefel

128 4,69x 1,58x 9,56x

256 12,09x 2,81x 14,28x

512 18,27x 5,21x 27,32x

1024 31,59x 5,96x 38,41x

2048 61,58x 10,72x 53,64x

4093 59,21x 19,19x 53,05x

8192 96,23x 18,17x 86,79x

function at a dimension of 8192). The results indicate that parallel processing
provides the greatest contribution at larger dimensions.

Further research will be focused on the improvement of the CUDA imple-
mentation to enable algorithm distribution on many GPUs.
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Abstract. There exists many different strategies, how to define the lay-
out of a graph. One of the general and the most used is force-based
method. It is very useful to be able to compute layout of a graph as fast
as possible. The graph layout computation is in general very time con-
suming. The requirements are usually both speed and quality. This paper
describes a new method to define k-nearest neighbors (KNN) in parallel.
KNN was used to simplify the well known Fruchterman-Reingold (FR)
graph layout algorithm. The paper also includes performance and quality
comparison with the original FR algorithm.

Keywords: graph drawing, KNN, space-filling curve, Fruchterman-Reingold, fast
graph layout

1 Introduction

There exist several layout algorithms [11][6][7][5][4] that can be used to create an
acceptable graph visualization. Usually, more layout algorithms can be applied
on the same graph to provide variant for the readers. The layout should ideally
help the reader to better understand the information contained in the graph. Sev-
eral aesthetic techniques or metrics like the edge crossing, line bends, symmetry,
minimum angle or orthogonality are presented in [8]. The [16] shows which of
the aesthetic criteria have the greatest influence for human understanding. Note
that for some graphs, even if one layout has no edge crossings, the different
layout with more crossings may be considered as a better one (showed in [11]).
The more aesthetical criteria are required, the more computation time is usually
needed.

2 Related work

Some of the graph layout algorithms represent a class of so called force-directed
layouts, e.g. Fruchterman-Reingold [6] or Kamada-Kawai [11]. These algorithms
iteratively change the positions of vertices/nodes to reduce defined energy func-
tion. These layouts are generally considered to be aesthetic. The problem related

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 370–375.
VŠB – Technical University of Ostrava, FEECS, 2014, ISBN 978-80-248-3458-0.
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to the usage of the force-directed algorithms is that in general they are compu-
tationally expensive. The paper [10] describes the speedup of the Fruchterman-
Reingold by computing the most expensive part on GPU.

Our research focused on the method of finding the nearest neighbors for every
vertex to achieve more effective computation. Thus the solution of the nearest
neighbors problem described for example in [12][3] became the primary goal of
our research. One of fast methods for nearest neighbors search are based on
the space-filling curves (SFC). The space-filling curves used in the graph layout
can be found in [15], where a new approach dealing with dense graphs were
presented. Moreover, searching a new layout algorithm leads to the consequent
challenge that consists of comparison techniques. When a new layout algorithm
is found, the natural question is how to compare it with others. The [8] shows
several quality measurements for graph layouts. Next, in [16], there were studied
quality measurements from the point of view of human reading.

3 Background

3.1 Graph Layout and Fruchterman-Reingold

One of the well known algorithms for the graph layout is the Fruchterman-
Reingold, which belongs to the family of force-directed graph layout algorithms.
Vertices that are connected by an edge attract each other. It also defines an
ideal distance for each vertices. The vertices should be drawn near each other,
but not too close. To layout a graph, the vertices are replaced by steel ring
and each edge with a spring mechanical system [6]. The algorithm shown above
basically consists of three independent parts. The computation of repulsive forces
is the bottleneck of the whole algorithm; the remaining parts works with edges
and with all vertices again:

1. Calculate repulsive forces (Θ(N2)).
2. Calculate attractive forces (Θ(E)).
3. Iterate all vertices (Θ(N)).

Space-filling curves was used to solve the nearest neighbors problem. Space-
filling curves were used in order to get the nearest neighbors, because they can be
computed very fast in parallel way. After reordering of the vertices according to
the Hilbert curve [2][13][1], one can obtain ordered list of vertices, where nearest
neighbor of each vertex is defined as neighbor in an ordered list.

4 Our Approach

The main goal of our research consists in the speed up Fruchterman-Reingold
algorithm graph layout algorithm by avoiding relatively unnecessary operations.
Moreover, the algorithm should be well prepared for the further parallelization
on graphics processor units (GPUs).
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Computation of the repulsive forces is the most time-consuming part of
Fruchterman-Reingold algorithm Θ(N2). A single repulsive force between two
vertices decreasing when the distance between the vertices is increasing. So the
forces that modify the positions of vertices can be neglected for all such vertex
pairs where the vertices are far each other. Omitting such forces and focusing on
the forces between close vertices only significantly reduce the computation time
an the time complexity at all. There exist many algorithms dealing with search-
ing all nearest neighbors (NN) or k-nearest neighbors. We refer to [3][12][14] for
information on NN problem.

Fruchterman-Reingold is an iterative algorithm and it requires several thou-
sand iterations to complete. It brought us to the idea to compute a different
space-filling curve at each iteration. It is based on the fact that the layout al-
gorithm induces the dynamic changes. Thus the set of k-nearest neighbors of
a selected vertex in a single iteration is changed in the consequent iteration.
Finding the neighbors in each iteration is achieved by displacing the bounding
box for the space-filling curve. In every single iteration the bounding box is ran-
domly shifted. Note that the bounding box must be large enough to ensure that
all vertices stay inside during the shift operation. The ordered list of vertices
that lie on the SFC is splitted into several parts in the next step of the pro-
posed method. The number of parts is one of the internal parameters and can
be changed during the computation. Finally, all repulsive forces are computed
between vertex pairs in every part of the SFC. The proposed algorithm runs in
iterations again and every single iteration consists of the following steps:

1. Random shift of the SFC bounding box.
2. Compute SFC index for every single v ∈ V .
3. Reorder V according to the SFC index (quick sort algorithm was used).
4. Split the set of reordered vertices in V into SFC parts.
5. Within every SFC split parts, the repulsive forces are computed for the set

of vertices.
6. Calculate attractive forces and update the positions of all vertices V .

5 Performance and Quality Experiments

Figure 1 contains computation times in milliseconds for different numbers of
vertices and different SFC parts. Random graphs were generated to test the
behavior of the proposed algorithm. Updating the edges is done in Θ(N) and
it is the same as in case of the original FR algorithm. Thus the required com-
putation times were excluded from the experiments. Measurements include all
additional operations that the proposed algorithm requires (space-filling curve
computation, quick sort and shifting the bounding box). All measurments were
performed 10x and then averaged. For example when 10k vertices is splitted into
500 parts of equal size, the proposed algorithm is 195x faster than the original
Fruchterman-Reingold algorithm.

In [16] there was examined the most effective aesthetics criteria which were
regarded from the point of view of human reading. The results showed, that
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Fig. 1. Computation time for different numbers of vertices and different number of
SFC parts

there is a strong emphasis minimize edge crossing and the other criteria appear
to have just a little effect. With respect to the mentioned criteria, the com-
parison targeted to the edge crossing were done for the original and proposed
algorithm. Four different type of graphs were tested: Tree graph(|V|=400), Grid
graph(|V|=256), Random graph(|V|=128, |E|=512) and Complete graph(|V|=32).
The repulsive forces in every graph were computed with particular SFC splits
into a given number of parts as it was described above. Table 1 shows the number
of edge crosses after 1k, 2k, 4k, 8k and 16k iterations.

Iterations 1k 2k 4k 8k 16k
Grid-PARTS1 12,237 1,283 111 22 0
Grid-PARTS2 12,223 1,490 123 56 0
Grid-PARTS4 12,200 1,651 181 80 0
Grid-PARTS8 12,247 1,832 263 93 21
Grid-PARTS16 12,247 1,959 363 109 48

Table 1. Number of edge crosses after 1k, 2k, 4k, 8k and 16k iterations

Six experiments were created for every graph with different number of SFC
parts. In image 2, the first row shows the progress of the computation when the
original FR algorithm was used. Next rows illustrate the results of the proposed
algorithm, where the set of vertices was divided into 2, 4, 8 and 16 parts to
compute the repulsive forces separately. Every part is represented by different
color. The first column shows the starting positions of all vertices in the graphs.
The next columns show the layout positions after 1 000, 2 000, 4 000, 8 000
and 16 000 iterations. It is evident, that the proposed algorithm requires more
iterations to provide the same result as the original algorithm on every single
graph. The same conclusion can be made for random graphs. The number of edge
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Fig. 2. Grid graph |V|=256

crossings in the complete graph was approximately the same in all iterations, as
could be expected.

6 Conclusion and Future Work

This paper described the speedup of Fruchterman-Reingold force-based graph
layout algorithm, while achieving almost the same results in case of usage of the
original algorithm. The quality of the algorithm is now configurable by selecting
the number of SFC split parts. The experiments showed that even if the number
of SFC split parts is large, the resulting graph is very similar to the outputs
of the original algorithm. The proposed algorithm is faster than the current
Fruchterman-Reingold and it is also naturally very suitable for further paral-
lelization. Our future work will be focused on speeding up of the algorithm by
parallel platform CUDA. Finally, larger graphs could be visualized in acceptable
time.
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Abstract Trends in software development tend to improve a control over pro-
cesses executed in software companies. This approach is known as business 
process (or rather software process) modeling and except the control and man-
agement it also offers additional advantages as process optimization, re-
engineering, analysis, and automatized process execution. Our research covers 
software process modeling activities enhanced with formal (machine-readable) 
knowledge bases integration that add the advanced features over typical process 
models. 

1   Introduction 

This paper is a part of ongoing formal software processes modeling research. We 
work on an innovative formal software process framework based on knowledge bases 
and develop a new modeling method over it. The framework is based on existing 
work and expands it so it meets the following features: 

• Utilization of formal reusable software process domain vocabulary and meta-
model; (scenarios based on existing research works) 

• Intuitive modeling method based on intuitive and easy to use diagrammatic 
language capable of modeling all necessary aspects of software process based 
on machine-readable knowledge base; (extended by our research) 

• Utilization of pre-modeled process parts in complex process modeling in or-
ganization with machine-readable knowledge bases and UML; (proposed by 
our research) 

The paper is organized as follows: after a brief introduction we shall discuss existing 
work in this area, this section is followed by details of tools used for modeling of 
software processes in our framework. Fourth section briefly describes a modeling 
discipline. The paper is completed with conclusion and future work discussion. 

2   State of the Art and Related Work 

Business processes represent the core of company behavior [1]. The modeling of 
processes in organization is motivated mostly by process improvement and re-
engineering [2, 3] however models could (and apparently should) be used in advanced 

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 376–382.
VŠB – Technical University of Ostrava, FEECS, 2014, ISBN 978-80-248-3458-0.
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ways like simulation [8, 20], process analysis [17], audit purposes [23], and automa-
tized process execution (workflow) [16]. 

2.1   Business Process Meta-Model and Modeling 

Capture and management of a software process is a complex activity that contains big 
set of different activities and requires certain tools [7, 9]. Current trends in software 
process modeling are based mostly on semi-formal methods based on MOF (Meta-
Object Facility) maintained by OMG (Object Management Group) [3, 19, 25]. All of 
these methods are more or less compatible and quite well accepted in professional 
groups – UML, BPMN, and ARIS could be named as most spread in software process 
area [1, 19, 22]. 

 The approach of using semi-formal methods however has some problems [2, 
9] – while being user friendly and intuitive, methods listed above are still semi-formal 
thus not having precise semantics. Of course there are formal methods that provide 
unambiguous mathematical models like Petri Nets, VPML, but these are quite hard to 
use and formal methods integration into standard process capture and modeling are 
still being sidetracked due to their complexity [4, 22]. 

2.2   Knowledge Bases Integration 

Knowledge based systems are getting more favorite in computer science area [5, 16] 
and such a trend of ontology engineering could not be ignored by software process 
modeling domain. Last decades after the dawn of formal knowledge bases research 
have proven many methods to be efficient to support business processes; some well 
known are Prolog, CYC, Casl, and OWL [15]. While providing almost the same ex-
pression power, Web Ontology Language (OWL) became de-facto standard due to its 
features and characteristics [24]. There are various researches discussing utilization of 
OWL in software process modeling and execution like [5, 6, 18]. Yet these are focus-
ing on following scenarios that may still be extended and further improved: 

• Software process meta-model ontology creation 
• Generating or building OWL from UML or other semi-formal sources 
• Querying OWL ontologies of software process meta-model 
• Model validation based on meta-model ontology 

3   Formal Software Process Framework 

Our research [10, 11, 13] however aims for a further utilization of the above – com-
bining the approaches to improve the intuitiveness of the modeling, utilize reusable 
software process domain vocabulary and software process meta-model (see figure 2), 
support advanced process tools like analysis, simulation, process adaptation and trans-
formation, exceptional states handling and workflow execution in various process 
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management applications. The framework proposed in our research combines follow-
ing features: 

• Software process modeling based on meta-model compatible with MOF cre-
ated in OWL, compliant with SPEM [14]; (see figure 1) 

• Knowledge based process modeling methodology based on (iterative) bottom-
up and top-down process modeling in intuitive and easy to use semi-formal 
methods compliant with best practices [12]; 

• Support of models transformation and formal methods support [4, 10]; 
• Unified process capture and modeling in an organization with machine-

readable knowledge base building blocks [11]; 
• Model validation with explicit rules defined in base-layer knowledge base 

[14] 
• Additionally easy model refactoring, process simulation, workflow support, 

and process mining [4, 21]. 
 

 

 

Fig. 1.  Software process meta-model to model relation ontology example 

With the respect to existing research and state of the art, tools and languages we have 
selected for our framework are [14]: 

• OWL as a knowledge layer for meta-model of software process and formal 
description of static elements in a domain; 

• UML diagrammatic language to capture the process model in functional, be-
havioral, informational, and organizational perspectives; 
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• Colored Petri Nets as a formal (and executable) tool behind behavioral per-
spective; 

• Zachman Framework as a tool for final enterprise integration of models. 
 

It’s obvious that just having tools and languages is not enough to support the software 
process with domain knowledge. Next section discusses briefly a methodology we 
propose to use with our formal software process framework [4, 12, 21]. 

 

Fig. 2.  Formal Software Process Framework reference house 

4   Modeling Discipline 

The figure 2 shows the formal software process framework reference house. All parts 
from bottom to top are designed to support process modeling in following way: 

1. Meta-model and reusable vocabulary created in OWL; knowledge base in-
cludes general concepts, rules, and constraints. This ‘basement’ of the frame-
work is independent and created by domain specialist well experienced with 
mathematical methods. 

2. Information, functional and organizational perspectives are captured based on 
terms and rules inherited from meta-model and vocabulary. This is performed 
by organization management or process auditors with UML diagrams. The 
method generate the toolbox of available terms and rules from knowledge 
base. 

3. Control perspective combines the perspectives from second step and could be 
again performed by management or auditors. Available functions and respon-
sibilities are generated from knowledge defined in steps 1 and 2. The result is 
captured in UML activity diagrams (and exported to CPN respectively). 

4. Validation of created process models based on base knowledge layer’s rules 
5. Last step is the very integration of models created in previous two steps into 

an organization and brings clear order to all models. 
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5   Benefits, Conclusion, and Future Work 

This paper described formal framework for software processes based on machine-
readable knowledge bases. This framework combines UML, OWL, Colored Petri 
Nets, and Zachman Framework with the respect to existing related works. Our ap-
proach focuses on modeling aspects of software processes based on formal knowledge 
base combined with semi-formal methods, namely UML diagrams. The framework in 
combination with correct methodology offers sound and intuitive way how to capture 
software process models and support them with knowledge bases. The benefits of the 
approach are following: 

• separation of semi-formal and formal methods brings the process modeling 
and understanding to less (mathematically) experienced staff; 

• formal definition behind semi-formal models brings additional support of 
workflow interface based on OWL and Petri Nets models; 

• process model validation based on shared formal rules hidden in shared ma-
chine-readable knowledge layer 

• shared dynamic source of process knowledge brings modeling to next level 
with building process blocks pre-defined by domain specialist making the 
process modeling more or less a ‘construction kit’; 

• utilization (reusability) of result models in setup of different organization 
based on behavioral or functional blocks; 

• integration of process models into organization with Zachman framework 
Future work is aimed to completion of a reference software process model based on 
software-process meta-model and assembling complete a methodology of ‘knowledge 
support for software process’ and defining all interfaces to external process support 
systems. 
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Abstract. XML data model is usually understood as an alternative
to the relational data model. Its main advantage is a dynamic schema.
Querying XML data is a challenging task, many approaches deal with
this problem. However, there are still opportunities how to improve the
effectiveness of XML query evaluation. In this paper, we propose a new
cost-based optimized holistic twig join algorithm for evaluating XML
queries and we show that it can outperform the state-of-the-art algo-
rithms on a specific class of queries.

Keywords: XQuery, XML, query processing, TPQ, cost-based optimizations

1 Introduction

XQuery and XPath are the most common languages to represent XML queries,
in this paper we use a simplified query model called twig pattern query (TPQ)
[1, 3], that represents the core functionality of the two mentioned languages.

a1

b1 b2

c1 d1 d2 c2 d3

e2

b3

c3 d4

f2

x1

c4 d5

e3 f3

…

e1 f1

#b

#c

#e #f

#d #b

#e #f

(a) (b) (c)

Fig. 1. (a) XML tree (b) TPQ (c) Core subquery

There is an example of XML document tree in Figure 1(a) and a TPQ query
in Figure 1(b). TPQ is a rooted ordered labeled tree where nodes represent
predicates and edges signify what relationships must be satisfied between the
data nodes filtered by the predicates. Single and double edges represent parent-
child and ancestor-descendant relationships, respectively.

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 383–388.
VŠB – Technical University of Ostrava, FEECS, 2014, ISBN 978-80-248-3458-0.
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2 Algorithms

The existing algorithms evaluating TPQs can be divided into two groups: (1)
binary joins [1, 5] and (2) holistic twig joins [3, 4]. The first group works in two
steps such that each query edge is considered first and a binary join of the two
query nodes connected by the edge is performed, then the intermediate results
from the previous step are stitched together. The latter group tends to evaluate
the query as a whole. The main advantage of holistic twig joins is that they do
not produce large intermediate results when compared to the binary joins.

The binary joins can be based on two principles: a merge access path and
a navigational access path. The first mentioned group is based on reading streams
of XML nodes and merging them according to a specified relationship. The other
group is based on DOM (Document Object Model) operations.

3 Data structures

For the binary joins based on the merge access path and also for the holistic twig
joins there must be a data structure (index) capable to return a stream of data
nodes according to a predicate. In this paper, by the predicate we understand a
node tag, but we can similarly consider for example value-based predicates. For
the navigational access path binary joins there must be another data structure
that can immediately return all children or descendants of a data data node.

In our prototype native XML database [6] we have the two data structures
implemented and we call them partition index and document index, respectively.
The data structures are schematically depicted in Figure 2.

partition label

node labels

B
+

tr
e

e

node label

XML nodes

B
+

tr
e

e

(a) (b)

Fig. 2. (a) Partition index (b) Document index

The partition index is a B+tree where node tag serves as a key. The leaf
B+tree nodes point to paged arrays where node labels are stored. A node label
is an unique identifier of each XML data node and knowing two node labels, we
can immediately resolve their structural relationship.

The document index is also a B+tree, but with a node label as a key. The
leaf B+tree nodes point to paged arrays where content of the corresponding data
nodes is stored. The pointers in the leaf B+tree nodes are sorted according to
the document order. Therefore, by performing range queries we can easily obtain
a whole subtree of a data node.
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4 Contribution

All cost-based optimizations in the existing approaches are based on (1) search-
ing for an optimal order of the binary joins, (2) selecting of an access path of
the binary joins or (3) splitting a TPQ on a subquery that is evaluated by the
holistic join and the rest that is evaluated by binary joins. In this paper, we show
that it is possible to combine the two access paths also when using a holistic twig
join and it can be advantageous for highly-selective queries, that are common in
practice, since a user is usually interested in a concrete result.

5 Cost-Twig Join

Consider the query from Figure 1(b) that is evaluated over the XML document
from Figure 1(a). There is only one subtree rooted at the node b2 that matches
the query. However, the traditional holistic join algorithm has to read all data
nodes matching to all nodes of the query. That is, all 3 b data nodes, all 4 c
nodes and so on have to be read.

The key idea of the new Cost-Twig Join algorithm (CTJ) is that we choose
only some query nodes that will be evaluated using the partition index, while the
rest of the nodes will be read from the document index. Following the names of
the data structures, we call the query nodes partition query nodes and document
query nodes, respectively.

The subquery, that is formed only of the partition query nodes, we call the
core subquery. The core subquery is processed by the traditional holistic join
algorithm, the rest of the query is also processed in a holistic way, however, virtual
streams are used instead of true streams of xml nodes matching to the predicates.
Virtual streams are constructed whenever the algorithm finds a match for the
core subquery.

For example, let #b, #e, and #f be the only partition query nodes of the
query from Figure 1(b). The core subquery for such a situation is depicted in
Figure 1(c). The subtree rooted at b1 is the only subtree of the sample XML
document that matches the core subquery. The CTJ finds such a match as
a traditional holistic join. Subsequently, it has to make sure that the match is
really match of the original query. That is whether (1) the b1 has a descendant c
that is also an ancestor of e1 and f1, and (2) the b1 has a child d. The CTJ scans
the whole subtree of b1 using the document index and prepares virtual streams
for the #c and #d query nodes. After that, it can continue as a traditional
holistic join, since streams of all query nodes are available. The main advantage
is that we have avoided reading many irrelevant c and d data nodes.

6 Cost-based optimization

There is still a problem remaining: how to divide the nodes of the original query
into the partition and document query nodes. The partitioning of the nodes we
call a query plan. If there was a mechanism estimating a cost of a query plan, we
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would be able to explore a set of appropriate query plans and select the cheapest
one.

6.1 Cost analysis

The cost of a query is usually expressed as a sum of IO and CPU costs. In
this paper, we neglect the CPU cost, since the IO cost is usually much more
important. The IO cost can be expressed by the following formula:

IOcost =
reads

sizes
+ β ∗ seeks ∗ height+ α ∗ moves

sizet
(1)

The first term of Equation 1 means the number of pages that have to be
loaded from the paged arrays of the partition index. reads is a number of node
labels read and sizes is number of node labels in one page.

The second term represents the number of inner B+ tree pages that have
to be loaded from the document index. height is the height of the B+ tree and
seeks is the number of matches of the core subquery. Therefore, the seeks value
also represents the number of range queries that have to be performed over the
document index to prepare the virtual streams.

The last term is the number of leaf B+tree pages that have to be loaded from
the document index, where moves represents the number of loaded XML nodes
and sizet the number or XML nodes per one B+tree leaf page.

The constants α and β hide some implementation details.

6.2 Estimation methods

The estimation of reads is done by summing the sizes of the streams for the
partition query nodes, since for each partition query node we have to read the
whole stream according to the predicate. The estimation of seeks and moves
values is rather complicated. As we have mentioned before, the seeks means the
number of matches of the core subquery in the XML document. Therefore, we
have to estimate the result size of the core subquery. The situation with moves
value is similar, we have to estimate the number of all descendants of the data
nodes matched by the core subquery.

There are many approaches dealing with the estimation of a query result
size. For the purposes of this work, we have used a sampling based estimation
method [7].

6.3 Plan enumeration algorithm

There are 2n possible query plans for a query with n nodes. Clearly, it is not de-
sirable to compute the cost for each possible plan. We instead focus on a number
of plans to be good candidates for the best possible plan.

We consider the plan where all nodes are the partition query nodes the base
variant. Then we loop through the query nodes trying to change their type to
the document query. Whenever the change reduces the cost, the type of the node
is fixed to the document query node and it is not changed back anymore.
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Fig. 3. Experiment results

7 Experiments

In this section we experimentally prove the advantage of the CTJ over GTP Stack
state-of-the art holistic twig join algorithm (GTP) [2]. We have tested four XML
data collections: XMark1 (1.11 GB), SwissProt (109 MB), DBLP (127 MB) and
TreeBank (82 MB).2 We have generated 250 testing XPath queries with varying
selectivity for each data collection.

According to the Equation 1, we have empirically obtained the cost model
IOcost = reads+ 2 ∗moves+ 130 ∗ seeks, that we use in our experiments.

Summarized results of the experiment are in Figure 6.3. The values in the
charts mean the relative speed-up of the CTJ to the GTP. Horizontal axes mean
the selectivity of a group of queries. For each data collection and each selectivity
group, there are two values depicted: (1) circle represents the speed up when the
best possible query plan is selected and (2) cross represents the speed up when
we use the plan that have been obtained by the proposed cost-based approach.
The optimization overhead is taken into account.

The CTJ is 10 – 100 times faster than GTP on queries with selectivity
up to 0.1 % for all collections except TreeBank. The structure of TreeBank
is complicated both for query evaluation and query result size estimation. It can
also be observable, that using CTJ is advantageous on queries with selectivity
up to approximately 10 %.

8 Conclusions and future work

We have proposed a novel holistic twig join algorithm together with an optimiza-
tion framework, that can exploit the algorithm’s advantageous properties. We
have shown that our approach can outperform the state-of-the-art algorithms
for highly-selective queries.

1 www.xml-benchmark.org/generator.html
2 All collections except XMark: cs.washington.edu/research/xmldatasets/www/

repository.html
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In this paper, we have only considered node predicates that are based on the
node tags. The future work can be oriented on extending the approach by the
value predicates, that are practically very usefull and commonly used.
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3. P. Lukáš. XQuery Algebra. Information Sciences and Technologies Bulletin of the
ACM Slovakia Vol. 4, No. 4. Bratislava, 2012. ISSN 1338-1237.
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Ph.D.
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Abstract. Semantic-based approaches are new technologies supported
by RDF specifications of W3 Consortium. From physical implementation
point of view, several data structures are utilized to handle this data. In
many cases, the well-known B-tree is used as a basic index supporting an
efficient access for basic operations. Since the semantic data are multidi-
mensional, a common way is to use a number of B-trees for the data. In
this article, we review other index data structures; we show that we can
create only one index when we utilize a multidimensional data structure
like the R-tree. We compare a performance of the B-tree indices with the
R-tree and some variants of the R-tree. Our experiments are performed
over a huge semantic database. We show advantages and disadvantages
of these data structures.

1 Introduction

Semantic-based approaches are modern technologies trying to bring semantic
knowledge to computers.W3 Consortium have released some specifications re-
lated to semantic technologies1, e.g. RDF [7] as a model of the semantic data.

Definition 1. [2] RDF triple Assume there are pairwise disjoint infinite sets
I, B, and L, where I represents the set of terms, B the set of blank nodes, and L
the set of literals. We call a triple (s, p, o) ∈ (I ∪B)I(I ∪B ∪L) an RDF triple,
where s represents the subject, p the predicate, and o the object of the RDF triple.

A triple table is a set of RDF triples; it is an representation of an RDF graph.
A triple store or an RDF database is an engine enabling us to store an RDF
graph and performing at least query operations. However, we often require other
operations like update operations, transactions and so on.

On W3 Consorcium web, we find well-known semantic DBMS2. Since the
semantic DBMS often utilize a relational DBMS as a storage for the RDF triple
table, the B-tree [1] is often used as the main index. The main issue of this
physical implementation is that a number of B-trees must be built to support
queries over the triple table. However, there are other data structures capable
to handle semantic data. In this article, we show it is possible to create only one
index if we utilize a multidimensional data structure like the R-tree [4] and some
its variants (namely the Signature R-tree [5] or the Ordered R-tree [6]).

1 http://www.w3.org/standards/techs/rdf#w3c all
2 http://www.w3.org/2001/sw/wiki/Category:Triple Store

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 389–394.
VŠB – Technical University of Ostrava, FEECS, 2014, ISBN 978-80-248-3458-0.
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2 B-tree

The B-tree [1] is an one-dimensional paged data structure supporting point and
one-dimensional range queries. As result, we must create more indices in the
case we want to support a general range query without a sequential scan of all
leaf nodes.

For example, let us consider a B-tree with the compound key (s, p, o). In this
case, we can utilize range queries (s, p, ∗) and (s, ∗, ∗). On the other hand, the
range query (∗, p, o) means a sequential scan over all leaf nodes of the B-tree.
To support all range queries we must create three B-trees. Consequently, this
solution means that the size of indices is higher than the table size.

3 R-tree

Since the multidimensional R-tree [4] supports a general range query we can use
it as a solution of this problem.

The R-tree can be thought of as an extension of B-trees in a multidimensional
space. It corresponds to a hierarchy of nested n-dimensional minimum bounding
rectangles (MBR). If N is an interior node, it contains couples of the form
(Ri, Pi), where Pi is a pointer to a child of the node N . If R is its MBR, then
the rectangles Ri corresponding to the children Ni of N are contained in R.
Rectangles at the same tree level may overlap. If N is a leaf node, it contains its
couples of the form (Ri, Oi), so called index records, where Ri contains a spatial
object Oi.

The split algorithm has the significant affect on the index performance. Three
split techniques (Linear, Quadratic, and Exponential) proposed in [4] are based
on a heuristic optimization. The Quadratic algorithm has turned out to be the
most effective and other improved versions of R-trees are based on this method.

However, if the dimension of the items is quite large, none of the algorithms
can guarantee the split to two nodes without significant overlap. The probability
increases linearly with increasing data dimension. This effect is known as curse
of dimensionality [9].

The R+-tree [8] is a variant of the R-tree which allows no overlap between
regions corresponding to nodes at the same tree level and an item can be stored
in more than one leaf node. R+-trees are considered to be one of the most efficient
indexes for supporting point and range queries.

Since some intervals of a range query include only one value in the case of
the triple table, we call the query as the narrow range query. Therefore, we
utilize the Signature R-tree [5] which is capable to handle the range query more
efficiently than the R-tree and its variants.

The Signature R-tree [5] contains MBRs in inner nodes and signatures related
to the MBRs. These signatures are created for tuples inserted in the subtree
related to each MBR. Therefore, we can use two types of filtering when a range
query scans the tree: the first filtering method tests if an MBR is intersected by
a query and the second filtering method tests if a signature can include tuples of
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the query. As result, the Signature R-tree reads a lower number of nodes during
the range query processing. This R-tree variant is however usable only for point
data and the narrow range query.

Moreover, we use the Ordered R-tree [6] since we can define an ordering for
triples. The Ordered R-tree [6] is a simple combination of the R-tree and the
B-tree. It means, we can use a general range queries, however we can define
an ordering for tuples inserted in the tree. Evidently, we can define only one
ordering for the tree. There are two consequences:

1. For some range queries, all leaf nodes intersected by the query rectangle
include only result tuples. It is not generally true for the R-tree and its
variants, but the range query of the B-tree provides the same behaviour.

2. We get result tuples sorted and it is not necessary to sort them after the
range query is processed.

In this article, we utilize mainly the first improvement.

4 Experiments

In our experiments3, we compare the B-tree, as the main index data structure
utilized in semantic Database Research Group, with the R-tree, Signature R-tree,
and Ordered R-tree. All index data structures are implemented in C++4. We
utilize a generated synthetic data collection called LUBM including 133,573,856
triples [3].

We test a performance of point and range queries processed over the index
data structures when a SPARQL query is evaluated. We use 5 groups of queries
related to the selectivity (GP1 range query and result size in interval <1;1>, GP2
range query and result size in interval <2;1,000>, GP3 range query and result
size in interval <1,001;1,000,000>, GP4 range query and result size in interval
<1,000,001;∞), GP5). GP5 represents a sequence of point queries processed
during a join operation. In the case of GP1 and GP2, it is necessary to repeat
a sequence of queries since the processing time is unmeasurable. The number of
iterations is 10,000 for GP1 and 50 for GP2.

We built the B-trees, the R-tree, the Signature R-tree, and the Ordered R-
trees for the test data collection. The page size is 2,048 B for all data structures.
In Figure 1, we see basic characteristics of these index data structures. In the
case of the Ordered R-tree we do not need more trees like in the case of the
B-tree, however, in this article, we want to test whether it is possible to find
an optimal ordering for the Ordered R-tree. We can see that the B-tree size is
up-to 3× higher than the size of the R-tree-based indices. The R-tree is build
in 58% of the B-tree build time. On the other hand, the build time for other
R-tree-based indices is up-to 2× less efficient compared to the B-tree.

3 We run our experiments on 2 x Intel Xeon E5 2690 2.9GHz and 300GB RAM memory,
OS Windows Server 2008.

4 A part of the uµDB framework developed by DBRG – http://db.cs.vsb.cz/.
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Fig. 1. Index build times and sizes

In Figure 2, we can see the query processing time for all query groups. The
processing time is the average time of all queries in the group. Evidently, the
B-tree provides the most efficient performance especially in the case a higher
selectivity. The reason of this result is the minimal DAC of the B-tree. In the
case of the lower selectivity (see GP4 in Figure 2), results of all index data
structures are similar.
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Fig. 2. Processing time for all query groups [s]

We see that the Signature R-tree and the Ordered R-tree outperform the R-
tree in most cases. Although the average processing time of the Signature R-tree
is lower compared to the Ordered R-tree, we can find a query in each query group
where it exists an ordering of the Ordered R-tree such that the Ordered R-tree
outperforms the Signature R-tree. Let us consider query processing times in Fig-
ure 2. In the case of QG1 where is typycal query (S=’AssociateProfessor’,

P=’type’, P=*), the Ordered R-trees SPO and SOP outperform the Signature
R-tree and other Ordered R-trees, however in the case of QG2 with typical
query (S=*, P=’PublicationAuthor’,O=’AssistentProfessor’) the perfor-
mance of these Ordered R-trees is the lowest. Also in the case of QG3 with
typical query (S=*, P=*, O=’Course2’), the Ordered R-tree OPS give to us
similar performance like the B-tree. However, we must keep in mind that this
effect depends on a query and concrete ordering of the Ordered R-tree.

Although, it is clear that the B-tree provides the most efficient processing
time, there are some improvements of multidimensional data structures. The
first one, the index size of a multidimensional data structure is up to 3× lower
the B-tree index size. The second one, in the case of the B-tree it is necessary
to change ordering of values in a triple when a query processor want to use an
index with different ordering than another index returns.
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5 Conclusion

In this article, we compared the performance of the B-tree with the R-tree,
the Signature R-tree, and the Ordered R-tree for RDF data and point and range
queries processed during an evaluation of a SPARQL query. The Signature R-tree
and the Ordered R-tree outperform the R-tree for the most queries. Although
the average processing time of the Signature R-tree is lower compared to the
Ordered R-tree, we can find a query in each query group where it exists an
ordering of the Ordered R-tree such that the Ordered R-tree outperforms the
Signature R-tree. The B-tree provides the most efficient processing time; the
average processing time is 74% of the B-tree compared to the Signature R-tree.
However, there are some improvements of multidimensional data structures. The
first one, the index size of a multidimensional data structure is up to 3× lower
the B-tree index size. The second one, in the case of the B-tree it is necessary
to change ordering of values in a triple when a query processor want to use an
index with different ordering than another index returns.
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Abstract. In present time some researchers use chaotic numbers gen-
erators in evolutionary algorithms like differential evolution, SOMA or
particle swarm optimization. These chaotic numbers generators are based
on chaotic discrete systems which replace pseudorandom numbers gen-
erators like Mersenne Twister, Xorshift etc. In this paper we will investi-
gate the influence of chaos level in logistic map which is used as chaotic
numbers generator to the convergence speed of differential evolution to
the global minimum of testing functions.

1 Introduction

Differential evolution (DE) uses pseudorandom numbers generators in many
steps of the algorithm. At first pseudorandom numbers generator (PRNG) is
used when the first population is created – parameters of individual are gener-
ated randomly in lower and upper bounds. Then DE needs PRNG in random
choosing of three different parents, then PRNG is needed in crossing, etc. In this
paper PRNG is replaced by chaotic discrete system – Logistic map. We know
that the level of chaos is given by Lyapunov exponents. If Lyapunov exponent is
greater than zero, system behavior can be described as chaotic. This paper will
deal with influence of chaos level to convergence speed of DE. In section 2 we
explain motivation of this paper, in section 3 experiments design is described.
In section 4 we can see results of experiments and section 5 summarize findings.

1.1 Differential evolution

In DE we will see all principles of evolutionary algorithms – natural selection,
crossing and mutation. In this paper DE/rand/1/bin is used.

In present time DE appears in many areas of research. In [3] authors deal
with multi objective optimization by an adaptive DE. In [4] DE plays an essential
role in identification time-delayed fractional order chaos. In [5] authors present a
novel Particle Swarm Optimization (PSO) based on a non-homogenous Markov
chain and DE and in [6] authors analyze the behavior of DE algorithm applied
to the objective function, which are transformed by means of local searches.

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 395–400.
VŠB – Technical University of Ostrava, FEECS, 2014, ISBN 978-80-248-3458-0.
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Authors of [7] use distributed DE in detecting moving objects from a video
sequence. In [8] authors describe repairing the crossover rate in adaptive DE.

DE in connection with chaos and chaotic systems is mentioned for example
in [9] – [13].

1.2 Chaos level

Chaos level is given by Lyapunov exponent’s value. Lyapunov exponent is com-
puted for an orbit. We know that the Lyapunov exponent can be undefined for
some orbits. In [2] authors says: “In particular, an orbit containing a point xi
with f ′(x) = 0 causes the Lyapunov exponent to be undefined.”

1.3 Chaos level in Logistic map

Logistic map is defined by Eq. (1).

xn+1 = axn(1− xn) (1)

In our research we will change value of parameter a and for each value of a
the Lyapunov exponent will be computed. Then we will observe influence of the
computed Lyapunov exponent value to the DE convergence speed to the global
minimum.

Logistic map appears for example in [14], where period 3 and chaos for uni-
modal maps are studied. In [15] Logistic map is mentioned in connection with
chaos optimization algorithms based on chaotic maps with different probability
distribution. In [16] authors describe logistic neural networks and their chaotic
pattern recognition properties and in [17] discrete fractional Logistic map and
its chaos is investigated.

2 Motivation

As it was mentioned above, the main goal of this research was to investigate DE
convergence speed reliance on Lyapunov exponent’s values. Chaos is defined by
a Lyapunov exponent greater than zero [2]. In this paper we observe differential
evolution convergence speed when Lyapunov exponent acquires different values.

3 Experiment design

Precise setting of DE parameters is mentioned in the Table 1, where NP means
number of individuals in population, D dimension (number of parameters of the
individual), Generations means number of generation cycles, F mutation con-
stant and CR crossing probability. In our research Schwefel’s, Griewangk’s, Ras-
trigin’s, Egg Holder’s and Rana’s functions have been used as cost functions (the
equation can be found in [1]). Schwefel’s global minimum is f(x) = −415.9829D
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where D denotes dimension, for Rastrigin’s and Griewangk’s the global mini-
mum is f(x) = 0. For Egg Holder’s and Rana’s functions there is not common
formula for easy calculation of global minimum value. For experiments HP Pavil-
ion dv7-6050 with processor Intel Core i7 with frequency 2 GHz, 4 GB RAM
and graphic card AMD Radeon HD 6770M and Microsoft Visual Studio 2010
have been used. The experiments have been processed by Mathematica 8.

Table 1: DE setting.

Parameter Value

NP 50
D 20
Generations 1800
F 0.9
CR 0.4

At first parameter a of Logistic map had been set to the beginning value a =
3.5 and then it was increased by 0.01. For each value of parameter a one hundred
experiments have been generated. For each cost function 5100 experiments have
been generated. Initial value of x has been set to x = 0.02. This value has been
chosen randomly.

4 Results

In Table 2 we can see resultant values of parameter a, Lyapunov exponent, aver-
age fitness and median fitness for all cost functions. These results are mentioned
in connection with the highest convergence speed of DE. In Tables 3 and 4 we
can find cost functions median fitness values intervals for a ∈ [3.50, 3.60] and
a ∈ [3.61, 4.00].

Table 2: The fastest convergence of DE for Schwefel’s, Griewangk’s, Rastrigin’s, Egg
Holder’s and Rana’s functions.

Schwefel Griewangk Rastrigin Egg Holder Rana

Parameter a 3.94 3.77 3.76 3.98 3.6
Lyapunov exp. 0.540 0.398 0.383 0.596 0.178
Average fitness -6554.91 0.843 68.53 -6477.80 -4177.43
Median fitness -6541.40 0.848 61.25 -8920.75 -4198.46
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Table 3: Cost functions (Schwefel’s, Griewangk’s and Rastrigin’s) median fitness values
interval.

Interval of a Schwefel Griewangk Rastrigin

a ∈ [3.50, 3.60] [-6399.96, -6307.58] [0.849,0.862] [68.58, 70.66]
a ∈ [3.61, 4.00] [-6541.40,-6186.59] [0.843, 0.864] [61.25, 71.37]

Table 4: Cost functions (Egg Holder’s, Rana’s) median fitness values interval.

Interval of a Egg Holder Rana

a ∈ [3.50, 3.60] [-6507.70, -6412.98] [-4211.54, -4142.86]
a ∈ [3.61, 4.00] [-6587.57, -6390.79] [-4223.99,-4105.34]

5 Conclusion

From results mentioned in section 4 we can make some conclusions:

– Schwefel’s function: DE has reached global minimum in all cases. When
parameter a had been set to a = 3.94 DE convergence speed was the highest.
In this case Lyapunov exponent gained the value 0.540 and average fitness
value gained value -6554.91, median fitness value was then -6541.40. When
a ∈ [3.50, 3.60] median fitness values moved in interval [-6399.96, -6307.58].
When a ∈ [3.61, 4.00] median fitness values moved in interval [-6541.40,-
6186.59], see Table 3.

– Griewangk’s function: In this case DE has not reached the global min-
imum for any setting of the logistic map. It is probably caused by DE’s
setting. The highest convergence speed was observed when a = 3.77 and
Lyapunov exponent gained the value 0.398, average fitness value was 0.843
and median fitness value was 0.848. When a ∈ [3.50, 3.60] median fitness
values moved in interval [0.849,0.862]. When a ∈ [3.61, 4.00] fitness values
moved in interval [0.843, 0.864], see Table 3. The smallest fitness value was
reached when a = 3.81, fitness value gained the value 0.483.

– Rastrigin’s function: In the case of Rastrigin’s function DE has not reached
global minimum. It is probably caused by DE’s setting. The smallest fitness
value was reached when a = 3.74, its value was 28.44. When a = 3.76 Lya-
punov exponent gained value 0.383 and DE’s convergence speed was the
highest, the average fitness value was 68.53 and median fitness value 61.25.
When a ∈ [3.50, 3.60] median fitness values moved in interval [68.58, 70.66].
On the other hand when a ∈ [3.61, 4.00] median fitness values moved in
interval [61.25, 71.37], see Table 3.

– Egg Holder’s function: We know that for Egg Holder’s function there is
not described global minimum in the literature. The smallest fitness value
was reached when a = 3.59. Lyapunov exponent for this value of param-
eter a has the value 0.138. When a = 3.98 DE’s convergence speed was
the highest, average fitness value gained the value -6477.80 and median
fitness value -8920.75. Lyapunov exponent for a = 3.98 is 0.596. When
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a ∈ [3.50, 3.60] median fitness values moved in interval [-6507.70, -6412.98].
When a ∈ [3.61, 4.00] median fitness values moved in interval [-6587.57, -
6390.79], see Table 4.

– Rana’s function: As well as Egg Holder’s function for Rana’s function
there is not described global minimum in the literature. The smallest fitness
value -5588.24 was reached when a = 3.92. In this case Lyapunov exponent
gained the value 0.517 for a = 3.92. When a = 3.6, Lyapunov exponent
gained the value 0.178 and the convergence speed of DE was the highest.
Average fitness value was -4177.43 and median fitness value -4198.46. When
a ∈ [3.50, 3.60] median fitness values moved in interval [-4211.54, -4142.86].
When a ∈ [3.61, 4.00] median fitness values moved in interval [-4223.99, -
4105.34], see Table 4.

– When we look at the results mentioned above, we can make conclusion that
DE convergence speed was the highest when Lyapunov exponent had gained
values greater than zero for all testing functions. For Schwefel’s function its
value was 0.540 (a = 3.94), for Griewangk’s 0.398 (a = 3.77), for Rastrigin’s
0.383 (a = 3.76), for Egg Holder’s 0.138 (a = 3.98) and for Rana’s 0.517
(a = 3.6). For all functions DE convergence speed was the highest when
a ≥ 3.6.

In the future, we would like to extend our research by adding other cost func-
tions especially CEC2013 benchmark. We would like to try these experiments
to other evolutionary algorithms like PSO, Self-organizing migrating algorithm
or genetic algorithms. This paper has been presented at the conference Nos-
tradamus 2014.
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VŠB – Technical University of Ostrava, 17. listopadu 15, 708 33 Ostrava – Poruba

{zbynek.slozil.st, daniel.stribny}@vsb.cz

ˇ ˇ ˇ

ˇ

Abstract. Any network attacks can be performed in a distributed man-
ner, from gaining access to various types of DoS attacks. This article de-
scribes general characteristics of distributed attacks and their impact on
the public network. Furthermore, the article discusses the various ways of
defense against distributed attacks and introduces a new kind of system
to defend against these types of attacks. The aim of the proposed system
is to create a defence system, by means of which long-term distributed
attacks on a particular infrastructure in cooperation with IDS would be
actively prevented. Proposed system is intended for use in independent
infrastructures, which require only a minimum exchange of information.

Key words: distributed attack, defence system, public network, mes-
sage, node, zone

1 Introduction

Any network attacks can be performed in a distributed manner, from gaining
access (searching through the infrastructure, password cracking) to various types
of DoS attacks. The basis is a large amount of seized stations (zombies, bots),
which expand the leaves of the attackers tree. A major part of the public network
is considered unsafe (or already under attack) and pertains to a botnet. Due to
its distributed nature, both detection of an attack and defence itself are very
complicated, as botnet is usually expanded through various parts of the world
public network, i.e. through various AS or ISP in various geographic locations [3].

1.1 Possibilities of defense against distributed attack

Infrastructure of the public network is very open because of its very nature,
both for common customers and for attackers. That is why some providers and
peering companies try to protect their customers, but they themselves do not
want to accept responsibility for proper data filtering.

For example, if it is discovered that the attack comes from one autonomous
system, the easiest manner would be redirecting the given compromised data
flow. However, by removing it from the BGP table, the problem could get worse,

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 401–406.
VŠB – Technical University of Ostrava, FEECS, 2014, ISBN 978-80-248-3458-0.
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the BGP itself can find an alternative way. A solution for this could be Remotely-
Triggered Black Hole (RTBH) [1], which sends attack into the so-called black
hole. However this solution is incomplete and slow.

Another solution may be an automatic filtering manner, which would not
affect the common traffic, which would preserve independency of autonomous
systems and which would be quite simple. This problem was outlined in the
article about PushBack technology [2], which serves for distributed limitation
of throughput, both in case of an attack and in case of an increase in common
incoming flows. This approach consists in expansion of QoS policies. The traffic
is classified and suspicious flow groups have limited throughput, i.e. they are
sorted into QoS queues.

2 Distributed defence system

The aim of the proposed system of Distributed Access Control List (DACL) is
to create a defence system, by means of which long-term distributed attacks on
a particular infrastructure in cooperation with IDS would be actively prevented.
The system communicates through supported infrastructures and attempts to
block an attacking flow as close as possible to the source without limiting the
common traffic. Its efficiency depends to a great extent on IDS of the given client,
which is the only one to control the given filtering of attacks directed towards it.
Transit infrastructures do not detect attacks heading to other infrastructures,
since they cannot determine, if the given flow is compromised or not. The total
size of the defence area is defined on the basis of support and interconnection of
transit companies and their interconnecting via the system.

2.1 Terminology

The list of basic terms for the system DACL [Fig. 1]:

Node is the basic element of the system DACL, which secures filtering and
forwarding of messages.

Source Node is Node, which created defence messages in cooperation with
IDS.

Domain is a logical area, on the borders of which one and more Nodes are
located (fullmesh). Each Node pertains to one or two Domains.

Zone is a particular Domain, which is under a particular administration. Each
Node pertains to just one Zone.

Control Message (CM) is a message send between Nodes. It contains one
and more filtering rules.

Control Message Flow (CMF) is a flow, which was sent from the Source
Node through other Nodes and contains Defence Messages. It can create a
tree structure.

Normal Data Flow (NDF) is a flow, which has not been checked yet, or has
not been marked as compromised in any Source Node.
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Compromised Data Flow (CDF) is a flow heading to the Zone, in which it
was marked as compromised. If its source is distributed, a tree with a root
is created in this Zone.

Fig. 1. Terminology of DACL

2.2 Description of the system

The defence system DACL attempts to fulfil requirements of the use in inde-
pendent infrastructures (e.g. autonomous systems) and to increase their safety
against cyber attacks. The proposed system DACL is intended for use in inde-
pendent infrastructures, which require only a minimum exchange of information.
That is why just a minimum communication is necessary to activate the service
and then the system controls itself (autonomously) on the basis of clearly de-
fined rules. Control of the given filtering is always at the charge of the Source
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Node in cooperation with the used IDS, so other Nodes just filter the passing
Compromised Data Flows. Zones and their Nodes, through which Compromised
Data Flows pass, cannot affect filtering in any way, they only adjust it according
to the accepted defence information and then attempt to pass this information
on in the opposite direction of the attack. Normal Flow through Zones is not
limited in any way.

2.3 Proposal

The proposal consists of 3 phases, which are gradually performed during the run
of the system.

Attack detection and creation of Control Message Detection can be performed
by any Node, which is connected to IDS. This IDS checks only the traffic heading
to the given Zone, in which this IDS is located (it cannot control transit traffic).
Any IDS can be used, but it must be able to discover Compromised Data Flows
and to use defined API of DACL system used in the individual Nodes. If IDS
complies with these conditions, it sends a request for filtering of a certain Com-
promised Data Flow to the Node. This node then becomes the Source Node for
the particular Control Message Flow, which will be sent in the opposite direction
of the attack. Source Node will create Control Message including rules for every
particular filtering (filtering is performed at the 3rh and 4th layer of ISO OSI
model) and adds lifetime to each rule (i.e. period of inactivity, after which the
rule will be automatically removed from the filters). These rules are immediately
applied in the filter in the Source Node.

Filtering according to Control Message After receiving a message into the Node
(with the help of IDS or by accepting message from another Node), it will un-
pack the Control Message and add the rules contained in it into the filter. If a
Compromised Data Flow comes across the rule corresponding to it, the lifetime
of the rule will be activated to the original value, while this lifetime gradually
decreases since the time of its creation. If the rule is inactive for a longer period
of time and its lifetime decreases to zero, the rule will be erased from the filter.
Rule lifetime determines the maximum time delay between two received PDU of
an attack and it is detected by means of IDS.

The selected final manner of rule lifetime determination is the hybrid method.
Life of each rule accepted into the Node is compared with the limit value of the
given Zone and if it exceeds this limit value, it is modified to comply with this
value. However, lifetime is sent unchanged to other Nodes (with the original
value received from the Source Node), so that a potential gradual degradation
does not occur. We still expect an exact determination of lifetime with a slight
deviation of intensity of the attack messages. Another phase, forwarding of the
given rule, is initiated, only if the given rule was used at least once.

Forwarding of a Control Message The compiled Control Message is sent in the
opposite direction to the Compromised Data Flow. The Source node sends the
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Control Message always in a direction outside of its Zone. Other Nodes send
Control Message always into another Domain, that the one, from which it was
received. However, before the particular Control Message is sent, the closest
connected Node, through which the Compromised Data Flow passes, must be
found. There are several possibilities of how to solve this problem, to prevent
asynchronous routing or potential falsification of addresses of the source (the
so-called spoofing):

1. Forwarding of Control Messages to all Nodes in the Node Domain (use of
multicast broadcasting). If the given Compromised Data Flow does not pass
through the Node, the rule will be automatically removed after its lifetime
expires.

2. Marking of all Flows, which pass through the given Domain. Each Node has
a unique marking in this Domain, which can be added into the header of the
IP packet or added as a new header between the individual layers.

Forwarding of rules to other Nodes should have a certain delay, so that an
excessive fragmentation of the Control Message is prevented. The phases 2 and
3 keep repeating, until there is a neighbour Node for the next forwarding of
the Control Message. Filters are automatically erased in the opposite direction
to the Compromised Data Flow and if the attack is still going on, only those
filters, which are the closest filters to the attackers, will remain. If the given
Compromised Data Flow disappears, all rules in filtering are removed as well. If
the shape of the attack changes (e.g. its direction, intensity), the attack will pass
to IDS again, where the phase 1 will be applied again and the other mentioned
phases will follow.

3 Conclusion

Cyber attacks have become a big current threat for many companies. Defence
against these attacks is underestimated and in many cases certain parts of in-
frastructure become a part of an attack. There are many types of local defence
against these attacks, such as status and non-status filters, Honeypots, IDS and
others. With regard to the growing number of connected users, the number of
attacks is increasing as well, and thereby also the load on transit infrastructures
increases. DACL system attempts to protect these areas in cooperation with the
victim of the attack.

Another improvement may be compression of transferred rules, because if
more distributed attacks occur, there may be a great amount of created rules.
However, summarisation is not possible, as the system would loose precision of
filtering. This weakness should be solved in further research.

DACL can become an efficient active defence against distributed attacks. Its
greatest advantage is simplicity of both the protocol and the expected imple-
mentation. If a sufficient support from providers is achieved, defence will be so
efficient, that it can often block attackers at the very source.
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Abstract. When performing molecular dynamics or Monte Carlo sim-
ulations of molecular systems, a method to compute intramolecular en-
ergies is crucial. Fully quantum ab-initio computations are accurate, but
very costly. Practical simulations of larger systems (in either number of
atoms or time scale) thus often use simplified formulas based on physical
insight, with parameters fitted to experimental data. We have explored
a different approach, using neural networks.

Keywords: Neural networks, molecular dynamics

1 Introduction

We tested the approach on a system of six water (H2O) molecules. On input,
we are given coordinates of atoms in cartesian coordinates. Expected output
is the intramolecular energy. A common method is to use n-site (n = 2 . . . 6)
water model, in which charge is assumed to be placed in specific points around
the water molecule. Electrostatic interaction between the sites is modelled by
Coloumb’s law and repulsion forces by the Lennard-Jones potential. This results
in a simple analytic formula with several parameters, which are fitted to the
situation which is being modeled (simulation at given pressure, temperature
etc.)

We tried a new approach, described eg. in works of [3], which uses neural
networks to approximate the energy calculation, without explicitly constructing
an interaction formula. The neural network is trained by using data from very
accurate quantum chemical computation or from experimental measurements.

2 Neural network inputs

We used a classic multi layer feed-forward neural network with sigmoid activation
function, trained using backpropagation on the training set.

Standard cartesian coordinates (x-y-z) are not well suited as inputs for neural
networks, because intermolecular energies are invariant under translation and
rotation of the whole system. Training NN with all possible translations and
rotations would be impractical, therefore some transformation must be used on

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 407–410.
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the cartesian coordinates. We have adopted the approach of symmetric functions
by J. Behler [1].

Symmetric functions are defined for every pair and triplet of atoms with
distance of Rij :

G2
i =

∑

j

e−η(Rij−Rs)
2

fc(Rij)

G3
i = 21−ζ

∑

j,k 6=i
(1 + λ cosΘijk)ζe−η(R

2
ij+R

2
ik+R

2
jk)fc(Rij)fc(Rik)fc(Rjk)

Where λ, η, ζ are parameters, Θijk is the angle between the atoms and fc is
dampening function defined as follows :

fc(Rij) = 0.5

(
cos

(
πRij
Rc

)
+ 1

)
for Ri,j < Rc

fc(Rij) = 0 otherwise

Where Rc is cutoff distance. The coordinates have no special meaning, they
are just a way of sampling of intramolecular distances and angles. One can see
a similarity to using moments in pattern recognition with NNs.

3 Results

We have trained the NN on 907 configurations of water hexamer, with accurate
energies calculated using Density Functional Theory method (exchange potential
M06L, basis aug-cc-pVTZ on oxygens, cc-pVTZ on hydrogens). The results are
shown in Fig. 2. Using the NN, we have achieved a variance of 2.0416e-5 Hartree2.
For reference, compare to the TIP6P model (a six-site water model) on Fig. 1,
which achieved a variance of 7.42331e-7 Hartree2, two orders better.

4 Conclusions and Future work

The precision of energy approximation using neural networks is not good enough
yet. We see issues that potentially need to be addressed :

– We need a better transformation of input coordinates. The symmetric coor-
dinates may be blurring the image of the system too much.

– It might be a problem to obtain large enough testing set. We used a set
of 902 inputs, which might not be enough to cover the whole configuration
space.

There are some issues common to all uses of bio-inspired methods - the NN
works as a black box, and we cannot extract any physical model back from it.

Some other approaches other than NN could be used. We have tried genetic
programming without success, reports of an experiment with SVM are in [2].
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Fig. 1. Expected energy from DFT vs. energy obtained from TIP6P model.

Fig. 2. Expected energy from DFT vs. energy obtained from Neural Network.
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Abstract. In today’s highly competitive environment of e-commerce
and web applications it is necessary to innovate and enhance the core
user experience. One of the ways to achieve this is to thoroughly analyse
user base, find patterns in their behaviour and understand differences be-
tween valuable buying customers and ordinary visitors. Data from such
analysis then acts as cornerstone in decision making in applications fur-
ther development. In this paper usage of process mining methods is pre-
sented applied to the problem of main customer workflow throughout
the web application focused on selling custom hand-made chocolates.

Keywords: Process mining, process improvement, web

1 Introduction

In modern world, when building applications targeted to common end-users, it
is necessary to optimize the user experience and applications main workflow in
order to retain customers interest and make application viable in context of it’s
competition.

Optimization of such process is never-ending task. As the competition and
user’s needs evolve, iterative workflow optimization is a must. In order to be
able to effectively perform such optimizations, it is necessity to understand the
behaviour of applications users. Therefore thorough analysis of their actions in
such application is a key to understanding the user’s needs. Also throughout this
analysis it is possible to divide users into categories according to the business
value they provide to the owner of the application. Usage of this data then
allows to understand how users with higher business value interact with the
application so the general user experience of the application can be fine-tailored
to their needs. Also it allows to work with the users with lower business values
in order to increase their value.

This paper focuses on analysis of users workflow process in web application
focused on selling custom hand-made chocolate to the user.

The paper is divided into four main sections. In section 1 the problem is
introduced. In section 2 state of the art is presented to the reader. In section 3
obtained data and analyses are described. Final section 4 concludes the whole
paper and provides discussion over obtained results and summarizes planned
future research in given subject.
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2 State of the Art

In last decades, systems started to be more and more process oriented [1]. The
shift to process oriented systems was motivated by the idea of supporting systems
to the daily business, to shift the knowledge about operations that could be
described as processes from humans to systems. Process oriented systems started
to be worshipped as the only way to control the processes and activities that
has to be enacted. The knowledge about the processes and their enactment was
transferred to the systems.

The shift from the data oriented systems to the process oriented systems
brought the companies tools to control and check the enactment of the processes
and resources that are involved.

Business process definitions are sometimes quite complex and allow many
variations. All of these variations are then implemented to supportive systems.
If you want to follow some business process in a system, you have many decisions
and process is sometimes lost in variations. Modelling and simulations can help
you to adjust the process, find weaknesses and bottleneck during the design
phase of the process. Sometimes you guess or know the patterns and occurrence
probabilities of variations that are used during the execution phase. However, not
even modelling and simulation of the processes can tell you, how processes are
really enacted in the system, what is e.g. the perceptual usage of the variations
and whether some variations are enacted at all. If you want to analyse the real
usage of the system, recognize its weaknesses, bottlenecks or strongness on the
real data, you have to know how the process was followed in reality. Process
mining is an approach that is used for the analysis of real enactment of the
processes. Process mining uses logs of real process enactments to analyse the
process itself. Process mining can answer you the question, how the process was
really executed, which variations were used and what are the probabilities of the
enactment of each process variation. Process mining can be seen as a supportive
method for the BP and BPI (Business process intelligence)[2] analysis and from
the perspective of BPM(Business process management)[3], can be used as a
feedback to the BPM methods [4].

Our work is focused to the process mining, estimation of the future process
parameters (process data) and process formalization. We are working on holo-
nomic process view that can bring us complex view of the intended processes,
real process execution, process estimation and all of this supported by process
formalization [7–16].

3 Possibilities of process analysis

This paper analyses web application focused on selling custom hand-made choco-
late. As the application is quite new and the general user experience is still un-
dergoing frequent changes and improvements, the need to analyse behaviour of
customers arose. Main question in mind was to find patterns in their behaviour
in order to understand the difference between user that orders the product from
the website and user that visits the website without ordering anything.
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Additionally it is planned to use the data and results of the analysis to
optimise the user interface.

3.1 Process context

As stated before, focus of this paper is web application designed to allow users
to buy custom hand-made chocolate. It provides the user with an ability to pick
their favourite chocolate bar, pick their favourite toppings and finally choose the
box that the chocolate should be packed in.

As a second product the user is able to purchase box of chocolate. He is
presented with choice of the box, choice of up to five types of pralines and is
given an option to upload their own picture that will decorate the box.

3.2 Data description

We have loaded the log with dates between 7. 11. 2013 - 28. 7. 2014, totally we
have loaded 25 356 records for adjustment.

The main task of the data preprocessing is to map records from the applica-
tion log to the parts of the process in the process mining.

The process in the process mining consists of at least of:

– Case - one pass of the process
– Event - one step of the process
– Start time - start time of the task

Our log is mapped in the following way:

– Case - IP + number of occurrence.
– Event - Page
– Start time - Datetime

We had to split cases from one IP address to the several cases. User from one
ip address can visit the web several times and it represents several performed
processes cases. We had to decide where the borderline between these processes
is. We had set up that if the time between performing particular activities is
longer than 2 hours we consider it a new process. For example if the user performs
6 activities and 3 of them are performed on 1.1.2014 from 10 to 11 AM and rest of
the activities are performed on 1.1.2014 from 3 to 4 PM, these are two separated
processes of one user IP address. In the log we have found 30 activities, i.e.
Vytvorit/bonbonieru, Vytvorit/cokoladu and so on.

3.3 Summary of the log

The process mining tool ProM 6.2 was used for all analysis attempts [5].
Table 1 depictures top five events ordered by occurences. We can see that

most used events are /vytvorit/cokoladu and /vytvorit/bonbonieru.
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Table 1. Occurrences of top 5 events

Class Occurrences (absolute) Occurrences (relative)

/vytvorit/cokoladu 25770 50,818%
/vytvorit/bonbonieru 9296 18,332%
/kosik 4564 9,0%
/vytvorit 3236 6,381%
/MainPage 2682 5,289%

The Table 2 depictures start-event classes of the process. That means start
classes that are starting events for at least one of process enactments. The Table
3 depictures end-event classes of the process. That means task classes that are
end for at least one of process enactments.

We can see that 42 percent of process executions start on the main page
and 48 percent of process executions end by /vytvorit/cokoladu. It means users
mostly come to the main page and then try to create and customize own choco-
late product.

If the process starts with either one of the events - /vytvorit/cokoladu or
/vytvorit/bonbonieru it means that users come directly to this pages. The reason
might be that they click on some kind of advertisement of these chocolates on
another web page (facebook, etc.).

Table 2. Top 3 Start events

Class Occurrences (absolute) Occurrences (relative)

/MainPage 587 42,352%
/vytvorit 329 23,737%
/vytvorit/cokoladu 313 22,583%
/vytvorit/bonbonieru 69 4,978%

Table 3. Top 3 End events

Class Occurrences (absolute) Occurrences (relative)

/vytvorit/cokoladu 671 48,413%
/vytvorit/bonbonieru 225 16,234%
/MainPage 140 10,101%
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3.4 Analysis of the process characteristics

We have reconstructed process model from the log by BPMN Analysis (using
Casual Net Miner) [6]. Process model is depictured in the figure Fig. 1. The
process model shows also the frequency of the transitions between events. It is
depicted by numbers next to arcs or by thickness of arcs. When the arc is bolder,
then the path is more frequented.

We can see that the process model is not easily readable and contains lot
of events. It is because of that the domain of the web process mining is quite
different from the process mining of ordinary informational systems. Ordinary
informational system usually has to follow at least some basic workflow. On
the web page user usually don’t have to follow the process so much. But we
can observe there are some patterns that are followed. For example pattern of
ordering chocolate, etc. In this area we can also use sequence alignment methods
[16].

However the process model can replay all the cases obtained from the log.

Fig. 1. Process model visualisation in BPMN

4 Conclusion and future work

This paper shows ability to map and analyse processes of the web pages using
process mining techniques. Not all options of such techniques are presented in
this paper, but the results seem very interesting and promising. Using process
mining techniques in such scenarios could lead to substantial improvements in
user experience and could become another option for companies looking for
feedback that could validate and/or improve their product’s workflows.

For example we can focus more on the process executions that start by click-
ing on some kind of advertisement. We would like to observe the effectiveness of
such advertisement and compare the number of customers that end up buying
some product through advertisement to number of users that buy the product
spontaneously without any such advertisement. Also it might be interesting to
combine this output with heat-map analysis. We would like to continue in this
domain and follow on the work presented in this paper.
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Abstract. Modern network infrastructure suffer greatly from ongoing
DDoS attacks. These attacks targeting not only servers and services run-
ning on them, but also in many cases the infrastructure itself. Proposed
Distributed Defense System is targeting these DDoS attacks and tries
to efectively and quickly protect their victims. Implementation of this
system could be tricky in modern heterogenous network infrastructure.
This article describes possible ways of implementation of this system on
network devices of most commons manufacturers. And also shows proto-
type implementation on Linux system which serves as proof of concept.
In conclusion are described possible future improvements based on test-
ing of the prototype.

Key words:distributed attack, DDoS, OpenFlow, defense system, Mono

1 Introduction

Any network attacks can be performed in a distributed manner, from gaining
access (searching through the infrastructure, password cracking) to various types
of DoS attacks. The basis is a large amount of seized stations (zombies, bots),
which expand the leaves of the attackers tree. A major part of the public network
is considered unsafe (or already under attack) and pertains to a botnet. Due to
its distributed nature, both detection of an attack and defence itself are very
complicated, as botnet is usually expanded through various parts of the world
public network, i.e. through various AS or ISP in various geographic locations.
Proposed system is intended to deal with these attacks [5].

2 Implementation Options

Implementation options are limited by heterogenity of network devices in role of
Node (typicaly routers) [5]. There isn’t tool for uniform creation, modification
and checking of firewall rules on Nodes.

This problem can be solved in many ways:

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 417–421.
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Network containing only Cisco Systems devices using Cisco One PK
- One PK is Software Defined Network (SDN) technology. Provides common
API for managing services on network devices of Cisco Systems. There are
libraries for accessing these APIs for most common programming languages
- C++, Java, Python. Functionality of this technology is provided on devices
of Cisco Systems so overall deployability of system based on this technology
is very limited [1].

Fig. 1. Design schematic of Cisco One PK [1]

OpenFlow - is also SDN technology. Developed as University research project,
it defines new approach to network devices. These devices has separated
Control plane and Data plane. Control plane is distributed so implemen-
tation of this defense system could by very efective. Only drawback is low
commonness of devices based on OpenFlow protocol [2].

Custom framework - custom modular framework for settings firewall rules
on devices of different manufacturers. This can be enabled via APIs or CLI
modules for each manufacturer. Base for this framework is described in pre-
vious diploma work on VSB-TUO [3]. This base code could be used for
future development.

In all cases is used some kind of central server for managing single Nodes.
This approach is rather centralized in contrast with systems distributed and
decentralized proposal [5].

3 Prototype Implementation

Prototype is implemented in Mono framework via C# language. Operation Sys-
tem used is Ubuntu 14.04. Its main purpose is to demonstrate functionality of
proposed concept and to create platform for future testing.
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Fig. 2. Design schematic of OpenFlow [2]

In this implementation is testing computer used in role of Node and also
management server. Operation System provides routing and firewall functional-
ity. Firewall functionality is provided via Ipatables tool. For managing rules in
this tool is included library - Sharpknocking [4] - which itself is wrapper for
Iptables CLI.

Implemented prototype reacts on incoming messages, sets up firewall rules
and also sends massages in opposite direction to attack flow as is described in
proposal of whole system [5]. Basic schematic of prototype is described on figure
4.

Control messages contains parameters for created firewall rules as seen on
figure 5.

Usage of this prototype is very limited - in real networks is nearly impossible
to find software router based on Linux operation system. Future development
will therefore be focused on custom modular framework - as described in previous
chapter.

4 Conclusion

Testing prototype proved functionality of proposed system. And also necessity
of taking heterogenous network environment into account in future implemen-
tations. This could be done via modern SDN technologies. But due to legacy
devices is custom framework for managing firewall rules only possible implemen-
tation way.
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Fig. 3. Design schematic of possible custom framework implementation

Fig. 4. Use case of prototype

It is also necessary to focus on securing whole system and his hardening
against abuse. One fact which must also be taken in account is amount of cen-
tralization in this by proposal decentralised system.



Implementation of Distributed Defence System for Public Networks 421

Fig. 5. Control message [5]
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Abstract. Company success in a highly competitive agile environment depends 

on the speed of right decisions making process. The quality of those decisions 

depends on availability of statistical reports, results of simulation and other 

information gathered from various supporting software systems. This calls for 

establishment method that allows combining developed intelligent software 

tools.  This paper presents a method for the support of agile software processes. 

We proposed the method for modeling and simulation of the software process 

model with the aid of a neural network. In particular, we aim at improving 

software process development using results of the simulation and effort 

estimation. 

Keywords: Agile Methods, Software Process, SCRUM, Software Process Si-

mulation, Neural Networks, Classification, Effort Estimation 

1 Introduction 

This paper provides an overview of work being constructed in field of intelligent sup-

port of agile software processes. Our work is focused on neural network based effort 

estimations and simulations of the scrum processes in commercial companies. It iden-

tifies three important questions: “Why simulate and estimate”, “What is the scope of 

the estimation and simulation model” and “How to simulate and estimate” – suitable 

simulation and effort estimation techniques in the specific agile environment.  

We developed a method and intelligent software tools as a part of our research on 

agile methods, support of software processes modeling, estimation, simulation and 

executing. These tools allow modeling of the software process using formal methods. 

They also allow simulation and effort estimation for development of commercial 

software products. 

 

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 422–427.
VŠB – Technical University of Ostrava, FEECS, 2014, ISBN 978-80-248-3458-0.
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2 Reasons for Simulation 

There is a wide variety of reasons for undertaking simulations of software process 

models. In many cases, a simulation is an aid to decision making. It also helps in risk 

analyze and reduction and helps management at the strategic and operational levels. 

We have divided reasons for using simulations of software processes into three cate-

gories of purpose: 

 

 Planning of the software project: The Project management planning can be 

supported by the simulation. It can help estimate the effort and cost of prod-

ucts. The Simulation can also help analyze a risk in initial planning phase. 

Project managers can use the simulation to predict a possible outcome if a 

proposed action.  

 Improvement of the software process: In contrast to planning, here is  

an improvement of the process. A Simulation can be used to identify bottle-

necks and result can be used to calibrate the model.  

 Understanding of the software process: Using simulation tools with the out-

put graphical interface we can visualize a process flow and help people to 

understand effect of changes in the process configuration. The simulation 

can helps people understand the inherent uncertainty in forecasting agile 

process outcomes and the likely variability in actual results seen. 

 

In previous paragraphs we’ve provided examples of practical issues, which can be 

addressed with the simulation. When developing software process simulation models, 

identifying the purpose and the questions project management would like to address is 

important to defining the model scope and data that need to be collected. [4], [5] 

3 The Scope and Structure of the Simulation Model 

Proposed approach for the simulation and the effort estimation in SCRUM environ-

ment starts with an architecture. The architecture involves effort estimation compo-

nents and learning rule used here is the Back-propagation algorithm. The effort esti-

mation consists of the three inputs components which get inputs from the design doc-

ument. The three components are:  [5], [6] 

  

Fig. 1. The structure of simulation components 
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 Actor components: This takes information about the actors involved in the 

system.  

 Use-case component: This takes information about the Use-Case involved in 

the design document.  

 TEF component: This takes the information regarding the technical and envi-

ronmental factors involved in the system. 

 

Very important is thinking of time span of the simulation process model. We can 

think of a short time span, (it means that software product is developing) less than 12 

months and organization simulation breath of one scrum-team. If we want to answer 

the key questions, we need the result variables. Depends on the key question being 

asked, there can be many different variables devised as the results of a software 

process simulation. [4], [5], [6] 

 

Result variables for software process simulation of SCRUM include the following:   

 An effort (cost) 

 An ideal duration of one iteration (planning of iterations) 

 A schedule (developers-time management) 

 A defect level (quality assurance) 

  

Input Parameters: 

 Manually set parameters (number of actors – developers, developers proper-

ties, amount of tasks – User Stories) 

 Application log-data (historical information from project development) 

4 Model for Discrete-Event Simulation  

We’ve created 4 basic types of entities that are fundamental for the SCRUM process 

models: Project, Iteration, User Story and Team involving developers. A Project con-

tains a set of Iterations. Iteration contains a set of User Stories. The SCRUM follows 

an iterative approach to development, using time-boxed cycles. Each release of the 

system is implemented through a predefined number of time boxed Iterations. Itera-

tion has a start time, duration and, again, contains a set of User Stories. The User 

Story is divided into particular tasks for developers. Developers are the main ac-

tors/roles of an agile software development process. They are responsible for develop 

the whole system. In the model, each developer is characterized by a set of attributes: 

experience, availability and average lines code. [9], [10], [11] 

5 Design of the Neural Network and Input Parameters 

For our experiment, we choose one of the most common neural network architec-

tures, the feed-forward back-propagation neural network. Term, “feed-forward” de-

scribes how this neural network processes and recalls patterns. In a feed-forward net-



Simulation of Agile Software Process with the aid of ANN 425

work neurons are only connected foreword. Back-propagation is a form of supervised 

training. The back-propagation and feed-forward algorithms are used together. 

Our feed-forward network begins with input layer. The input layer is connected to 

a hidden layer. Hidden layer is connected directly to the output layer. There is one 

hidden layer. The output layer of the neural network is what actually presents a pat-

tern to the external environment. The number of input and output neurons is directly 

related to the intended use of neural network. This neural network is used to classify 

items into groups. We have output neuron for each group. [4], [5], [8] 

 

Fig. 2. Feed-forward neural network for classification of use-cases  

The input layer consists of eight neurons. Each neuron is related to one of Use-Case 

parameters. There are eight input parameters: Overall difficulty, RFC, N/S/C, Con-

cerned activities, Use-Case type, Work remote, Implementation remote and the Test-

ing level. These inputs to the neural network are integer values transformed to float-

ing point numbers. 

We’ve decided to use one hidden layer, which can approximate any function that 

contains a continuous mapping from one finite pace to another. Number of seven 

neurons has been determined by using of experiment results and two advised rule-of-

thumb methods for determining the correct number of neurons. The simulation execu-

tions were performed using input parameters given in (Table 1.) These values are 

based on real data taken from development. Number of tasks and typical iteration 

duration are constant values. A function for generation time duration of every single 

task considers two input parameters: Minimum Estimated Hours and Maximum Esti-

mated Hours. Collection of tasks is automatically generated depending on the parame-

ters number of tasks and estimated hours. 
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Table 1. Input parameters 

Parameter Value Other 

Number of Tasks 100  

Number of Developers 5 Table 4. 

Minimum estimated hours 

Maximum estimated hours 

Typical iteration duration 

4 hrs. 

14 hrs. 

10 days 

 

 

 

 

Table 2. Actors: List of developers 

Id Experience ALC Availability 

1 1 120 140 

2 2 130 150 

3 

4 

5 

3 

4 

4 

160 

190 

210 

250 

180 

180 

 

One or more actors execute each activity of the process. The team whose activities 

are simulate consist of developers and those stands as actors within the simulation 

platform (Table 2). These actors are described by three main attributes: first property, 

experience means practice in years, second one is ALC (Average Lines of Code per 

day) and second property availability means monthly working time. Some rules can 

utilize more attributes like developers’ certifications, specializations etc. Once the 

static structure of the system to be simulated is fed into simulation platform, we can 

execute the simulation itself based on dynamic rules.  

6 Simulation execution and results 

Results of the simulated process (Table 4.) flow combining DES and the neural net-

work based approach, including experience, availability and ALC of team’s develop-

ers. Important factor that influences the process flow is generation of obstacles, which 

are taken from real software process execution and could be e.g. blackout or internet 

connection outage. Obstacles are generated in periods following an exponential distri-

bution. Duration of typical development events follows normal (Gaussian) distribu-

tion.  

 

Table 4. Result values of the SCRUM process simulation 

 

Output parameter name Count Number of developers / 4 weeks 

Task-estimated hours 852 4 

Developer-lines code 8726 4 

Task-remaining hours 948 4 
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7 Conclusion and future work 

In this paper we’ve introduced an approach for simulation of the SCRUM software 

process. We also estimated the software project effort with the aid of neural network. 

The simulation can helps to management with estimation of an effort needed for de-

velopment of some parts of the product, which are easy to get. They can optimize the 

process or plan better. So far the tests of simulation tools and formal model we’ve 

build prove that this approach works even it still has some insufficiencies and not all 

simulations are precise enough compared to reality. However these deviations are 

usually caused by external factors like unpredicted obstacles or changes to the team. 

Future works should lead to design of the neural networks for classification and 

pattern recognition in the context of an agile software process. 
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Abstract. The research of a group which the authors are members is
focused on simplifying the process of developing parallel programs, es-
pecially programs intended to systems with distributed memory. The
process of developing programs – not necessarily parallel programs – is
not only writing a code. During this process a programmer usually comes
across some other tasks such as debugging or profiling. These activities
are also common in the field of parallel programs and because of their
complexity some new ones may appear. This article is focused on two spe-
cific activities: analyses of data obtained from programs runs and formal
verification of parallel programs. Both of them have been implemented
into a tool which we are developing, called Kaira.

Keywords: Parallel programs, MPI, visual programming, analysis, ver-
ification, state-space exploration

1 Introduction

Every year we can see growing use of parallel computers. As technology is devel-
oping these computers are more and more common. From huge supercomputers
to smaller clusters using quite a big number of processors, or even multi-core
processors inside our current personal computers and/or mobile devices. Creat-
ing programs for such a wide range of devices require an appropriate amount of
programmers.

In comparison with developing sequential programs, programming the paral-
lel ones is much more difficult. Firstly, parallelism brings a new sort of software
bugs, e.g. race conditions. Synchronization and communication are also new
tasks with which a programmer must count during the design of their parallel
programs. Secondly, it is important to realize that the process of developing pro-
grams is not only writing a code. It consists of other activities such as finding
bugs (debugging), tuning a performance or memory usage (profiling), and so
forth.

Our research is focused on simplifying the process of developing parallel pro-
grams. We want to build a unifying prototyping framework for creating, debug-
ging, analyzing, and formally verifying parallel applications. Hence, a program-
mer can easily implement their ideas in a short time and experiment with them,
create a real running program, and verify its performance and scalability. The

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 428–433.
VŠB – Technical University of Ostrava, FEECS, 2014, ISBN 978-80-248-3458-0.
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presented ideas are implemented in Kaira1, an open source tool which we are
developing.

The key property of Kaira is strict separation of communication and compu-
tational parts of developed programs. While a computational parts are written
in standard programming language (C/C++), the communication part of pro-
grams is described visually by a defined visual language. The visual language
is based on Coloured Petri nets [4] – a standard formalism for modeling and
analysing concurrent systems. The interconnection of communication and com-
putational parts is mostly done by inserting of a source code, written in C/C++,
into transitions. Such inserted code is executed whenever a transition is fired.
More information about semantics of the visual language and its interconnection
with a C/C++ code can be found in [2].

This paper is about some of the supportive activities which Kaira covers. Cur-
rently, Kaira supports the following four supportive activities: visual debugging,
performance analysis, performance prediction, and formal verification. There will
be discussed two of them, a new part of performance analysis and formal verifi-
cation, so the structure of the paper is divided into two main parts. The first part
deals with analyses of parallel programs runs. There is introduced an API which
serves for extending the tool about new functionality. Then those new functions
may be used just for such analyses. The second part is focused on a verification
framework. Parallel programs are non-deterministic in general, hence standard
testing methods do not guarantee a full coverage of all possible behaviors even
for fixed input. In order to guarantee the correctness of a program, one has to
systematically explore an entire program’s state space.

This paper is based on the joint work with Stanislav Böhm and Marek
Běhálek that was published in article [3] and will be published in journal paper [1]
and article [5].

2 Analyses

As was said analyses of parallel programs runs are included in the part of per-
formance analyses. They are realized by a series of operations that can be added
through an API which serves for extending Kaira about new features. Kaira, very
early after its creation, has been extended about the tracing mode, so generated
applications could have started record some events from their runs. Firstly, a
visual debugger was introduced which uses a data from traced versions, since
then it is possible to replay the run of an application. Secondly, there has been
added a possibility to present the performance data graphically such as showing
a utilization of processes in time. These activities are common for all applica-
tions created in Kaira, but with a possibility to record also some other data (e.g.
values of some variables in time) there has appeared a requirement to process
them somehow. Because, those data are related to a specific application it have
not made sense to add a special chart/analysis case by case. Something more
general must have come, and this is a new API for so-called user operations.

1 http://verif.cs.vsb.cz/kaira
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User operations represent more or less complicated functions that may be
combined together to achieve a desired result. They are based on a principle
that one operation takes some data and produces a new ones which can be used
by other operations or by the original operation itself. Of course, there can be
created operations that either do not take any input data or do not produce
any outputs. These inputs and outputs are represented as sources – non trivial
data like tables or tracelogs – different kinds of data formats. Therefore, if a new
operation is needed a programmer follows only a few simple rules, create a new
operation, and the whole integration into Kaira is performed automatically. The
same thing holds for adding a new data format – a new source. An example of
operation usage can be seen in Figure 2.

Fig. 1. User operations, the process of exporting data from a tracelog

The basic concept of operation were adopted from tool ProM2. This tool is
intended to process mining, so it provides a lot of functions and data formats
for dealing with problems in this area. What is interesting for us is their simple
graphical user interface. It is able to combine all these functions and data formats
altogether, so they are able to cooperate. In fact, ProM provides merely this
interface, most of its functions are work of third parties. It has been a great
inspiration for us, because it represents almost limitless way for making new
extensions which can collaborate with those existing.

2 http://www.promtools.org/prom6
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At this time, Kaira supports two (stable) operations intended to export data
from tracelogs and their filtering. There is also a prototype of an operation3

which tries to interconnect our tool with R4 – a statistical tool which provide
a variety of analyses and data visualization. Currently, this operation supports
only drawing an x-y chart, but for proving the concept it is enough.

3 Verification

This section introduces verification tools offered a state-space exploration and
briefly describes their pros and cons. For tools that are publicly accessible, there
is provided a simple performance comparison and it is shown that the approach
of Kaira is comparable with others, although our implementation is still in a
very immature state.

3.1 Verification tools

Historically the first verification tool in the area of MPI applications was MPI-
Spin5. It can check whether a program has a property that can be described
by a temporal logic formula. However, the input of MPI-Spin is a model in
Promela6. Therefore, a user has to provide and maintain the model of the
application and verification is performed on this model.

The input of the next tool named Toolkit for Accurate Scientific
Software7 (TASS) is a source code written in C with MPI calls. It eliminates
problems of creating and maintaining a model. But, TASS is not able to run
C++ applications and it does not support non-blocking operations.

A tool In-situ Partial Order8 (ISP) accepts applications written in
C/C++ and supports almost all MPI functions. ISP verifies a program only
with respect to a used implementation of MPI, not the full standard of MPI.
Because of the usage of stateless analysis ISP is not able to detect a presence
of a live lock. Similar to ISP is Distributed Analyzer of MPI9 (DAMPI).
The main advantage of DAMPI is ability to perform a verification in parallel in
a distributed memory system. Other features and limitations remain the same
as for ISP.

A recent tool in this area is MPISE. MPISE offers symbolic execution and
verifies directly C/C++ programs. However, MPI functions are restricted only
to blocking variants. Unfortunately, DAMPI and MPISE are not publicly avail-
able; therefore, they are not included in the benchmark section.

3 This operation is available from: https://github.com/sur096Kaira/kaira.git, r-chart
branch

4 http://r-project.org
5 http://vsl.cis.udel.edu/mpi-spin/
6 http://www.dai-arc.polito.it/dai-arc/manual/tools/jcat/main/node168.html
7 http://vsl.cis.udel.edu/tass/
8 http://www.cs.utah.edu/formal verification/ISP-release/
9 http://www.cs.utah.edu/formal verification/DAMPI/
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3.2 Comparison with Kaira

This section presents a comparison of verification tools on two MPI programs
that contain common patterns that occur in distributed programming. In both
programs, a deadlock analysis was performed. Resulting times are shown in
Table 1. All experiments were executed on Intel i5-3570 3.40GHz x 4 with 8GB
RAM.

Table 1. Running times of verification tools for selected examples. The time limit was
3600s.

# p MPI-SPIN TASS ISP Kaira

workers (5 jobs) 3 0.131s runtime error 18.758s 0.001s
workers (5 jobs) 4 8.459s runtime error 560s 0.037s
workers (10 jobs) 3 0.287s runtime error 1040s 0.113s
workers (10 jobs) 4 18.966s runtime error time exceeded 12.467s
heat flow 2 0.025s not supported 0.421s 0.006s
heat flow 4 5.979s not supported 0.470s 0.010s
heat flow 6 time exceeded not supported 0.592s 0.016s

The first example, workers, represents a standard problem where one “mas-
ter” node divides jobs to “slave” nodes. The second example, heat flow, repre-
sents other standard problem of spreading the heat on a cylinder by an iterative
process. The detailed information for both examples can be found in [2] sec-
tions: 4.1 and 4.2. Applications for ISP and TASS has been prepared in a form
of standard source code. The same computation code uses the versions for Kaira,
however the communication part have been programmed in the visual language.
For MPI-Spin have been created only a Promela model of communication
without computational parts.

We have not been able to verify any of these programs in TASS. Firstly, be-
cause of runtime error in workers example and secondly because of non-blocking
operations used in heat flow example. From results, it can be seen that both,
MPI-Spin and ISP, exceed the time limit (one hour) even for a small number of
processes. Kaira has verified both programs with all settings and with the best
execution times.

The state-space size grows exponentially. Hence, only a small example could
be checked by an exhaustive exploration. Fortunately, there are partial order
reduction (POR) methods that may reduce the state space (e.g. [6]) with pre-
serving checked properties. Therefore, it is not necessary to explore the entire
state space.

Some variants of POR methods are used by all mentioned tools. In specific
examples (e.g. heat flow) the state space is significantly pruned and verification
can be performed on large instances of programs. However, MPI standard is too
complex and despite the POR methods there remains examples (e.g. manager-
workers) where verification is manageable only for small inputs. We hope that
Kaira’s approach can be helpful in this situation, because of its abstract compu-
tational model. Even though programs created in Kaira are translated into MPI,
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the semantics of Kaira is different and it does not cover the full semantics of MPI.
This computational model is easier to verify and provides more opportunities to
reduce the state space.

4 Conclusion

This text introduced some of the new functions implemented to our tool Kaira.
These functions thus extended the set of already existing supportive activities.
We believe that the coverage as much supportive activities as possible by a one
abstract computational model might be the manner of simplifying the process
of developing parallel programs.

The new API for extending Kaira about new functionality represents an
extension of performance analysis part. In fact, its potential is bigger and in the
future it may roof more activities. On the other hand, it is the fact that current
version does not support many operations, but we are working on them. We
want also to improve the environment of operations about possibility to make a
new operation by composition of those already existing.

Verification is a completely new feature which has been added. Currently, this
is a hot topic which is intensively developed. Despite its immature state it can be
compared with existing tools. In the near future we are going to parallelize the
algorithm. Moreover, we would like to extend the rules of partial order reduction
algorithm which are specific to our visual language in order to reduce the state
space more. Thus, we could verify bigger instances of program.
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Abstract.  An ischemic stroke is the third most frequent cause of death and the 

most frequent reason for disability of our population. Then its treatment is very 

important, but so far, there has not been discovered any convenient therapeutic 

method to treat this disease. In this case, prevention and related monitoring of 

the disease development plays so important role. The best indicator of the pro-

gress of the disease appears to be the arteria carotis communis. Due to a large 

expansion of ultrasound diagnostic techniques and possible repeatability, this 

method is currently being used to monitor the disease. Images, however, are 

significantly affected by noise, and therefore their correct evaluation by the 

physician can be difficult. The aim of this work is to design and implement 

software tools that would reliably replace the picture analysis and allow doctors 

to quickly and effectively measure the size of the carotid artery constriction. 

Keywords: active contour, picture analysis, atherosclerosis, FOTOMNG, gradi-

ent vector flow, Hough transform, threshold, speckle noise, image processing. 

1 Introduction 

    A stroke is the third most frequent cause of death. Specifically an ischemic stroke 

represents the largest group of this kind of diseases. Despite all the advances in medi-

cal therapeutic methods, no methods that would reliably reduce mortality from this 

disease have been found. Prevention is still the most significant way to combat this 

disease. As the frequent cause of an ischemic stroke are atherosclerotic plaques in the 

carotid artery, its exploration can help to determine the development of disease. 

Our goal was to adapt and reconstruct a carotid artery ultrasound image acquired 

on an acquisition unit for automatic scanning of carotid arteries and to create a 3D 

model. In addition, to create tools which will be able to automatically detect the artery 

in the image and perform segmentation for a quantitative analysis of its potential con-

striction due to atherosclerotic plaque.  

2 Picture acquisition 

Carotid artery picture acquisition is realized with a positioning device, developed at 

the VSB-Technical University of Ostrava between years 2006 and 2008. The device is 

based on automatic linear ultrasonic probe movement, during which a cross sectional 

carotid artery video signal is recorded. The base part of the movement mechanism is 

fixed to the patient's bed. Automatic movement of the probe within the range of 2-3 

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 434–440.
VŠB – Technical University of Ostrava, FEECS, 2014, ISBN 978-80-248-3458-0.
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cm is realized by a stepping motor. One step moves the probe by 0.025 mm. In terms 

of positioning accuracy of the ultrasonic probe (considering the will of the thread), we 

have achieved accuracy better than 0.5 mm. 

An important factor for correct picture scanning is the carotid deformation due to 

heart activity. This situation complicates the subsequent reconstruction of the carotid 

arteries from images. Patient's ECG is measured and scanned to eliminate this influ-

ence. According to the measured ECG, all images are taken at the same part of the 

heart rhythm. This procedure is shown in Fig. 1. 

 

 

 

 

 

 

 

 

Fig. 1. Data acquisition depending on ECG signal 

3 Pre-processing and image reconstruction 

3.1 Image pre-processing 

    Despite the fact that the ultrasonograph determines the dynamic range, and due to 

the amplification of all incoming echoes (Gain) and TGC, the analyzed image bright-

ness and contrast is very low. One of the first steps of picture pre-processing is to 

adjust the image contrast. Although the contrast adjustment is used mainly before the 

image visual assessment, image adjustment with help of the CLAHE method (contrast 

limited adaptive histogram enhancing)[1] led to significantly better results in the final 

arteries detection. 

CLAHE is a method for histogram equalization, which prevents noise highlighting, 

typically caused by classical histogram equalization methods.  

Next pre-processing step is filtering to suppress speckle noise. Many filters were 

tested, for example SRAD [2], anisotropic diffusion, Mean shift, etc. The best results 

were obtained by SRAD both under subjective evaluation as well as by SNR and 

PSNR. Good edge retention was seen after the use of SRAD or Mean shift filters. But 

characteristics in the following picture processing are more important . It has been 

experimentally discovered that the best is to use a classical Median filter, especially 

for subsequent edge detection and Hough transformation. Hough transform has been 

chosen for artery recognition in the picture, especially Hough transform for circle 

detection. Although the artery does not always has a circular shape, in comparison 
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with a generalized Hough transform, the results of artery detection obtained by the 

HT circle detection were much better and with less computational complexity since 

the accumulator had only three dimensions.  

After finding the maximum in the accumulator (Fig. 2), we work with information 

about the radius of the found circle and its center. 

 

Fig. 2. original image left, accumulator for Hough transform given radius right  

3.2 Image reconstruction 

    An artifact of an acoustic shadow is shown in most of the analyzed ultrasound ar-

tery images, particularly in the presence of calcified plaque at the top part of the ar-

tery. In this case, we miss information about a large part of the artery wall, and this 

situation results in unwanted contour development outside the region of interest. 

.  Proposed method for the missing artery part reconstruction uses only the current 

image. An algorithm that converts the edge image in polar coordinates, when the 

middle of the found circle serves as the beginning point, is used in this case. Mini-

mum distance for a given angle is only applied. 

Two values are subsequently selected, one as the threshold for maximum distance, 

when the artery is not completed, and also the distance for adding new pixels, if no 

artery side is found for a given angle. The first value was experimentally set to t = 

r + 4, where r is the found circle radius in pixels. The second value was set to r.  

The next step is to prepare the image for parametric active contour segmentation. 

The image after the median filter application is cropped around the found centre to 

maintain only the artery surrounding for further processing. Then an adaptive iterative 

threshold method is applied, in this time with a modified threshold boundary shifted 

by brightness value 10 towards higher intensity values. This value was also set up 

experimentally. Subsequently, the edges are detected. 

4 Segmentation 

Inner artery side detection is realized by a parametric active contour [3]. Two-

dimensional parametric active contours, or deformable objects, are primarily used for 

interactive segmentation. 

.Contour deformation takes place in order to minimize the functional: 
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Minimizing equation (1) goes to Euler-Lagrange equation: 

 

  

  
     

      

   
     

      

   
 

        

  
      

 

whose iterative numerical solution leads to sequential deformation and thus the ob-

ject segmentation in the image. 

In 1997 Xu and Price [4] suggested defining a new external force, the gradient vec-

tor flow (GVF), which is calculated from the edge image. 

The following functional based on energy minimization is used to determine this 

field: 

         
  

  
 

 

  
  

  
 

 

  
  

  
 

 

  
  

  
 

 

                      

where                        is GVF , f is the edge image,   is the weighting 

factor of the first term in the functional and      is the weighting factor of the second 

term in the functional. Minimizing the functional (3) using variational calculus leads 

to the following Euler-Lagrange equations determining the minimum conditions: 

        
  

  
   

  

  
 

 

  
  

  
 

 

       

It is possible to see that it is a generalized diffusion equation. If at some point the 

gradient and thus the entire second term is zero, the equation goes to form isotropic 

diffusion. 

The calculated contour parameters are set to        , the number of iteration 

in GVF calculation is 50 and µ is 0.1. The initial contour is placed into the found HT 

centre and its radius is 25 pixels. 

The result of the segmentation is a contour that defines the inner side of the artery. 

When determining the faultless artery outline, it is then possible to determine the 

content and size of the plaque by the difference between the found outline of the ar-

tery and the contour (Fig. 3). 
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a b c 

Fig. 3. a) GVF field with initial contour in green colour, b) the resulting contour in the image, 

c) resulting contour only 

5 Results 

5.1 Artery detection results 

The 1100 images obtained from videos taken by the acquisition unit were tested. 

The artery was correctly found in 870 images. The artery was identified incorrectly in 

230 images. 

 

Fig. 4. Sample result of the proposed algorithm for the artery detection and segmentation 

Proper detection was significantly dependent on the time of testing, the detection 

success dropped down with time, and thus with the probe shifting. Given the character 

of the test images, it is obvious that this happened because the ultrasound probe put 

out of tune. At the beginning of the measurement, the probe is positioned by a doctor 

so that the artery is the most pronounced in the image. In these cases the detection 

success rises up to 100%. Even the presence of large calcified sclerotic plaques does 

not often lead to greater error detection. Over the time as the probe is moved automat-

ically, the detection capability of the algorithm degrades with degrading visual quality 

of the object. 
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Fig. 5. Quantitative evaluation example in FOTOMNG system 

5.2 Artery segmentation results 

Segmentation results were compared with manually obtained artery sides. They were 

marked out directly by a doctor, or based on their training in image processing. Static 

ultrasound picture evaluation is very subjective in many cases. It is often impossible 

to differentiate between the plaque and the noise, the obtained result rather depends 

on doctor’s experience. Another complication is the fact that during a classical exam-

ination realized by a doctor, the parameters of the ultrasound probe could be changed, 

such as amplification (gain), frequency, etc. This is impossible when a static record is 

processed. Then we must work on limited information from the initial setup values. 

Despite these facts, segments considered as correct (reference) to measure the devia-

tion of automatic segmentation were manually marked. The area that does not overlap 

with the reference regions, was measured in mm2. Although it might not be only the 

plaque, these deviations were observed, mainly because FOTOM allows to easily 

measure the area based on the difference between two object areas. It means the area 

of the contour of the artery side and inside the artery. 

It is evident that using the semi-automatic detection, when the user manually marks 

the area of the artery side, more accurate results can be significantly achieved. An 

average value of the defective marked area is 2.816 mm
2
 with variance 2.593 mm

4
 for 

automatic detection, whereas for the semi-automatic detection the average value is 

1.105 mm
2
 and variance 0.585 mm

4
. 
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Abstract. Today, volumetric data are increasingly encountered. They
are primarily obtained through medical equipment or industrial scanners.
This paper summarises our method, which we implemented, of displaying
medical data, and evaluates its performance. The integrated renderer is
based on the principle of direct volume rendering (DVR) and uses modern
Monte Carlo techniques for a more efficient run. The DVR algorithm is
a rather complex calculation-intensive task. A key subtask is traversing
the ray through the volume which determines the speed of the algorithm.
The paper includes a comparison of the Ray Marching and Woodcock
tracking methods of traversing, describing their parallelisation on the
GPU using the CUDA architecture.

Keywords: Direct volume rendering, Volumetric Ray Casting, CUDA,
Ray Marching, Woodcock tracking, Global Lighting Model

1 Related Work

In direct volumetric rendering, mainly procedures based on Levoy’s [4] or Drebin’s
(see e.g. [8]) integration algorithm are used, which accumulate the colour of the
collected samples along the rays with transparency. Today, there are several algo-
rithms for volume ray traversing. Usually, methods of direct tracing of intersected
voxels are used, such as 3DDA [2] or the Ray Marching sampling method [7].
Ray Marching (RM) samples the volume by constant increments of the ray line
parameter. Apart from RM, there is also a stochastic method of Woodcock track-
ing (WT) described e.g. in paper [7], which samples the environment based on a
calculated distribution function. An example of Monte Carlo (MC) ray casting
utilising WT is the renderer described in paper [3]. For faster passages through
large empty or homogeneous spaces, tree structures of sub-spaces are often used.

2 Our algorithm

Our Monte Carlo ray casting includes the following steps: 1) Loading the data
and creating data representation, 2) Creating the camera, 3) Traversing ray
through volume, 4) Transfer function, 5) Calculation of shading and lighting
model, 6) Integration of values along the ray

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 441–447.
VŠB – Technical University of Ostrava, FEECS, 2014, ISBN 978-80-248-3458-0.
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Volumetric data can be taken e.g. from CT or MRI imaging. The images
represent slices through the human body showing densities of the materials.
Other variables (attenuation, components of the lighting model) must be as-
signed to densities using the transfer function. Data representation is based on
the edge model. Voxels thus represent values at the vertices of a grid and the
entire volume is described by cells formed by eight neighbouring voxels (the
value inside is determined by interpolation). During data loading we calculate
a minimum bounding box and a maximum attenuation of the volume (needed
later). As a camera we use a standardized pinhole model (described e.g. in [8]).
Aliasing which arises with discrete data is reduced by the super-sampling (SS)
algorithm. The Global Lighting Model (see [6]) used in the application is an
extended Phong’s lighting model. The classic Phong’s model prefers solid shiny
surfaces and is not unbiased. Our model is therefore composed of a spot light
which contributes to sharp reflections and a planar emitter simulating ambient
light. The surface of the emitter is sampled by the IS method (pap. [1]) based
on the Gaussian distribution. The resulting image will then appear more vivid
and realistic. The integration of sampled values is done in FTB manner. The
resulting image is adjusted by gamma correction.

2.1 Traversing ray through volume

In this section we discuss some possibilities of the ray traversing through the vol-
ume. Due to its complexity, passage through the volume is the most demanding
of the entire renderer’s operations. There are several major problems:

– we want to avoid accessing the sites through which the ray does not pass
– passage of large empty spaces and homogeneous areas
– numerical errors

As mentioned above, basically, two families of algorithms are available. We
need a rapid display of data and the possibility of easy parallelisation on the
GPU. Therefore, we preferred sampling methods whose implementation is straight-
forward and which provide a high quality image.

Sampling methods We sample the ray parameter within the bounding box.
The sample is localised in the cell grid and its value is obtained. In the application
we tested: Ray Marching (RM) and Woodcock tracking (WT). For constant
stepping of RM, we assume that the value between two samples keeps being
the same. RM is suitable for fast data display, without special graphic effects.
When more advanced shading models are used, the time of calculation increases
significantly. RM also does not take account of the data character and does not
address passages through empty and homogeneous spaces. But all the problems
mentioned are solved by WT. Unlike RM, this is an unbiased MC sampling
algorithm which passes a volume by stochastically determined jumps (pap. [7]).
Materials with a high degree of opacity are preferred, but at the same time
even less distinctive materials are contained in the result. The next step for WT
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Fig. 1. Comparing the results achieved by the RM (left) and WT technique (right).
With WT we obtained an image with fewer artefacts in half of the time (Chest dataset).

Fig. 2. Achieved image quality on the cthead dataset. Left: RM method without shad-
ing. Center: WT method with shading displaying softer tissues. Right: WT method
with shading displaying areas with good normals.

is calculated as t = (-ln(1-r)/Amax), where Amax is the maximum attenuation
value of the data set and r is a normalized random number. The proposed sample
is then accepted with the probability At/Amax, where At is the attenuation
factor of the current sample. Compared with the earlier mentioned methods,
WT is far easier to implement, does not require extensive preprocessing and
comprehensively addresses most of the issues discussed. WT reduces the number
of samples that need to be computed, thereby saving time. Typically, WT is
used for stochastic determination of a single representative sample along the ray.
This method is thus quick but produces extremely noisy image. Furthermore,
displaying more layers of a volume with transparency poses problems. However,
in our implementation, as in the case of RM, we are looking for several samples
across the volume by repeated WT tracing. The calculation is thus still faster
than RM, while producing less noisy image than when determining a single
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scattering point. Noise is reduced by SS. Taking into account all the associated
calculations (shading, calculation of colour, casting shadows, etc.) which are done
in vain in RM, then WT is still a better alternative. Section 3 deals with the
comparison of the performance of both methods. The image differences between
both methods can be seen in fig. 1

3 Parallelisation on the GPU

In this section, we describe our particular way of implementation on the CUDA
architecture. We developed two implementations and compared them. The par-
allelisation poses several problems:

– data sets take up quite a lot of memory and must be uploaded to the GPU
– reading order of voxels from the memory is view-dependent
– the numbers of samples per ray vary
– the entire rendering pipeline uses a large number of registers
– generating of random numbers on the GPU

Several acceleration techniques were developed for parallelisation on the
GPU. Paper [5] describe bricking and slab-based techniques. A disadvantage
of these algorithms is that they themselves are very complex. We decided to use
linear sampling techniques whose implementation is far easier.

3.1 Basic procedure

The maximum resolution of the tested data was 5122x220. All the data sets can
therefore be seamlessly stored in the GPU global memory. The camera parame-
ters, scenes and pointers to global memory are stored in the constant memory. In
the first case, we easily paralleled the whole Ray Casting. The image is divided
into sub-images which correspond to individual kernel calls (these are further di-
vided into 2D blocks). Each thread calculates one ray. The entire pipeline of one
ray is thus solved simultaneously. The colour accumulator is a local variable. We
generated random numbers using the cuRAND library. Each thread maintains
its own state of the random generator in the device memory. A single initial-
isation of the cuRAND is performed in advance using a special kernel. Values
of the super-sampling sub-rays are stored in the shared memory (SM). Finally,
they are averaged and stored in the global memory of the image. In this case,
each SS sub-ray corresponds to one thread. The final phase therefore requires
the block synchronisation.

3.2 Optimisation

In the optimized implementation some changes significantly accelerated the cal-
culation. The CUDA architecture on today’s graphics cards typically supports
3D textures with the 20483 resolution (enough for datasets), they are cashed by
blocks (this speeds up the gradient calculation too) and they support hardware
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interpolation, which is fast and reduces number of registers. Given the view-
dependent random accesses for RC, these properties come useful. To reduce the
use of the local memory, we divided the calculation into multiple kernels. First,
the rays and their intersections with the bounding box are pre-calculated. In
the next kernel, these pre-calculated data are loaded into the local memory and
used to trace the volume. To simplify the procedure, the SS is calculated at the
level of the entire frame rather than a single ray. The results are accumulated in
the image memory and finally averaged. The advantage of this approach is that
SS can be virtually arbitrary (not bound by the block size), the shared memory
is not used, and synchronisation is not done. The MC ray casting is frequenty
working with the random generator. It is therefore advantageous to upload sta-
tuses into the SM at the start of the calculation and then store them back after
its completion.

Fig. 3. Left: Display of multiple layers of volume over each other with transparency
(Chest dataset). Right: Brain section with ventricles highlighted.

4 Measurement and results

Graphs 4 show a comparison of calculation times for RM and WT depending on
SS and a comparison of the basic method and the method we optimised. WT in
our case calculates several samples along the ray to achieve a standard accumu-
lation effect. The basic step of tracing was the same in all cases of measurement.
The WT reduces the number of samples, which can be seen mainly in cases where
a lighting is used (dashed curves). But random tracing leads to greater diver-
gence in the warp. However, applying the optimizations, WT performs better
than RM. RM is actually faster only in the simple case of accumulation of colour
(solid curves). To generate real time pre-views, RM is more easily parallelisable.
In the cthead data set and the res. 1024x768px, we achieved about 27 FPS (see
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Fig. 2, left). By optimising the RM method, we achieved a 10 to 40 times bet-
ter performance, depending on the data set. For WT, the acceleration is about
fivefold. Pictures 1, 2, 3 show the achieved quality of visualisation. Images with
no indication otherwise are rendered using WT. To achieve a finer shading, one
spot light and one planar light is used in the scene.

The measurement was performed using the following configuration: Intel Core
i5 760 (4 x 2.8GHz), 16 GB RAM, Geforce GTX 460 (1 GB GDDR5), Windows
7 64-bit.

Fig. 4. Comparing calculation times for RM and WT, with shading (dashed) and
without shading (solid) on the data sets cthead (256x256x99) and Chest (512x512x220).

5 Conclusion

We introduced a stochastic algorithm, which we implemented, used for the cal-
culation of photorealistic visualisation of volumetric data. We showed how we
can efficiently parallelise Volumetric Ray Casting on the CUDA architecture. We
verified that the texture memory is clearly more convenient to store the volume
slices than the global memory and that by limiting the use of local memory and
registers the occupancy of GPU significantly increases. We tested and compared
the options of parallelising the Ray Marching and Woodcock tracking sampling
algorithms. We found that the RM is useful only for fast and simple visualisa-
tion, while WT effectively reduces the number of samples and related calculations
along the ray. WT is clearly suited for photorealistic imaging of volume. With
the WT multiple sampling, we achieve an accumulative effect with transparent
materials more efficiently than using the RM algorithm. The improvements in
parallelisation that we implemented enable lower resolution real-time rendering,
even when using standard graphics cards.



Visualisation of volumetric data on the GPU 447

References

1. David Cline, Parris K. Egbert, Justin F. Talbot, and David L. Cardon. Two stage
importance sampling for direct lighting. In Proceedings of the 17th Eurograph-
ics Conference on Rendering Techniques, EGSR’06, pages 103–113, Aire-la-Ville,
Switzerland, Switzerland, 2006. Eurographics Association.

2. A Fujimoto, T. Tanaka, and K. Iwata. Arts: Accelerated ray-tracing system. Com-
puter Graphics and Applications, IEEE, 6(4):16–26, April 1986.

3. Thomas Kroes, Frits H. Post, and Charl P. Botha. Exposure render: An interactive
photo-realistic volume rendering framework. PLoS ONE, 7(7):e38586, 07 2012.

4. M. Levoy. A hybrid ray tracer for rendering polygon and volume data. Computer
Graphics and Applications, IEEE, 10(2):33–40, March 1990.

5. Jörg Mensmann, Timo Ropinski, and Klaus H. Hinrichs. An advanced volume
raycasting technique using gpu stream processing. In GRAPP: International Con-
ference on Computer Graphics Theory and Applications, pages 190–198, Angers,
2010. INSTICC Press.

6. Matthias Raab, Daniel Seibert, and Alexander Keller. Unbiased global illumination
with participating media. In Alexander Keller, Stefan Heinrich, and Harald Nieder-
reiter, editors, Monte Carlo and Quasi-Monte Carlo Methods 2006, pages 591–605.
Springer Berlin Heidelberg, 2008.

7. Lszl Szirmay-Kalos, Balzs Tth, and Milan Magdics. Free path sampling in high
resolution inhomogeneous participating media. Comput. Graph. Forum, 30(1):85–
97, 2011.
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Abstract. Looking for dependencies and relations between variables is
proceeded to gain better view on some complex problem, that seems to
be unclear. With this knowledge we can do more precise classification of
its behavior or even the prediction. This article covers the topic about
extracting this information by the set of operations known as grammati-
cal evolution. Adjusting the grammar, the input variables, the evolution
algorithm and the evaluation of the candidates will be the key require-
ments for success.

1 Introduction

The term of Symbolic Regression covers the set of algorithms, that are able to
build the complex solution of small elementary blocks as an answer for the given
problem [1, 3]. These blocks can be represented by mathematical operations,
commands of an programming language, parts of an electric circuit, or other
elementary artifacts.

The symbolic regression is the tool to transform generated string from evo-
lutionary algorithm to individual solution for its next evaluation. This approach
can be called ”generate solution and test it”. The final solution breeded by
genetic algorithm should be the closest candidate to best solution for given
problem, for example the polynomial for fitting the curve, simple source code
containing needed behavior or a device able to handle some special conditions.

From the set of symbolic regression’s algorithms, there was the grammatical
evolution chosen for these experiments.

1.1 Grammatical evolution

The grammatical evolution, introduced by ONeill in 2003 [2], is a kind of genetic
programming based on defined grammar. This grammar is in BNF described by
four parts {N,T, P, S}, where N stands for the set of non-terminal symbols, T
means the set of terminal symbols, P is for the set of transfer rules and S is the
starting symbol of the grammar.

The main point of the GE is the substitution of non-terminal symbols from
left side by chosen terminals until the result does not contain any other non-
terminal [1, 2]. The first individual’s encoding is represented by binary vector

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 448–453.
VŠB – Technical University of Ostrava, FEECS, 2014, ISBN 978-80-248-3458-0.
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N = { expression, operation, pre-operation, variable }
T = { sin, cos, tan, +, -, *, /, 1, Xt }
S = expression

Table 1. Subsets of the grammar’s symbols

expression = { expression operation expression, (0)
pre-operation( expression ), (1)
variable } (2)

operation = { sum, (0)
difference, (1)
multiply, (2)
divide } (3)

pre-operation = { sinus, (0)
cosines, (1)
tangent } (2)

variable = { 1, (0)
Xt } (1)

Table 2. The grammar in Bacus-Naur Form used in this experiment

divided to eight-bit parts, so called kodons. These kodons are in the next phase
transformed to integer numbers and each of them is integer divided (MOD) to
decide the item of grammar for substitution.

All these steps of the substitution and the result itself can be represented by
the tree structure for the better view. In this structure, the leafs from left to
right will represent the final polynomial.

The grammatical evolution is the way of transforming the genotype to phe-
notype, but nothing more. Some kind of evolution algorithm has to be used for
generating individuals with different genotype and evaluating its rightness by
adjusted fitness function. For this purposes, there was used the genetic algo-
rithm in one experiment and in the other one, there was used the particle swarm
optimization.

1.2 Genetic algorithm (GA)

The GA is a kind of evolution algorithms [4]. This set of algorithms imitates
the evolution theory described by Darwin. The GA purpose is to evolve the best
individual for given problem.

As a first step of the GA there is a population of random individuals. Each
of the individuals is represented by the binary vector with the defined length.
The transfer from genotype to phenotype is made by grammatical evolution.

There is a defined fitness function for the candidate’s evaluation. It has a
purpose to mark candidates value in the population to keep better individuals
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according to the fitness and create the new generation by their crossover. The
one-point crossover [6] was used for crossbreeding in this experiment.

The breeded individuals are affected by an added mutation. It means that in
the random time, there can be changed one bit of an individual genotype. This
process brings to this algorithm some added randomness.

The fitness function of this GA covers the requirement of the minimal differ-
ence between known time set values and computed time set values from individ-
uals polynomial.

1.3 Particle swarm optimization (PSO)

The PSO is algorithm inspired by swarm intelligence [7]. Each individual is de-
scribed by its position in n-dimensional hyperspace, velocity and memory for
the latest best position. This algorithm is not divided into generations, because
individuals are not dying and creating again, they are just moving during itera-
tions in this space. Their directions are affected by its previous best position or
the best position in its neighborhood [8]. The quality of the position is evaluated
by the objective function, and during every iteration, all the current positions
of all individuals are confronted with its best positions.

The used PSO was able to use the item of neighborhood [8] which means
that individual is not affected by the best position of all individuals, but only
by the best position of smaller amount of closer individuals, its neighbors. The
neighborhood is not defined by the distance between individuals, but randomly.
The present of the neighborhood brings to this system the opportunity to find
the best global maximum from more observed local maximums.

The objective function in this optimization method was used the same as in
GA approach.

2 Experiment Design

These experiments are focused to gain some results from implemented gram-
matical evolution in Java, connected once to the PSO and second to the GA.
The PSO algorithm is supported by Java library JSwarm and GA was obtained
from the ECJ framework [9]. The resulted polynomial has to be executed and
evaluated. For this purpose there will be used connection to Matlab, where by
simple loop we can compute the sum of all differences between compared time
set and time set made by polynomial.

The algorithm of symbolic regression is not able to gain any result, so the final
judgement will be made about the combination of algorithms, input variables or
fitness function with some ideas of improvement.

Target is to approximate the input vector by polynomials, that does not come
from the same vector, but only from correlated time series. In this case, there
was applied two tests. The first one is to generate the the polynomial with the
same behavior as cotg(X) without the definition of operation cotangent. As we
all know the result has to be 1/tan(X). In the second test, there will be the task
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to find relations between variables, where probably is not. The fitted variables
comes from the time set of close prices of the Microsoft stock prices and the
variables for polynomial will be the its open prices and daily volumes.

Fig. 1. Correlated open and close prices in MSFT stock data

The chart of open and close prices shows, that this two variables are highly
correlated and this can leads our algorithm the bad result that closet = opent.
To prevent this mistake, there was added the checking of the length of the
polynomial into the fitness function and all polynomials of size 1 are handled as
individuals with zero fitness value.

GA PSO

individuals / particles 350 100
generations / iterations 100 100
genotype length 1000 1000
mutation probability 100%
max velocity 50

Table 3. Adjustment of the optimization algorithms
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3 Conclusions

As it was said before, to find good solution strictly belongs to the kind of used
evolution algorithm and its fitness function. One of the weakest part of the
genetic algorithm is its crossover and in case of PSO it is the orientated moving.

In case of GA, there was used one-point crossover, that does not guarantee
that the created individual made from two chosen parents is even valid. On the
other hand, the good impact has the 100% probability of added mutation and
relatively high number of individuals per generation. Because of the condition,
that no individual can be in one generation twice, the fine candidate can be
found in relatively small count of generations. The PSO has the same problem
as GA about validity of iterated particles. The changes in particle vector does
not guarantee that the change will make some impact (in case of changing the
last numbers of vector) or event if the particle in next iteration will be valid.

The other weakness of this concept is the fitness (in case of PSO it is ob-
jective) function. If it tests only for minimize the difference between time se-
ries (generated and real), it will quickly converge to insufficient results like
closet = closet−1 or closet = opent.

The strength of the solution will be based on the choosing and preprocessing
of the inputs, difficulty of the fitness and of course the quality of the crossover
algorithm.

The final quantity of all possible polynomials does not depend on the gram-
mar, because there can be made the polynomial of infinite length with infinite
variations of sinus and cosines functions. The count of possible polynomials de-
pends on the length of the candidate’s vector that represents its genotype, be-
cause one genotype can be transformed to the right one polynomial. In our case,
that we used genotype of length 1000 and the maximal options for each kodon
is five, we have the maximal possible count of polynomials no more than 5000.

The Grammatical evolution and genetic algorithm was able to create polyno-
mial 1/tan(Y ), which is the answer for the first test where was the task to find
out the equally good solution to relation Y = cogt(X). The algorithms converged
to this solution quite quickly because of low number of input constants.

The other question was to find out the relation between open price, close
price and daily volumes in the market data of the Microsoft company. As a set
of constant for our grammar, there was used volumet−2, volumet−1, opent−1 a
opent. The polynomials with best fitness in PSO and GA case are shown right
there.

closet = opent−1 + tan(volumet−1)/volumet−1 ∗ cos(sin(cos(opent))) ∗ opent−1
(1)

closet = opent−1 − cos(opent)/volumet−2 (2)

In both cases we can clearly see that the compound part contained the divi-
sion is in every time very close to zero, so it has no significant impact to the result
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of the polynomial. In both cases the used algorithm says, that closet = opent−1
which is as the result insufficient.

3.1 Future work

The next steps in this work will be the implementation of the crossover algo-
rithm base on symbolic regression [1, 3] with crossing the blocks of genotype
that represents the valid polynomial parts. These blocks can be weighted by its
influence on resulted polynomial to build up the polynomial made of parts that
has some real impact.

To increase the number of constants, we can in the experiments make some
analysis of the stock data to find some correlated market indexes. To find these
dependencies we can use some kind of self-organizing maps [10] based on neural
networks.
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Abstract. Data compression is a broad scientific area. It covers com-
pression of texts, images, videos, sounds and has many other applications.
In this paper is presented different approach to data compression. The
approach is based on a context information that could be used to reduce
entropy of messages. The proposed method that turns data into one with
lower entropy is called the context transformation.

Keywords: compression, context, transformation, entropy

1 Introduction

There are two main classes of algorithms employed in the data compression. The
first class of algorithms deals directly with the compression and their purpose
is to decrease the size of the input message. Examples[3] of such algorithms
could be Huffman coding, Arithmetic coding, Lempel Ziv algorithms or PPM.
The second class of algorithms behaves more like preprocessors for the first
class, these algorithms are usually called transformations, examples are Burrows-
Wheeler transformation[1] or MoveToFront[2] transformation that are used in
bzip2 file compressor.

The purpose of transformations is not to decrease the message size, but to
change the internal message structure that could be more easily handled by some
of the first class algorithms. The algorithm presented in this paper belongs to
the second class.

In [5] and [6] was proposed a reversible transformation method called a ‘Con-
text transformation’, that could be used to reduce entropy of input messages.
The transformed data then could be more efficiently compressed using entropy
coding algorithms, like Huffman coding.

2 Context transformations

The context transformation is a function that swaps occurences of two different
bigrams, the bigram uv that is present in the message and the bigram uw that is
not present in the message. Firstly, we present some basic properties of context
transformations and then we show how to form transformations to be reversible.

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 454–459.
VŠB – Technical University of Ostrava, FEECS, 2014, ISBN 978-80-248-3458-0.
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Definition 1. Context transformation is a function T : Σn → Σn, where Σ is
the alphabet of the input message and n is the length of the input message.

Let T−1 : Σn → Σn is an inverse function to the function T , that returns
the input message N from the transformed message T (N).

T−1(T (N)) = N (1)

To evaluate context transformations, we use unconditional Shannon entropy[4]
in the form:

H = −
∑

i∈Σ
pilog(pi) (2)

We will search for transformations for which holds that entropy of the trans-
formed message is lower than the one of the input message. We have to count
also with metadata M that contains descriptions of transformations. Let L(N)
is a function that returns the length of the message N , then:

H(T (N))L(N) + L(M) < H(N)L(N) (3)

Let’s consider an example string ‘kakaoo’, such a string could be represented
by its matrix, we call such matrix a ‘Context matrix’. Entries of a context matrix
are non-negative integers that represents frequencies of digrams represented by
a row symbol followed by a column symbol. For our example string, the context
matrix is shown in Table 1.

Table 1. The context matrix that represents the string ‘kakaoo’

k a o

k 0 2 0

a 1 0 1

o 0 0 1

Since the probability distribution of symbols is uniform, the entropy of our
example string is maximal. From the context matrix we see that there are several
accessible transformations, we select a transformation that replaces all digrams
‘ka’ for a digram ‘kk’, so the condition of zero and non-zero matrix entry is
fullfilled.

The resulted string is ‘kkkkoo’ and its context matrix is shown in Table 2.
We can see two different impacts of this transformation:

– the alphabet size decreased,
– the entropy decreased.
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Table 2. The context matrix that represents the transformed string ‘kkkkoo’

k a o

k 3 0 1

a 0 0 0

o 0 0 1

Let T id(s)(N) be a transformation, where i ∈ {r, c}, d ∈ {→,←}, r stands
for a context relation between two different rows, c stands for a context relation
between two different columns. The arrow represents the direction in which the
input message is transformed, so → means from the beginning to the end and
←means from the end to the beginning of the message. Symbol s stands for
transformation description, i.e. if we are replacing occurences of uw for uv then
s = uvw. For each transformation type(row, column) there is only one possible
combination of transformation and its inverse.

Theorem 1. Let T c←(N) is a context transformation, then the context transfor-
mation T c→(N) is its inverse transformation.

Proof. We have to prove that T c→(T c←(N)) = N . We can perform transformation
only if two nodes v, w are localy context related through some third node u. Since
we know that bigram uv has no occurence in message N and there is at least
one occurence of uw(in the case that both bigrams are not in message N it
is trivial since change nothing for nothing leaves message unchanged) we can
replace occurence of uw for uv.

We have to show what bigrams will be created or destroyed by transforma-
tion. We will use a direct proof. Suppose an input string αuwβ and α, β /∈ {u, v},
then after replacing uw for uv we get a string αuvβ that can be simply reversed
back.

The next case we have to deal with is the case when u = w = α, then the
transformation will be performed in the following way: uuu→ uuv → uvv, then
the inverse transformation is able to revert the resulted string: uvv → uuv →
uuu.

The final case is when uwu and v = u then the string transformation is
following: uwu → uuu and its inverse is uuu → uwu. We showed that for each
case when bigram uv is created there is an inverse transformation T c→ reverting
it back to its initial state.

Theorem 2. Let T r→(N) is a context transformation, then transformation T r←(N)
is its inverse transformation.

Proof. We should realize that T r→(N) is the same as T c←(NR) performed on the
mirror message NR, then the proof of Theorem 1 is exactly the same, like the
one for the case of Theorem 2.
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3 Algorithm

We present here the most successfull algorithm sofar. Other tested algorithms
could be find in [5] and [6]. All algorithms expect a context matrix in a special
form:

Let fc(w,N) : Σ×Σ∗ → N is a function returning for symbol w its frequency
in the input message N . We sort nodes of the context map according fc and form
the context matrix so that the following relations hold:

fc,i(wi, N) ≥ fc,i+1(wi+1, N) (4)

and

fc,j(wj , N) ≥ fc,j+1(wj+1, N) (5)

Indices i, j represent rows respectively columns of the context matrix. The
goal of algorithms is to find transformations for the input message, that reduces
the amount of entropy.

The presented algorithm is based on a greedy approach, algorithm iterates
through rows of the matrix from the most probable one to the least probable
one. Each time the transfomation is found and performed we check if entropy
of the message decreased, if not then we perform inverse transformation and
algorithm continues with a next context matrix entry.

In the algorithm we use a variable LIMIT to avoid usage of transforma-
tions that increase entropy. In this paper we work with LIMIT = 24, as each
transformation needs three symbols of 8 bits length to save its description.

Fig. 1. Entropy reduction test transformation(ERTT)

cm← input context matrix
for k = 1 to dim(cm) do

for i = 1 to dim(cm) do
zero index = find zero assoc(k)
max index = find max assoc(k)
entropy = current entropy()
perform transformation(k, i, zero index)
perform transformation(k, i,max index)
if (entropy − current entropy()) ∗ filesize < LIMIT then

perform inverse transformation(k,max index, i)
perform inverse transformation(k, zero index, i)

end if
end for

end for

Function perform transformation performs substitution of bigrams accord-
ing Theorem 1. Let t be a number of performed transformations and n be a
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length of the message, then complexity of perform transformation is O(tn).
The function find zero assoc serves to find the first zero valued entry in the
context matrix row for particular node k and its complexity is O(d) and similarly
the function find max assoc that searches for maximum value in the same row.
Both functions start searching in row k from column i to the end of the row.
Impact of the algorithm on the distribution of symbols is shown in Fig. 2 for
files bib and paper1 from Calgary corpus.

Fig. 2. Distribution of symbols for files bib and paper1 from Calgary corpus: for each
sorted node n there is probability p.

The resulted entropy decrease is presented in Table 3 for different files from
Calgary corpus. Results show that there are types of files that cannot be success-
fully transformed. These types are binary and image files. On the other hand,
we see that text files could be transformed and with the resulted decrease of
entropy up to 13%.

Table 3. Percentual decrease of entropy using context transformations for selected files
in Calgary corpus.

File ERTT(%)

bib 13.02

book1 2.53

book2 9.21

news 7.02

obj1 0.00

paper1 7.09

pic 0.00

progc 8.49

progl 11.63
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4 Conclusion and future works

In this paper was presented algorithm based on the concept of context transfor-
mations. There were showed some basic properties, that has to be considered,
to correctly design algorithms. There was showed, that using transformations,
we are able to decrease entropy in files. This decrease is a result of a change in a
symbol distribution throughout an input file. Algorithm was the most successful
in the case of text files, there was no decrease of the entropy in binary and image
files since there were no accessible transformations.

Ideas in this paper were presented at Data Compression Conference 2014
in Salt Lake City. Author prepares another publication that targets a more
complete theoretical description of the concept.
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University of Ostrava, 2013
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Abstract. The main goal of the work is to test two well-known algo-
rithms for feature transform such as Singular Value Decomposition and
Principal Component Analysis in the task of arrhythmia recognition in
ECG records. The original signal were transformed by these two tech-
niques and a neural network, linear discriminant analysis and support
vector machine were used for classification. Values of sensitivity and ac-
curacy were observed and consequently compared for each transforma-
tion. Unlike in other similar works, our experiments were performed on
a high number of beats and the tested database included over 47 000
experimental heart beats with different diseases.

Keywords: SVD, PCA, Neural network, LDA, SVM, Arrhythmias, PVC

1 Introduction to ECG and problem definition

Electrocardiography (ECG) is a very-well known diagnostic tool allowing obser-
vation of an actual state of the cardiovascular system. In the present time ECG
is able to function by the means of small electronic devices. The improvement
of the ECG brings advantages in observing patients while they are performing
regular daily activities [7]. Unfortunately, these long-term signals have to be
properly processed and evaluated by a sophisticated algorithm because it is not
possible to evaluate these long-term records by manually. There are many types
of arrhythmias which have different symptoms. Each arrhythmia type changes
the shapes of regular beats and is important to know how many arrhythmias
occurred in the signals during a period. In this paper we focuse on three ba-
sic arrhythmias: left bundle branch block (LBBB), right bundle branch block
(RBBB) and premature ventricular contraction (PVC) [8].

2 Dataset and previous research

The MIT-BIH database was used for experiments. The MIT-BIH contains 48 2-
leads ECG records and was created by cooperation between the Massachusetts

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 460–465.
VŠB – Technical University of Ostrava, FEECS, 2014, ISBN 978-80-248-3458-0.
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institute of Technology and Boston’s Beth Israel hospital. The data were inde-
pendently annotated by three cardiologists. The database was sampled at 360
samples per second with 11-bit resolution and 10mV range. The database is
used as a reference database for comparison of different approaches in the task
of arrhythmia recognition or QRS detection. The dataset contains 97468 beats in
total (7128 PVC, 7253 RBBB, 8072 LBBB and 75015 normal beats). There are
many algorithms which were used in similar tasks. Fractal features and a neural
network were used in [1]. Adaptive wavelet network was used in [2]. S-transform
and a neural network were used in [3].

3 Methods

3.1 Principal Component Analysis and Singular Value
Decomposition

The Principal Component Analysis (PCA) is a statistical method which uses
orthogonal transformation to transform a set of possible correlation features to
a set of linearly uncorrelated variables called principal components. The main
goal of this algorithm is to reduce the size of the original feature space. Let
matrix X be an input to the PCA algorithm. The size of X is n× p, where n is
the number of samples and p is the number of original features, then:

Z = XA (1)

where X has to be centered, Z consists of principal components which are linear
combinations of columns of X. The matrix A is an orthogonal matrix [5].

The Singular Value Decomposition (SVD) is similar to the PCA and the main
goal of the algorithm is a factorization of the input matrix X. The SVD calcu-
lates significant properties of the original feature space and represents them as
linear combinations of base vectors. The SVD decomposes the matrix of original
features, calculating singular values and singular vectors of the feature matrix.
Let X be the same matrix as in the previous chapter. The input matrix X can
be factorized according to equation:

X = UΣV (2)

Now the new training feature set RS = UΣ and the new reduced testing set
QS = TV can be calculated. The matrix T is the original testing set. Now, these
two matrices can be used just like their original forms [6].

3.2 Neural Network

A neural network (NN) is a distributed computing environment which consists
of partial subsystems (neurons). The NNs are inspired by knowledge about the
structure and activity of the human brain and attempt to mimic its abilities and
functions. There are many steps in a NN and the multilayer perceptron with
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backpropagation algorithm is used. The resulting neuron in a higher layer, xj ,
is a linear function of the outputs, yi, of the neurons of the lower layer and of
the weights, wji, on their connections. Each neuron can have extra input. This
input is called a bias. A neuron has a real valued output, yi, which is a non-linear
function of its total input:

yi =
1

1 + e−xj
(3)

We have to find a set of weights that ensure that for each input vector,
the output vector produced by the network is the same or very close to the
desired output vector. For the purpose finding optimal value of the weights we
choosed backpropagation algorithms. As our description is greatly simplified, we
encourage the reader to study the matter in detail for example in [4].

3.3 Linear Discriminant Analysis

The Linear Discriminant Analysis (LDA) is a technique for pattern recognition.
The main aim of this algorithm is to find linear combinations of features, which
provide the best separation between classes. The basic principle is the measure-
ment of metric or cosine distances between new instances and the centroid of
classes. The new instances are classified according to the expression:

argmin d (zΦ, x̄kΦ) . (4)

3.4 Support Vector Machine

Let N be the number of training samples, where each sample belongs to class
y1 = −1 or to class y1 = 1. In cases where data is linearly separable, we can use
a hyperplane for recognition of these classes. A perpendicular distance between
the hyperplane and the zero point of the feature vector is possible to express by
Equation 5

b

‖w‖ (5)

Now we can define two new hyperplanes, H1 and H2, which are parallel to
the separation hyperplane and which separate both classes and, additionally,
there are no samples between them. The main aim of this classifier is to find the
hyperplane which maximizes the margin such that the distance between both
hyperplanes, H1 and H2, is the same. This can be achieved by minimizing ‖w‖.
The data can not lie in the margin. Therefore, the following conditions have to
be met:

yi = +1⇒ xi · w − b ≥ 1 (6)

yi = 1⇒ xi · w − b ≤ −1 (7)
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4 Experiments and results

The chapter describes the experiments conducted with feature extraction using
Singular Value Decomposition and Principal Component Analysis on ECG sig-
nals and also evaluates their results with a Support Vector Machine and Neural
Network as the classifier as well as Linear Discriminant Analysis. The following
section is dedicated to the configuration of the Neural Network, Principal Com-
ponent Analysis as well as Singular Value Decomposition which we used for our
experiments. In the final section we evaluate impact of these algoritms in the
task of arrhythmia pattern recognition and compare these results to each other.

4.1 Configurations

As the type of the neural network was chosen the feedforward neural network
(described in section 3.2). The neural network had following the configuration:
training function was set to the scaled conjugate gradient method, maximum
validation error was set to 20. The learning rate of the neural network was
chosen several times to achieve the best results in the experiments. Specifically,
we chose the following values as the learning rate of the neural network: 0.1, 0.2,
0.3, 0.4, 0.5, 0.6, 0.7, 0.8.

In the experiments where the SVD and PCA were used we set the rank of
eigenvalues to the following numbers: 5, 7, 9, 11, 12, 15 (same for both algo-
rithms). For each experiment conducted with these algorithms, the number of
eigenvalues was chosen so that the sum of their values exceeds 95% of the sum
of all eigenvalues. We have performed the experiments 48 times for the SVD and
PCA algorithms.

4.2 Results

The experiment that uses the SVD with the neural network is showen in Ta-
ble 2. The sensitivity values in this case are 98.38, 99.31, 99.42 and 96.16. The
results are slightly worse than the sensitivity values in the first experiment. Ta-
ble 1 presents the results of the best configuration for the combination of the
PCA and the neural network. The PCA rank included 15 eigenvalues and the
learning rate of the neural network was set to 0.7. The table shows that the sen-
sitivity values are slightly lower in comparison with the first experiment: 98.73,
99.17, 98.29, 95.26. Table 4.2 shows result experiment with Linear Discriminant
Analysis as classificator. In this case we choosed SVD for features extraction
from ECG signal. The sensitivity of this experiment are 71.07, 96.52, 89.03 and
73.07. In other words, values of the sensitivity represent significant worse result
in compare with previous two experiments. The experiment that uses Support
Vector Machine with Singular Value Decomposition represents table 4.2. Values
of the sensitivity are 96.71, 99.09, 93.05 and 90.75. It means that the sensitivity
is higher than previous experiment but slightly worse then first two experiments.
The best results were obtain by using neural network as ECG arrhytmia classifier
together with SVD method which represents ECG signal transformation.
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LBBB Normal RBBB PVC

LBBB 3986 172 0 63
Normal 30 37209 26 89
RBBB 4 46 3566 17
PVC 17 91 36 3399

Accuracy 94.43 99.61 98.15 95.93
Sensitivity 98.73 99.17 98.29 95.26
Specificity 99.47 98.70 99.85 99.68

Table 1. Confusion matrix of the PCA+NN

LBBB Normal RBBB PVC

LBBB 3972 121 0 51
Normal 40 37260 19 68
RBBB 0 39 3607 18
PVC 25 98 2 3431

Accuracy 95.84 99.66 98.44 96.48
Sensitivity 98.38 99.31 99.42 96.16
Specificity 99.61 98.86 99.87 99.72

Table 2. Confusion matrix of the SVD+NN

LBBB Normal RBBB PVC

LBBB 2869 766 0 263
Normal 1123 36214 397 626
RBBB 1 60 3230 72
PVC 44 478 1 2607

Accuracy 73.60 94.41 96.05 83.29
Sensitivity 71.07 96.52 89.03 73.07
Specificity 97.70 80.90 99.71 98.84

Table 3. Confusion matrix of the SVD+LDA

LBBB Normal RBBB PVC

LBBB 3904 276 0 32
Normal 126 37177 247 293
RBBB 0 16 3376 5
PVC 7 49 5 3238

Accuracy 92.69 98.24 99.38 98.15
Sensitivity 96.71 99.09 93.05 90.75
Specificity 99.31 94.07 99.95 99.86

Table 4. Confusion matrix of the SVD+SVM

5 Conclusion

In this paper, we compare the performance of the Singular Value Decomposition,
Principal Component Analysis in the task of arrhythmia recognition in ECG
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records. As a classifier, a feedforward neural network was chosen as well as
support vector machine and linear discriminant analysis. Concretely, we compare
the performance of arrhythmia recognition with using the SVD, PCA and NN
as a signal preprocessing. We measured the performance by three validating
methods: accuracy, sensitivity and specificity. Also, confusion matrices belonging
to each experiment were shown. The focus of the future work will be classifying
ECG arrhytmia on intra-individual level.
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Abstract. In the present paper a scheme which maps quantum system
of structureless particles onto a classical system of cyclic polymers is
described. Since thermodynamical properties of quantum systems are
hard to compute, this mapping is used to transform a quantum system
onto a classical one the thermodynamical properties of which can be
simulated via Monte Carlo methods. In first section the benefits of this
mapping are discussed. In following two sections theoretical background
and implementation are shown, and in the last section we give some
outlooks for the future.

Keywords: statistical thermodynamics, quantum systems, classical sys-
tems, path-integral Monte Carlo

1 Motivation

In quantum mechanics, the system in a mixed state is described by so-called
density matrix. The density matrix is an operator on Hilbert space (in our case
of N structureless particles the space is H = L2

(
R3N

)
). For systems in ther-

mal equilibrium given by the canonical (NVT) ensemble the density matrix (or
statistical operator on H, Ŵ : H → H) is

Ŵ = e−
Ĥ
kT , (1)

where k is the Boltzmann constant, T is temperature, self-adjoint operator Ĥ is
so-called Hamiltonian operator, Ĥ : H → H and

Ĥ = T̂ + V̂, (2)

where for ψ ∈ H, T̂ (ψ) = −λ∆ψ is kinetic energy operator 1 and V̂ (ψ) = V ψ
is potential energy operator.

1 The constant ~2
2m
, where ~ is reduced Planck constant and m is the mass of the

particle, is denoted by λ to follow notation stated in [2] and to avoid confusion since
the letter m is used in text as sumation index.

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 466–471.
VŠB – Technical University of Ostrava, FEECS, 2014, ISBN 978-80-248-3458-0.
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Since L2 is an infinite-dimensional separable Hilbert space there exists a count-
able orthonormal basis (Schauder basis) in which the Hamiltonian operator can
be represented by a hermitian matrix. Although the basis is infinite the repre-
sentation exists and for the given orthonormal basis is unique (see [1]).

Let us remind how operator exponentials are defined

Definition 1. Let Â be self-adjoint operator on a separable Hilbert space, ϕ1, . . .
and a1, . . . are eigenvectors and eigenvalues of Â. Then

eÂ =
∞∑

i=1

eai |ϕi 〉〈ϕi| .

The notation used in this paper is so-called bra-ket notation. In this notation
the term |ϕi 〉〈ϕi| means the projective operator on the one-dimensional space
generated by vector ϕi. For more see [3].

Problem is that for computing the density matrix Ŵ one needs the spectrum
of Hamiltonian operator Ĥ. Since Ĥ is infinite-dimensional matrix the spectral
decomposition is, in general case, impossible to find in real time. The sequence of
finite matrices the spectra of which would converge to the spectrum of Ĥ is also
hard to find (for creating such a sequence one again needs to know the eigenvalues
of Ĥ) so some other techniques which will yield good result are needed.

One of these techniques takes the quantum system and assigns to each par-
ticle some number of so-called ghosts. The particle with its ghosts forms a cyclic
polymer which can be described in language of classical physics. The potential
between the particles in the quantum system transforms into a sum of poten-
tials between corresponding ghosts of each polymer. The kinetic energy in the
quantum system is now interpreted as interaction between neighboring ghosts
in the polymer.

In next section we show that with this mapping the problem of finding the
spectrum of the Hamiltonian matrix can be evaded by approximating the po-
tential and kinetic parts by a many-dimensional integral.

2 Theory

We already know that the density matrix of the studied system is

Ŵ = e−
Ĥ
kT . (3)

Let us now introduce the position space notation of this matrix (see [2]). The
position space density matrix is 2

ρ (R,R′, β) =
〈
R
∣∣∣e−βĤ

∣∣∣R′
〉

=
∑

i

Φ∗i (R)Φi (R′) e−βH,
(4)

2 In bra-ket notation the term
〈
R
∣∣e−βH

∣∣R′
〉

represents the dot product of vector
R (R′ respectively) and the image of vector R′ (R respectively) under the action of
operator e−βH.
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where Φi are eigenvectors of the Hamiltonian operator.
Then we can use the following identity (see [3])

∫
dR2 |R2 〉〈R2| = I (5)

to rewrite equality

e−(β1+β2)Ĥ = e−β1Ĥe−β2Ĥ (6)

into the position space notation

ρ (R1, R3, β1 + β2) =

∫
dR2 ρ (R1, R2, β1) ρ (R2, R3, β2) . (7)

The idea of the path-integral approach is to apply this product M times so
that

e−βĤ =
(

e−τĤ
)M

, (8)

where M ≥ 1 and τ = β/M. In position representation:

ρ (R0, RM , β) =

∫
· · ·
∫

dR1 · · · dRM−1 ρ (R0, R1, τ) · · · ρ (RM−1, RM , τ) . (9)

Purpose of this multiplication will be clear after introducing the second property
used in path-integral approach. Since the Hamiltonian can be split into its kinetic
and potential parts (see [2]), we can write

e−τ(T̂+V̂ )+ τ2

2 [T̂ ,V̂ ] = e−τT̂ e−τV̂ . (10)

In the limit τ → 0 the comutator term can be neglected because it is much
smaller than other terms and we can write

e−τ(T̂+V̂ ) ≈ eτT̂ e−τV̂ . (11)

The limit τ → 0 means that M → ∞. From [4] we get that the approximation
error will not grow as M →∞ and hence the limit could be applied to equation
(8)

e−τ(T̂+V̂ ) = lim
M→∞

(
e−τT̂ e−τV̂

)M
. (12)

Let M be finite but sufficiently large. Then (11) written in position space rep-
resentation will read

ρ (R0, R2, τ) =

∫
dR1

〈
R0

∣∣∣e−τT̂
∣∣∣R1

〉〈
R1

∣∣∣e−τV̂
∣∣∣R2

〉
. (13)

Now let us evaluate each of the two parts in the integral on the right hand side
of (13). Firstly let us have a look at the potential part. The potential operator
V̂ is diagonal in the position representation and hence the matrix elements are

〈
R1

∣∣∣e−τV̂
∣∣∣R2

〉
= e−τV (R1)δ (R2 −R1) , (14)
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where δ (R2 −R1) is called Dirac (generalised) function (see [5]) and satisfies
the following conditions

∫
dR2 δ (R2 −R1) = 1

δ (R2 −R1) = 0 for R1 6= R2.





(15)

To evaluate the kinetic part we have to find the eigenvalues and eigenvectors
of operator T̂ . Since

T̂ = −λ∆ψ

the eigenvalue problem corresponds to finding the solution of stationary Schroedinger
equation with zero potential part.

Consider the stationary Schroedinger equation with zero potential part in
a cube of side L with periodic boundary conditions.

− ~2

2m
∆ψ = Eψ

ψ (x + tL) = ψ (x) , x ∈ 〈0, L〉3 ,
t ∈ Z3.





(16)

From the Fourier method we get a complete set of solutions

ψk =

(
1

L

) 3N
2

ei
2π
L (kR), k ∈ Z3N ,

Ek = λ
4π2k2

L2
, k ∈ Z3N ,

(17)

where N is the number of particles.
Using the completeness of ψk, one gets for the kinetic part of (4) (see [2])

〈
R0

∣∣∣e−τT̂
∣∣∣R1

〉
=
∑

k∈Z3N

L−3Ne−λ
4π2k2

L2 −i 2πk
L (R0−R1) (18)

We can approximate the sum in (18) by integral if the following statement holds:

λτ � L2.

This condition can be obtained from error estimate of the multidimensional
rectangular rule for numerical quadrature. Since τ = β/M for sufficiently large M ,
the condition is satisfied and the sum can be approximated by the following
integral ∫

R3N

L−3Ne−λ
4π2k2

L2 −i 2πk
L (R0−R1) d3Nk. (19)

The resulting expression of the kinetic part of (4) is then

〈
R0

∣∣∣e−τT̂
∣∣∣R1

〉
= (4πλτ)

− 3N
2 e−

(R0−R1)2

4λτ . (20)
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If we put (14) and (20) together, we get the density matrix of the system

ρ (R0, RM , β) =

∫
dR1 · · · dRM−1 (4πλτ)

− 3NM
2 · e

−
M∑
m=1

[
(Rm−1−Rm)2

4λτ +τV (Rm)

]

.

(21)
The main thermodynamical parameter, the partition function (see [7]), is defined
by

Z = Tr ρ, (22)

where Tr ρ is the trace of the operator ρ. If we know this parameter, other ther-
modynamical properties can be obtained easily. Partition function is in position
representation written as

Z =

∫
dRρ (R,R, β) , (23)

which can be, using (21) with RM = R0, written as

Z =

∫
dR0 · · · dRM−1 (4πλτ)

− 3NM
2 · e

−
M∑
m=1

[
(Rm−1−Rm)2

4λτ +τV (Rm)

]

. (24)

The condition RM = R0 appears in the sum −
M∑
m=1

[
(Rm−1−Rm)2

4λτ + τV (Rm)
]

when m = M . It is a classical description of cyclic polymers.

3 Implementation

As we can see from (24), the partition function can be computed as many-
dimensional integral so the idea of computing it via Monte Carlo is obvious. We
generate a set of random configurations of the model system of ring polymers
via Metropolis algorithm (for a more detailed introduction into the Metropolis
algorithm see [6]). This algorithm works with so-called acceptance ratio3

pacc = max

{
π (xnew)

π (xold)
, 1

}
, (25)

which is the probability that the new randomly chosen configuration will be
accepted. The probability density function π is computed as

π (R0, · · · , RM−1) = e
−

M∑
m=1

[
(Rm−1−Rm)2

4λτ +τV (Rm)

]

. (26)

The points xold and xnew represent old and new configurations. As we can see
for generating a new configuration the algorithm has to know its predecessor so
the paralleisation is difficult.

3 xold is the configuration from nth step of Metropolis algorithm (x0 can be arbitrary
point in configuration space) and xnew is randomly generated point in the configu-
ration space
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The exponent of the probability distribution π is given above in (24) and
consists of two parts. The first one is potential between particles.

Ep =
M∑

m=1

τV (Rm) .

In the present version of the program it is represented by Lennard–Jones poten-
tial between corresponding ghosts but can be replaced by any model by changing
the respective piece of the code or replacing the current module implementing
the potential energy. The second one is quadratic potential within the chain of
ghosts representing each particle,

Ek =
M∑

m=1

(Rm−1 −Rm)
2

4λτ
.

Since the computation of the potential energy can be generally very complex
(depending on used model), the parallelisation via MPI is involved.

4 Outlooks

The main aim of this project is to model the behavior of snowballs of He+n .
These snowballs develop when the superfluid helium cluster at is ionised low
temperature. Then the crystallic core develops surrounded by the rest of the
cluster which stays superfluid. Path-itnegral Monte Carlo simulations will help
us to better understand what happens on the boundary between the core and
the rest of the cluster. Such simulations can also be used for modelling of ions of
another elements embeded in a superfluid helium cluster (see [8]) which is used
in experimental physics to study their low temperature chemistry.
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3. Formánek, J.: Úvod do kvantové teorie. Academia, Prague (1983)
4. Trotter, H. F.: On the product of semi-groups of operators. Proc. Am. Math. Soc.

10, 545 (1959)
5. Dirac, P. A. M.: The principles of Quantum Mechanics. Oxford, (1930)
6. Lewerenz, M.: Monte Carlo Methods: Overview and Basics. Quantum Simulations

of Complex Many-Body Systems: From Theory to Algorithms, Lecture Notes, John
von Neumann Institute for Computing, Julich, NIC Series, Vol. 10, ISBN 3-00-
009057-6, 1 (2002)
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Abstract. This article presents a new possible approach to modeling
the risk to safety of personnel by Stochastic Petri Nets (SPN). Stochas-
tic Petri Nets model for small leak occurrence on an o�shore platform
is shown, based on a realistic example from the o�shore industry. The
probabilities of fatalities were obtained from the simulation by using the
GRIF's Petri Nets module and compared to probabilities obtained by
direct Monte Carlo simulation methods.

Keywords: Risk modeling; Stochastic Petri Nets; O�shore industry; GRIF;

1 Introduction

Modeling the risk to safety of personnel in o�shore industry is often realized
by the application of Event Trees. However, fatality probabilities in the o�shore
industry often depend on personnel reactions and their consequences. As the
Event Tree is a steady state method, Stochastic Petri Nets were considered a
suitable tool for creating a model of the risk to safety of personnel.

First, the steady state representation of a time-dependent event was modeled
using SPN. A small hydrocarbon leak occurrence was chosen as an example.
Detailed description of Small Leak Scenario is shown in [2]. Construction of
steady state SPN model and result comparison between SPN and ET methods
was presented in [1].

In this paper, the dynamic representation of the same event was modeled,
demonstrating the potential of SPN-based risk modeling.

Probabilities of fatalities due to small leak occurrence obtained by the GRIF's
Petri Net module were compared to results obtained by the application of direct
Monte Carlo methods, presented in [2].

2 Application of SPN

The application in this article is based on a typical o�shore hydrocarbon instal-
lation (well-described example of an o�shore production installation can be seen
in [2]).

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 472–477.
VŠB – Technical University of Ostrava, FEECS, 2014, ISBN 978-80-248-3458-0.
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Risks from potential small leaks of the produced hydrocarbons were used as
an example for the application. Small leaks were given precedence over the larger
leaks due to substantially higher estimations of the frequencies of their release.

2.1 Small Leak Scenario

After a small leak occurrence, personnel is alarmed and starts escaping. On the
installation, there are primary, secondary and tertiary evacuation routes, each
leading to lifeboats or life-rafts. In case of damage or blockade of all evacuation
routes, personnel evacuates to the sea. In any case, escaped personnel is then
gathered by a standby vessel. Fatality in this scenario is a direct result of the
loss of probability of evacuation.

However, there is always a possibility that the leak may ignite. Consequences
of the ignition depend on time it occurs. Immediate ignition results in a jet �re,
which may cause fatality to the surrounding personnel, while delayed ignition
may result in an explosion, possibly damaging or blocking the evacuation routes.
In any event, resulting �re may escalate outside the zone, damaging the evacu-
ation routes in the process. Any of these possible events strongly contribute to
the probability of fatality.

2.2 Dynamic SPN model of Small Leak Scenario

For the construction of time-dependent SPN model of Small Leak Scenario, Per-
sonnel and Installation Actions table from [2] was used as a moot point. The
table describes escape of personnel to lifeboat station at the Accommodation
Platform. Personnel has 15 minutes to arrive at the lifeboat station. If any per-
sonnel fails to arrive, search party is formed and given 15 minutes to search
for and rescue missing personnel. 30 minutes after leak occurrence, lifeboats are
launched and personnel evacuates.

All possible events during escape of the personnel are divided in six time
intervals, every possible event is described and linked with corresponding ignition
case and occurrence time. However, for creating SPN model of the Small Leak
Scenario, quanti�cation of contributions of fatality probabilities is required.

With realistic data from o�shore industry available, tables containing di�er-
ent scenarios with corresponding probability of fatality contributions in Small
Leak Scenario were made, one for each ignition case. As an example, table for 2
to 5 minutes ignition case is shown in Fig. 1.

In the dynamic SPN model, three blocks of scenarios were made, one block
for each ignition case. No ignitions cases were not modeled.

When token leaves starting place in each block, immediate transition �res
and token is send to place distributing tokens amongst all available scenarios for
given ignition case. It should be noted that mentioned immediate transition is
substituted in model by timed transition with delay determined by Dirac law
with parameter δ = 0.

If suitable delay law is chosen, SPN model allows to 'split' the arriving token
amongst multiple transitions. In this way, token is divided between all enabled
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Fig. 1. Contributions of probabilities of fatality for Small Leaks with ignition between
2nd and 5th minute.

transition. This division is then based on occurrence probability for each available
scenario. In presented SPN model, exponential distribution was used with rates
λ equal to the occurrence probability of each available scenario. Each enabled
transition then �res and sends 18001 tokens to computation blocks.

In computation blocks (Figure 2 shows computation block for scenario 232),
time-dependent probability of fatality of given scenario is calculated. Each com-
putation block has to simulate its own time for its own probability calculation.
In this SPN example, time ow is represented by variable Time, incremented by
a set of transitions with Dirac delay law with δ = 1. When a transition is enabled
by a token, transition �res, variable time is raised by 1 and distribution func-
tion values F (time) and F (time− 1) are computed. The probability of fatality
value is then adjusted by di�erence F (time)− F (time− 1). This approach was
chosen due to internal logic of the GRIF's Petri Net module, which evaluates all
variables once a transition �res.

In this paper, it is assumed that the probability of fatality follows exponential
distribution. Therefore:

F (t) = 1− e−λt , (1)

1 As mentioned in part 2.2, personnel has 30 minutes to evacuate the platform, there-
fore each token represents one second in simulation.

2 Description of scenario 23 can be viewed in Fig. 1
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where t is a value of variable time and λ is a rate parameter for current phase
of evacuation. Correct phase of evacuation for λ computation is determined by
a set of conditions utilizing time thresholds given by ignition case tables (shown
in 1 for 2 to 5 minute ignition case).

Let x be length of current phase in seconds and F (x) be probability of fatality
at the end of the current phase. Then rate parameter λ is given by following
equation:

ln(1− F (x)) = −λx . (2)

Fig. 2. SPN model : Computation block for scenario 23.

In this way, probability of fatality is computed for each available scenario.
However, this does not reect occurrence probability of those scenarios, thus the
previously mentioned token 'splitting' was used. For each scenario, computed
probability of fatality was multiplied by scenario occurence rate (i.e. portion
of token received by corresponding computation block). By adding these modi-
�ed probabilities of fatality, the overall probability of fatality was constructed,
resulting time-dependent probability of fatality graph is shown in Fig. 3.

3 Results

For computation of the probabilities of fatalities, GRIF's Petri Net module was
used. For comparison with the results presented in [2] by application of the
Event Tree and Monte Carlo methods, same sample was chosen, consisting of
609 occurrences of hydrocarbon small leaks.
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Fig. 3. SPN model : Overall time-dependent probability of fatality of Small Leak Sce-
nario.

3.1 Dynamic SPN model

Probability values at the time of 1800 seconds were used and compared to val-
ues obtained by DMC model presented in [2]. Probability values obtained by
SPN model were multiplied by ignition case frequencies, resulting in comparison
shown in Table 1.

Table 1. Resulting probabilities of fatalities obtained by the SPN and the MC model.

Ignition Case SPN model DMC method

0 and 1 minute 3.02e-4 2.6e-4
1 and 2 minutes 8.82e-5 8.5e-5
2 and 5 minutes 9.59e-4 1.1e-3
Total 1.349e-3 1.423e-3

Considering results of SPN and DMCmethods in Table 1, the most signi�cant
di�erence measured between ignition cases was 1.71e − 4 (measured between 2
to 5 minute ignition cases). Cumulative probabilities of fatality are di�ering by
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a margin of 7.4e − 5. However, despite the di�erences, resulting probabilities
of fatality could be regarded as fairly accurate and thus allowing SPN to be
considered a viable alternative to other time-dependent probability modeling
methods.

4 Conclusion

In this article, a new approach for modeling risk to safety of personnel in process
industries was presented in the application of SPN.

Dynamic model representing Small Leak Scenario on a typical o�shore in-
stallation was used to compute the probabilities of fatalities and results were
compared with those obtained by Direct Monte Carlo method. As the di�er-
ences were low, the SPN can be considered a suitable tool for risk modeling in
process industries. In comparison with DMC method, the SPN method results
were less accurate, thought by a small margin. Thus, the SPN method could be
regarded as a viable alternative to DMC method in process industry. Proposed
further work in this area is construction of SPN models for Medium and Large
Leak Scenarios.
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Abstract. Mill scale is material, which is formed on the surface of ma-
terial under rolling process. Mill scales must be removed from the surface
of the rolled material and they are removed by high pressured water jet.
After removing they fall down into reservoir with water. Great deal of
oil is used in the industry till rolling process is completed. Hence in the
reservoir there are mill scales, water and oil. Mill scales is a material
which can be recycled. But mill scales can not be given into blast fur-
nace with oil and water, so mill scales must be dried from the water.
But for setting of water drying process, it is necessary to know thermal
conductivity of the mill scales with oil.

Keywords: Mill scales, thermal conductivity, inverse optimalization.

1 Introduction

Třinecké železárny - Moravia Steel is one of the biggest developer of rails. In
the beginning there are some standard raw materials for creating a steel. From
the steel an ingot is created. This ingot goes into gas furnace. After this molten
ingot goes onto rough rolling and finish rolling. These are two moments when mill
scales are created. Mill scales are formed on the outer surfaces of rails (commonly
also on plates, sheets or other profiles) when it are being produced by rolling
red hot iron or steel billets in rolling or steel mills, [4]. They are composed of
iron oxides mostly ferric and is bluish black in colour. It is usually less than a
millimeter thick and initially adheres to the steel surface and protects it from
atmospheric corrosion provided no break occurs in this coating, [5].

When the mill scale stays on the surface, it will increase the corrosion of steel
exposed at the break. It is a nuisance when the steel is to be processed, i.e. rail
goes trough rolling-mill, mill scale is created on the surface, it is not removed
from the surface and rail goes again trough rolling-mill. Then mill scale is pushed
into material and it creates an asperities on the surface and inhomogeneity on
the surface. Due to that the mill scale must be removed from the rail after rolling
process.

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 478–483.
VŠB – Technical University of Ostrava, FEECS, 2014, ISBN 978-80-248-3458-0.
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Removing of mill scale can be done by several ways, e.g. by flame heating,
acid pickling or grit/sand blasting. During rolling process, when the steel is
molten, the steel is rinsed by water under pressure of 10 to 100 MPa, commonly
amount 20 to 30 MPa. Water jet has a shape of wall, which covers one side of
rail under 15◦, analogous to chisel. There are two mechanisms, how mill scale is
removed, mechanical and heat mechanism.

Mechanical mechanism effects on surface by crushing force and cutting by
direction of the angle. Heat mechanism causes that mill scales are shrunken and
separated from material. Separating is caused by different thermal expansion
mill scale from rail. Separation is supported by a fact, that mill scales are not
homogeneous material, but it is created by layers of different chemical com-
position of different thermal expansion. Another fact is that, the small holes
are present on surface of mill scales. When water goes inside these holes, it is
suddenly evaporated by small steam explosion and this helps with mill scales
removing. Removed mill scales falls into water reservoir together with oil, which
lubricate rolling-mill stand.

1.1 Possibilities of material recycling

Mill scale is material which can be recycled under several conditions, [6]. As
it was mentioned above, mill scales are inside water reservoir with oil. Simply,
such mill scales can not be taken and given inside the blast furnace, due to one
significant reason. There is high temperature in the blast furnace. Oil can cause
fast increasing of temperature. Water change phase into steam, so the volume
of water increases. Blast furnace is closed device, this fact can cause explosion
of blast furnace.

For removing water and oil from mill scales special device is developed. But
for precise setting of such device the knowledge of thermal conductivity of mill
scales is needed.

2 Determination of isotropic thermal conductivity

It is said that several ways of determining the thermal conductivity exist, most
of them were determined by experiment. We decided to use mathematical mod-
elling, because it can save a time. We can do a lot of computations in a while
and find out precise value of thermal conductivity. Generally, the thermal con-
ductivity k (W ·m−1 ·K−1) is defined like amount of heat Q (joule), which goes
through surface S (m2) into deep d (m) for a given time t (s),

Q = kS
∆T

d
t, (1)

where T is the temperature (◦C or K), which is measure of the kinetic energy of
molecular motion; and ∆T is a temperature change i.e. difference between the
final and initial temperatures for a process on a distance d.
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2.1 Experiment

Mill scales were placed inside steel cylinder with very thin wall, as can be seen in
Figure 1. This cylinder was isolated on the boundary, see Figure 2. Cylinder with
isolation was given inside oven, see Figure 1. Temperature-sensitive elements
were placed inside mill scales, on the cylinder wall, into oven and outside of the
oven. There were three temperature-sensitive elements inside mill scales, the first
one in the center of the cylinder, the second one in the middle of the cylinder
and wall; and the last one was on the wall.

The oven was warmed up to 550◦ and this temperature was kept until in-
ner temperature of the mill scales was the same as temperature of oven for all
temperature-sensitive elements. The temperature loss during 1800 minute on the
temperature-sensitive elements was measured.

Fig. 1. Mill scales in steel cylinder within
oven without isolation.

Fig. 2. Steel cylinder with isolation with
temperature-sensitive elements.

3 Numerical simulations

Numerical simulation of previous experiment was done using COMSOL Multi-
physic 4.2a, [1]. This software provides heat transfer equation (2), [2],

ρCp
∂T

∂t
= ∇ · (k∇T ) +Q, (2)

where Cp = 630 (J ·kg−1 ·C−1 or J ·kg−1 ·K−1 ) is the heat capacity at constant
pressure and ρ = 2000 (kg ·m−3) is the density. The density was measured by
weighing.

We created an axisymmetric 2D model. As a boundary condition we set
analytical equation, which is polynomial interpolation of temperature from tem-
perature-sensitive elements at the wall of steel cylinder from experiment, see
Figure 2. We found out the inner temperature at given points of mill scales, see
Section 2.1. Our aim was to determine the thermal conductivity from experiment
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data. We used Nelder-Mead optimalization method, [3]. This method needs limits
for minimal and maximal value of thermal conductivity. This was derived from
tabular values and our initial shoot was k = 3.

3.1 Results

Main aim was to find the parameter k. Secondary aim was to repeat experiment
by numerical simulation, but it did not have to correspond with measured data.
Success of secondary task gave us information about convergence and right set-
ting of mathematical model. Computation time was approx. 38s.
Main goal was done by Nelder-Mead optimalization method. The final value of
thermal conductivity of mill scales was determined as k = 0.12 . Recomputation
of numerical model (Figure 3) with this value gave us a pretty nice correspon-
dence with measured data.

Fig. 3. Temperature field (◦C) at last time step t = 1800s. Contours at intersection
show temperature field (◦C) inside mill scales. Arrows show total heat flux (W ·m−2).

4 Conclusion

In the paper the determination of the thermal conductivity by repeating ex-
periment by numerical simulations was introduced. We found the thermal con-
ductivity of mill scales with water and oil. This parameter of mill scales was
very important for following research of re-using mill scales for iron and steel
industry. The proposed method of finding values can be used for many different
coefficients at different physical models.
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Fig. 4. Graph of dependency between the temperature (◦C) on the time t (s) at dif-
ferent elevations of the temperature-sensitive elements. Important is correspondence
between COMSOL and temperature-sensitive elements 8.8mm (central point of the
cylinder).

My dissertation thesis is aimed at fluid flow in porous medium. Mill scales
with water and oil create a model of multiphase fluid flow in porous medium.
Knowledge of parameters in equation (2) gives the final temperature field. If
I know dependency between density and temperature of liquid inside porous
medium, I can model fluid flow in porous media more precisely.
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VŠB – Technical University of Ostrava, 17. listopadu 15, 708 33 Ostrava – Poruba
{hrtus, blaheta}@ugn.cas.cz

ˇ

Abstract. The paper deals with the application of the energy norm in
the inverse problem which is based on a minimization of a nonlinear least
squares function. Three different parameter distribution examples are
solved by the steepest descent, nonlinear conjugate gradient and Newton
methods. Efficiency comparison is also presented.

1 Setting of the problem

We consider a state problem

{
− div (p∇u) = f in Ω,
u = 0 on ∂Ω,

(1)

where p is a parameter vector and Ω = 〈0, 1〉 × 〈0, 1〉 is a unit square which is
decomposed into subdomains Ωi, i = 1, . . . , r such that Ω̄ =

⋃r
i=1 Ω̄i, Ωi∩Ωj = ∅

for i 6= j.
The set Uad of admissible parameters is defined as follows:

Uad =
{
p ∈ L∞ (Ω) | pmin ≤ p ≤ pmax, p|Ωi ∈ P0 (Ωi) , i = 1, . . . , r

}
,

i.e. Uad is the set of piecewise constant functions on the partition of Ω into
{Ωi}ri=1, 0 < pmin < pmax are given and p = (p1, . . . , pr) , pi = p|Ωi . In addition,
material interfaces align the decomposition of Ω.

The state problem (1) is solved using the Finite Element Method. After the
discretization by piecewise linear elements we obtain a linear system of algebraic
equations

A(p)u(p) = b, (2)

where A is a symmetric positive definite matrix, p ∈ Rr b ∈ Rn Inverse problem
will be based on the minimization of a cost function J which depends on the
solution of the discretized state problem u (p) and measurements û ∈ Rn of the
state variable. We suppose that the measurements are at our disposal at each
node of the discretization, therefore we are able to use the energy norm (3). Now

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 484–489.
VŠB – Technical University of Ostrava, FEECS, 2014, ISBN 978-80-248-3458-0.
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we are ready to formulate the inverse problem in the discrete form which reads
as follows:

(P)h

{
find p∗ ∈ Uad such that
J (p∗) ≤ J (p) ∀p ∈ Uad,

where

J (p) =
1

2
〈A(p)(u(p)− û), u(p)− û〉 (3)

For the existence of a solution to the inverse problem (P)h, we refer to [1].
Function J is the energy norm and its application in identification problems is
thoroughly studied in [3] and [4].

2 Numerical methods

In what follows optimization Algorithm 1 will be exploited. There are two im-
portant steps: sensitivity analysis which relies on a differentiation of the cost
function and enables to find a descend direction dk in the k − th iteration and
finding a step length with a line search method in order to obtain a proper
parameter α (in Newton method this step is omitted).

Data: p0

Result: p∗

k = 0;

while
∥∥pk − p∗

∥∥ > precision do
sensitivity analysis → set the direction dk;

sufficient decrease of J
(
pk + αdk

)
subject to α ∈ (0, 1〉 (line search) ;

set pk+1 = pk + αdk;
k = k + 1;

end

pk = p∗;

Algorithm 1: The optimization algorithm

In case of the energy norm defining J one can derive the gradient of J for
steepest descent method (SDM) so that dk = −∇J

(
pk
)
, see e.g. [5].

∇J
(
pk
)

=

(
∂J
∂p1

(pk), . . . ,
∂J
∂pm

(pk)

)T

,

where
∂J
∂pj

(pk) = −1

2

〈
∂A

∂pj
(pk)(u(pk) + û), u(pk)− û

〉
.

In the case of Newton method, the Hessian matrix Hk := H
(
pk
)

at pk of J has
the following form:

Hk =
1

2
WTA(pk)−1W W = [w1, . . . wm] ∈ Rn×m, wj =

∂A

∂pj
(pk)u(pk)
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The Newton step is given by a solution of the linear system: Hkdk = −∇J
(
pk
)

which is solved by the preconditioned conjugate gradient method with incom-
plete Cholesky factorization of the matrix A.
Nonlinear conjugate gradient (NCG) methods can take various forms, in our case
Fletcher-Reeves formula was used, see e.g. [5]. NCG generates orthogonalized
directions dk.
Wolfe line search was chosen in case of SDM and NCG, for αk ∈ (0, 1〉 and
c1 = 10−4, c2 = 0.4 (similar values as are suggested in [5]):

J
(
pk + αkdk

)
≤ J

(
pk
)
+c1α

k∇J
(
pk
)T
dk, ∇J

(
pk + αkdk

)
≥ c2∇J

(
pk
)T
dk

3 Numerical results

Three cases of a decomposition of Ω = 〈0, 1〉× 〈0, 1〉 marked by different colours
can be seen in Fig 1. 1) domain A on the left corresponds to two parameters
p = (p1, p2), where p1 is for the blue part and p2 for the red part. 2) Checkerboard
partition of the middle domain B. 3) The partition of C in addition contains small
L-shaped regions of p3 material. We present numerical results corresponding to
these decompositions using a regular discretization 64 × 64 with 8192 elements.
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Fig. 1. Domain A on the left, domain B in the middle and domain C on the right side

Inverse problem in our examples consists of computation of the state problem in
A and B with p∗ = (10, 40) and for C with p∗ = (10, 40, 17). The measurements
û were taken in every node in the domain. The aim is to find the original values
p∗ based on û with initial values p0 = (7, 10) for the domains A and B, and
p0 = (7, 10, 36) for the domain C.
Presented results are computed with the stopping criterion:

∥∥pk − p∗
∥∥ ≤ 4∗10−2

to make the graphs visually clearer. Moreover, this accuracy turns out to be suf-
ficient for more complicated numerical simulations.
Results in each figure are arranged in a way that all x-axes represent itera-
tions and illustrate (a) the cost function minimization with its value at the last
iteration above, (b) convergence of

∥∥pk − p∗
∥∥ with the value at the last iter-

ation above, (c) visualizes convergence of parameters pki , ∀i, and (d) displays
cost function evaluations needed at every iteration to satisfy Wolfe line search
conditions.
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Fig. 2. Steepest descent method on Domain A
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Fig. 3. Nonlinear conjugate gradient method on Domain A
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Fig. 4. Newton method on Domain A
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Fig. 5. Steepest descent method on Domain B
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Fig. 6. Nonlinear conjugate gradient method on Domain B
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Fig. 7. Newton method on Domain B
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Fig. 8. Steepest descent method on Domain C
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Fig. 9. Nonlinear conjugate gradient method on Domain C
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Fig. 10. Newton method on Domain C

Time to convergence [s] domain A domain B domain C
number of elements 8192 8192 8192
SDM 151 162.3 269.6
NCG 617.7 750 1163
Newton 16 15.3 21

3.1 Conclusions

The contribution is focused on the solution of inverse problems based on the
energy norm and compares different optimization methods. the energy norm
enables cheap computations of the gradient and Hessian of the cost function.
SDM gave uniform parameter error convergence, smooth parameter convergence
without significant oscillations and low number of line search rule violations.
NCG is not so stable, it is more line search settings dependent. Both SDM
and NCG methods deteriorate their efficiency when more complicated structure
containing three parameters is computed. Newton method gave fast convergence
which according to the theory seems to be quadratic even if the initial guess is
not close to the solution.
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Abstract. In this paper we use a statistical method the principal com-
ponent analysis (PCA) to obtain the necessary information from the
LiDAR data. We are able to determine the plane or the line through the
use of eigenvalues and eigenvectors of the covariance matrix consisting
of a small group of neighbouring points. The results of this work will be
used for the numerical modelling tasks.

1 Introduction

The numerical modelling tasks, such as air pollution, river floods, sound propa-
gation, fire spread requires the relatively accurate model of the Earth’s surface.
This model can be created by the data processing of the LiDAR data (= Light
Detection And Ranging). The laser scanning works in the infra-red region with
a wavelength of 1064 nm. The LiDAR is described in [Wehr99]. The vertical and
horizontal accuracy of the measured data depends on the used technology. The
vertical and horizontal accuracy is calculated to 5.1 cm and 33 cm in [Xharde06].
We need to process of the large amounts of the data to create of the simplified
model.

In this work we use statistical method the principal component analysis
(PCA) to obtain the necessary information from the measured data. We are
able to determine the plane or the line through the use of eigenvalues and eigen-
vectors of the covariance matrix consisting of a small group of neighbouring
points. It is also necessary to identify objects and choose an appropriate approx-
imation. Then the new triangulation is created. The finished model is smaller
and suitable for the further use.

This paper is organized as follows. In Section 2 we present the model example.
In Section 3 we describe PCA. In Section 4 we identify objects. In Section 5 we
make the face clustering.

2 Model example

In this paper we consider a model example, which simulates the scanned data
and contains all interesting objects. The 1D object is represented by a railing.
The 2D objects are the roof and the floor and the 3D objects are trees and
bushes (see Fig. 1).

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 490–495.
VŠB – Technical University of Ostrava, FEECS, 2014, ISBN 978-80-248-3458-0.
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Fig. 1. Model example: LiDAR data simulation - the view from the side (left), the
view from the above (right).

3 Covariance matrix and principal component analysis

Let us introduce the basic terms. We need to know the relationship between
points to identify the specific object. Let P ⊂ R3 is the set of all data points.
We find a set of the nearest points for the each point p ∈ P

Np =

{
q | p, q ∈ P, |pq| =

√
(px − qx)2 + (py − qy)2 + (pz − qz)2 < d3D

}
.

(1)
The example of point sets is in Fig. 2.

d3Dp

qi
Np

a)

d3Dqi

Np

b)

d3Dp

qi

Np

c)

Fig. 2. The three types of the sets of points in the neighbourhood of p: a) linearity, b)
planarity, c) sphericity.

Now we will show how to build the covariance matrix for each Np. In 1962 Hu
[Hu62] introduced the recognition of geometric patterns in an image by using the
invariant moment. In [Maas99,Gross02] a two-dimensional moment was extended
to the third dimension.

Let we consider the set Np is solid B ⊂ R3. Then (i + j + k)-th moment is
defined by the equation

mijk =

∫∫∫

B

xiyjzk f(x, y, z) dV, (2)

where i, j, k ∈ Z+
0 , dV = dxdydz and f(x, y, z) is continuous function which

describes the probability density of solid B. Let f(x, y, z) = 1 for ∀p ∈ P .
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Let (i + j + k) ≤ 2. We can define the coordinate of the center of gravity p̄
of the solid B

p̄ =

(
x̄ =

m100

m000
, ȳ =

m010

m000
, z̄ =

m001

m000

)
, (3)

where m000 is the mass of the solid B and m100,m010,m001 are the static mo-
ments with respect to the coordinate planes yz, xz, xy.

The (i+ j + k)-th centralized moment of the solid B is defined by

µijk =

∫∫∫

B

(x− x̄)i(y − ȳ)j(z − z̄)k f(x, y, z) dV. (4)

After the normalization we have

µ̂ijk =
µijk

µ000
=

∫∫∫
B

(x− x̄)i(y − ȳ)j(z − z̄)k f(x, y, z) dV

∫∫∫
B

(x− x̄)0(y − ȳ)0(z − z̄)0 f(x, y, z) dV
. (5)

After the numerical approximation of the normalized centralized moment we
get

µ̂ijk =

|Np|∑
n=1

(xn − x̄)i(yn − ȳ)j(zn − z̄)k

|Np|∑
n=1

(xn − x̄)0(yn − ȳ)0(zn − z̄)0
, (6)

µ̂ijk =
1

|Np|

|Np|∑

n=1

(xn − x̄)i(yn − ȳ)j(zn − z̄)k. (7)

Finally we can put together the covariance matrix for each point p ∈ P

Cp =



µ̂200 µ̂110 µ̂101

µ̂110 µ̂020 µ̂011

µ̂101 µ̂011 µ̂002


 . (8)

We can simplify the matrix Cp by substituting the moments

Cp =
1

|Np|

|Np|∑

n=1




(xn − x̄)2 (xn − x̄)(yn − ȳ) (xn − x̄)(zn − z̄)
(xn − x̄)(yn − ȳ) (yn − ȳ)2 (yn − ȳ)(zn − z̄)
(xn − x̄)(zn − z̄) (yn − ȳ)(zn − z̄) (zn − z̄)2


 , (9)

Cp =
1

|Np|

|Np|∑

n=1





xn − x̄
yn − ȳ
zn − z̄


 [xn − x̄ yn − ȳ zn − z̄

]

 , (10)

Cp =
1

|Np|

|Np|∑

n=1

(qn − p̄)T (qn − p̄), (11)

where q ∈ Np and p̄ is the center of gravity of the set Np.
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The covariance matrix Cp contains only real numbers. It has dimension n = 3
and it is symmetric positive semi-definite, i.e. the all its eigenvalues are real with
a complete set of the orthonormal eigenvectors. Then there exists an orthogonal
matrix Q and a diagonal matrix D such that

Cp = QDQT . (12)

The diagonal elements of the matrix D are the eigenvalues λ1 ≥ λ2 ≥ λ3
and columns of the matrix Q are the orthonormal eigenvectors v1, v2, v3 of the
matrix Cp

Cp =
(
vT1 vT2 vT3

)


λ1 0 0
0 λ2 0
0 0 λ3





v1
v2
v3


 . (13)

a)

p

Np

lv11

lv22

lv33

b)

p

Np

lv11
l 22

lv33

Np

c)

p
lv11

lv22

lv33

Fig. 3. Ellipsoid: a) linearity (a1D), b) planarity (a2D), c) sphericity (a3D).

4 Objects recognition

We can represent the shape of the set Np by the ellipsoid [Gross02,Demantke11],
which shows linear (a1D), planar (a2D) or spheric (a3D) behaviour of the neigh-
bourhoods LNp

(see Fig. 3)

a1D =
σ1 − σ2∑

d

σd
, a2D =

σ2 − σ3∑
d

σd
, a3D =

σ3∑
d

σd
, (14)

where σj =
√
λj is the standard deviation and

∑
d

σd is the normalization coef-

ficient.
We divide all points into the three groups by a assigned value

LNp = max {a1D, a2D, a3D} . (15)

In Fig. 4 we can see points divided into the groups. If σ1 >> σ2, σ3 ∼= 0, a1D
will be greater than the two other values and the point p is marked as linear
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and it is assigned to the group Pline. If σ1, σ2 >> σ3 ∼= 0 (a2D), the point p
is assigned to the group Psurface. If σ1 ∼= σ2 ∼= σ3 (a3D), the spheric point p
belongs to Pvegetation. We can write

Pline =
{
p|p ∈ P : LNp

= a1D
}
, (16)

Psurface =
{
p|p ∈ P : LNp = a2D

}
, (17)

Pvegetation =
{
p|p ∈ P : LNp

= a3D
}
. (18)

5 Face clustering

Let Psurface =
{
p|p ∈ P : LNp

= a2D
}

. We find the two-dimensional Npsurface

for the each point p ∈ Psurface

Npsurface
=

{
q | p, q ∈ Psurface, |pq| =

√
(px − qx)2 + (py − qy)2 < d2D

}
.

(19)
After assembling the covariance matrix Cp and the spectral decomposition,

we get the eigenvalues λ1 ≥ λ2 ≥ λ3, the corresponding eigenvectors v1, v2, v3
and the standard deviation σ1 ≥ σ2 ≥ σ3. We divide the points into two groups
Pplanar and Pboundary using the criteria aplanar

aplanar =
σ3∑
d

σd
, (20)

Pplanar = {p|p ∈ Psurface : aplanar ≤ ε} , (21)

Pboundary = {p|p ∈ Psurface : aplanar > ε} , (22)

where
∑
d

σd is the normalization coefficient and ε is the tolerance parameter. If

aplanar > ε, the point is on the edge and it is assigned to the group Pboundary.
In the opposite case the point is on the plane and it is assigned to the group
Pplanar.

We will use the eigenvector v3 with the smallest eigenvalue λ3 to the face
clustering. The eigenvector v3 corresponds to the normal vector v3 = np =
(nx, ny, nz). We select any point pplanar = (px, py, pz) from the set Pplanar and
calculate a parameter d using the equation of plane [Sampath08]. The parameter
d assigns the points to the face (see Fig. 4)

dplanar = −(nxpx + nypy + nzpz), (23)

Pcluster planar = {q|q ∈ Pplanar ∪ Pboundary : |nxqx + nyqy + nzqz + dplanar| < ε} ,
(24)

where ε is the tolerance parameter.
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Fig. 4. (left) recognised 1D (blue), 2D (yellow) and 3D (red) objects. (right) clustered
faces Pcluster planar.

6 Future work

To create a simplified model we need to determine the boundaries of the each
face. We can use a method Concave Hull (Alpha Shapes). This method is de-
scribed in [Edelsbrunner83]. We can find the simplified edge using the boundaries
of the face. Each edge is projected along the axis z and we get the wall. We need
to fix the position of all new points by snapping. All points of the all edges
serves as input of the Delaunay triangulation. We will replace all 3D objects
(Pvegetation) by cubes in the next step. This gives a complete watertight model
ready for numerical modelling tasks.

References

[Wehr99] Aloysius Wehr, Uwe Lohr: Airborne laser scanning—an introduction and
overview. ISPRS Journal of Photogrammetry & Remote Sensing, 54, 1999, p.
68–82.
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Abstract. The paper addresses problems arising while performing large
scale parallel operations with matrices, namely a core operation of many
iterative solvers: matrix-vector multiplication. In the first chapter, the
parallel matrix-vector multiplication is described and the memory re-
quired to perform it is analysed. It is shown that during multiplication it
matters how we divide the work among processors. The second chapter
offers a particular way how to optimize the memory required by such
multiplication. The third chapter shows and analyses the results of the
proposed optimization. The fourth and last chapter concludes this paper.

Keywords: matrix-vector multiplication, parallelism, optimization, cyclic
graph decomposition, rho-labeling.

1 Introduction

The task to parallelly compute y = Ax, when A is dense, has a very high mem-
ory demands. Thus it makes sense to focus on either approximating A as B
while keeping the result z = Bx sufficiently close to y = Ax and to assign the
workload among the processors in a way which minimizes the memory transfers
among the processors. In this paper, we will focus on the latter. The particular
algorithm to compute Ax analysed here will be such that A is represented as a
block matrix. Let A ∈ Rn×n and for simplicity assume that the number of pro-
cessors N divides n without a remainder. Then A can be represented as N ×N
block matrix. Example is below.

A

Figure 1. Example of block representation of A when N = 4

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 496–501.
VŠB – Technical University of Ostrava, FEECS, 2014, ISBN 978-80-248-3458-0.
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The parallel computation of Ax can then be performed block-wise. Each
processor will be assigned N such blocks and will compute its part of Ax by
performing multiplication of blocks assigned to it with the required parts of x,
as can be seen in figure 2.

A x

· =

y

Figure 2. Illustration of a block assignment for one processor and the required
parts of x and influenced parts of Ax.

During such parallel computation of Ax the processors communicate. Each pro-
cessor obtains the required part of the vector x and after the part of Ax is
computed it is collected. However, the way the blocks are assigned to processors
is important, because it influences the amount of data required to communicate
during the computation.

Particularly, figure 2 shows block assignment to a single processor which causes
the maximal data transfers during the computation (it can be observed, that
such block assignment requires the whole vector x and influences the whole vec-
tor Ax). On the other hand, figure 3 shows block assignment of a single processor
which causes the minimal data transfer during the computation.

A x

· =

y

Figure 3. Example of a block assignment of A to a processor causing minimal
data transfers required to compute partial Ax.

To define the ’quality’ of block assignment we need to look at the block rep-
resentation of A and check how many different block parts of x and Ax are
required/influenced during the computation of Ax. Further in the text we will
refer to this number as the number of block indices, and the lower it is the lower
the memory transfers are during the computation.
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2 Optimization

This chapter explains some concepts in graph theory and how they can be used
to optimize the memory transfers during parallel matrix-vector multiplication.
First we will define three terms required to form a final theorem, which we will
not prove here, but is proven in [4].

Definition 1 (ρ-labeling). Let G = (V,E), where |E| = m, and let there be
an injective non-surjective f : V → {0, 1, . . . , 2m}. Let’s define the labeling d of
an edge {u, v} ∈ E induced by f as

d(u, v) = min {|f (u)− f (v) |, 2m+ 1− |f (u)− f (v) |}. (1)

We call d a ρ-labeling of G when {d(u, v) : {u, v} ∈ E} = {1, 2, . . . ,m}.
Definition 2 (Rotation of a graph). Let there be graphs G and H such that
V (G) ⊆ V (H) and E(G) ⊆ E(H). Then we define the rotation of H as a
bijective function r : V (H) → V (H) such that ∀u ∈ V (G) : u → r(u) and
∀{u, v} ∈ E(G) : {u, v} → {r(u), r(v)}.
Moreover we define an i-th rotation of G as Gi (note that G = G0), where
Gi = ({r(u) : u ∈ V (Gi−1)}, {{r(u), r(v)} : {u, v} ∈ E(Gi−1)}).
A graphical explanation of a graph rotation can be seen in figure 4 below.

z

s w

v

u

1

1

1

z

s w

v

u

22

2

1

1

1

=⇒

Figure 4. Illustration of a graph rotation where H = K5, G is bolded out.

Definition 3 (Cyclic decomposition of a graph). Let G ⊆ H be such that

there ∃k ∈ N : k|E(G)| = |E(H)| and ∃r :
⋃k−1

i=0 E(Gi) = E(H) ∧ E(Gk = G0 =
G) and for any and all i 6= j : E(Gi) ∩ E(Gj) = ∅. Then we call G a cyclic
decomposition of H.

We defined all sufficient terms needed to form the following theorem, which is a
core of the optimization algorithm described further in this chapter.

Theorem 1 (Using a ρ-labeling to cyclically decompose KN). For sim-
plicity lets assume that N is odd. Let f : V (KN )→ {0, 1, . . . , N−1} be a bijective
function. Now pick any G ⊆ KN such that |E(G)| = N−1

2 , G has some ρ-labeling
d induced by f and define a particular rotation r such that f(r(u)) = (f(u) + 1)
mod N .
Then G together with d and r define a cyclic decomposition of KN .
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Proof. Please, see [4].

To see how we can use cyclic decomposition of KN to assign workload among
processors, see figure 5.
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Figure 5. An example of cyclic decomposition of K7

Figure 5 pictures a complete graph on 7 vertices together with its adjacency
matrix, where the adjacency matrix can be viewed as a block representation of
A for 7 processors.
Each edge has one of 7 colours/numbers and each set of edges of one colour
represent one particular Gi from the cyclic decomposition. Edges of the same
colour can then be looked at as the workload assignment for processors.
Since this assignment is cyclic, all processors will have the same number of
block indices to work with, thus limiting a chance a bottleneck appears during
communication while computing.
To minimize the number of block indices of any processor, we need to find such
G which has the minimal number of vertices. The graph representation of the

problem also implies that |V (G)| ≥
√
N − 3

4 + 1
2 = O(

√
N).

2.1 Optimization algorithm

The task to find G with the minimal number of vertices for any given N is an
NP-hard problem. However, a very simple heuristic algorithm is able to find G
with O(

√
N) vertices (yet to be proved, so far true for N < 10000). The algorithm

follows:

1. Begin with empty G. Pick any edge in KN and add it to G.
2. Choose a u ∈ V (KN ) such that if u was added to G together with all its

incident edges, then |{d(v, w) : {v, w} ∈ E(G)}| would be maximal.
3. Go to point 2, unless G contains a subset of its own edges of cardinality N−1

2
which can be ρ-labelled.

4. Pick any subset of edges of G of cardinality N−1
2 which can ρ-labelled and

use it for cyclic decomposition of KN .
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3 Experiments & Results

In this chapter the optimized block assignment is compared to non-optimized
random block assignment of workload. It merely contains a list of figures rep-
resenting measurements with commentaries.
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Figure 6. Ranges obtained by random block assignment is pictured in blue
colour. Results from optimized algorithm using Graph Theory is in green

colour. Theoretically minimal number of indices is pictured in the red colour.

The blue area in figure 4 describes the range of number of block indices
obtained by random block assignment among the processors. It can be seen that
the average number of indices roughly lies along the line N

2 and thus it causes the

average memory transfers of n
N · N2 = n

2 per processor during the computation.
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Figure 7. Results from optimized algorithm using Graph Theory is in green
colour. Theoretically minimal number of indices is pictured in the red colour.

Figure 5 describes the properties of optimized block assignment more clearly
than figure 4. One can observe that the optimized number of indices can be
bounded from above by 2 · (lower bound). As was stated in the previous chapter,

the lower bound on the number of block indices is O
(√

N
)

, thus it can be con-

cluded that the described optimization technique is asymptotically optimal.
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4 Conclusion

With the evolution of computational power in recent years we gained the abil-
ity to effectively work with large scale matrices, however a new bottleneck has
been reached and that is the memory required. In the first chapter, this paper
established that it is not futile to think of ways how to decrease the required
communication between processors during a parallel computation of a matrix-
vector multiplication.

The second chapter reminded us of graph theory and that it can be used to
decide the workload assignment among the processors. The particular optimiza-
tion algorithm was not described in its full detail, but readers can easily use it
as a foundation for their own experiments and implementations.

The third chapter presented some measured results obtained from our own exper-
iments. Described optimization algorithm was compared to a random workload
assignment and to a theoretical lower bound which we know cannot be sur-
passed. The optimization algorithm shows a valuable property, which is that for
a number of processors N ≤ 5000 it produces asymptotically optimal results and

leads to a communication between processors with a factor of O
(

n√
N

)
during a

parallel matrix-vector multiplication.

The described optimization algorithm is currently being implemented into fast
Boundary Element Method solvers in an IT4I project.
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Lukáš Malý
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Abstract. We introduce problems of computational astrophysics where
during the simulations of plasma using particle-in-cell model we need
to reduce the total number of particle which growth in consequence of
collisions. To the purpose of merging of particles we introduce the k-
means clustering algorithm. We present the classical Lloyd’s algorithm
in brute-force version and also suggest version with kd-tree structure.
This approach brings significant speed up into the clustering process.
Next we optimize the algorithm for demands of astrophysics simulations
using vectorization, OpenMP parallelization and GPU acceleration. At
the end we present numerical results where compare timing for different
implementations.

1 Introduction

Astrophysical plasmas are ionized gasses with physical behaviours, which are
studied as part of computational astrophysics. They contains charged particles,
ions and electrons. When the charges move they generate electrical currents
with magnetic fields, and as a result, they are affected by each other’s fields.
This governs their collective behaviour. Under the influence of magnetic field,
the particles may form structures such as filaments, beams and double layers.
There are several types of common astrophysical plasmas as Solar wind, Solar
corona, Solar core and others. Basic different between these plasmas is in density
of particles.

To simulate behaviour of plasma, one can use two different approaches. Fluid
dynamics or particle-in-cell (PIC) model. When we decide to use PIC model, it
is necessary to work with hundreds of billion of computational particles, which
consist of many elementary particles - electrons, ions, or photons. During the
physical simulations with particles come about splitting of them in consequence
of collisions. Splitting of the particles leads to exponential growth of their number
and to memory overflow. Since we want to avoid the memory overflow and we
also want to keep a physical correctness of the simulation we have to reduce the
total number of particles in a sensible way. To do it, we will merge particles which
are close together. For this purpose we will touch k-means clustering method.

Since we want to simulate the astrophysical plasmas we think about com-
putational particles in 6-dimensional space, p ∈ R6, where each particles is

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 502–507.
VŠB – Technical University of Ostrava, FEECS, 2014, ISBN 978-80-248-3458-0.
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defined by its spatial components, vector s ∈ R3, by its velocity components,
vector v ∈ R3, and by its weights, scalar w. The weights determine number of
elementary particles. So we have p = (s,v) = (sx, sy, sz, vx, vy, vz) and w. To
maximal utilization of computer memory, we want to keep constant number of
particles during whole physical simulation. And from the essence of the simula-
tion, it means that will want to keep about 90 percent of the original number of
particles during the merging.

2 k-Means Clustering

Generally, k-means clustering is a method for partitioning set of points in d-
dimensional space. The method aims to partition n data-points into k clusters
in which each data-point belongs to the cluster with the nearest mean/center/-
centroid. The cluster is then represented by its mean and can be viewed as a
single point. This results in a partitioning of the data space into Voronoi cells
(see Fig. 1).

Fig. 1. Example of Voronoi cells in 2D, 100 data points clustered by k-means clustering
into 15 clusters.

The partitioning into the clusters is done to minimize the residual sum of
squares (RSS). So given a set of n data points p1,p2, . . . ,pn the k-means clus-
tering aims to partition data points into k sets S = {S1, S2, . . . , Sk}. Then the
RSS is defined as

arg min
S

k∑

i=1

∑

pj∈Si

‖pj − µi‖2, µi =
1

|Si|
∑

pj∈Si

pj ,

where µi is the mean of points in Si and |Si| denotes the number of points in
set Si. RSS is also sometimes called as loss quality measure. In practice we can
use some other methods how to measure the quality of clustered data depending
on application needs, [6].
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In general, the problem of clustering is computationally difficult, in fact it
is NP-hard. However, there are efficient heuristic iterative algorithms that are
commonly employed and converge quickly to a local optimum.

2.1 Lloyd’s Algorithm

Lloyd’s algorithm is standard heuristic algorithm which is spread used. It uses
an iterative refinement technique. In Algorithm 1 we can see modified Lloyd’s
algorithm for data-points with weights, where the weights influence positions of
centres, means of the clusters. This algorithm is used within the astrophysics
simulations for merging of particles.

Algorithm 1 Lloyd’s agorithm with weights.

function k-Means((p1, . . . ,pn),win, k)
(µ1, . . . ,µk)← Forgy((p1, . . . ,pn), k) (initial set of centroids)
while relative RRS > threshold do

for i← 1, . . . , k do
Si ← {}
wout

i ← 0
end for
for j ← 1, . . . , n do

i← arg min
i
‖pj − µi‖

Si ← Si ∪ pj (reassignment of data-points)
wout

i ← wout
i + win

j

end for
for i← 1, . . . , k do

µi ← 1

wout
i

∑

pj∈Si

pj × win
j (recomputation of centroids)

wout
i =

∑
pj∈Si

win
j

end for
end while
return

(
(µ1, . . . ,µk),wout

)

end function

The algorithm eventually converge, although the result is not necessarily the
minimum of the RSS. That is because of non-convexity of the problem and be-
cause the algorithm is heuristic, converging to local minimum. However, practice
shows that the results are reliable and suitable all the time.

In our implementation we measure the relative change of RSS, nevertheless
there exist more alternatives [3]. Very important part of the algorithm is the
initial set of clusters. Again, there are more different techniques how to distribute
the initial clusters, [3]. For our purpose, the best choice is Forgy method, where
the clusters are set randomly over all input data points.
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Lloyd’s algorithm works well for demands of astrophysics simulations. Since
we consider the cluster ratio about 90 percent, the data-points in 6 dimensional
space, and use Forgy method for initial distribution, the algorithm converge in
about 4 to 10 iteration under reasonable relative accuracy. The only trouble is an
enormous computation. In the algorithm, the distance between each pair point-
cluster has to be computed within each iteration. In our set up with mentioned
parameters, to compute the distance between 2 points,

d = ‖x− y‖2 = (x1 − y1)2 + . . .+ (x6 − y6)2,

and to define new nearest cluster,

dmin > d,

gives 18 FLOP (FLoating-point OPerations) – 6 subtraction, 6 multiplication, 5
sums, 1 comparison – without I/O etc. For our tested numerical examples, where
we cluster 2.4 ·106 points into 2 ·106 clusters, the mentioned operations will cost
86.4 TFLOP for one iteration of k-means. This is the reason why we need to
use different approach or at least parallel implementation of this so-called näıve
brute force algorithm.

2.2 kd-Tree

The kd-tree is a space-partitioning data structure for organizing points in a
space, it is a special case of binary space partitioning tree, [7]. When the tree is
constructed, we partition the space according to some, mostly axis-orthogonal,
hyperplane. Typically we iterate the dividing axis on each level of the tree and use
the median of ith coordinate of the associated points to determine the dividing
hyperplane. Given n data points, this produces a balanced binary tree with O(n)
nodes and O(log n) depth.

The kd-tree data structure is very useful for several applications, such as
searches involving a multidimensional search key, e.g. range searches and nearest
neighbour searches. Using it within the k-means algorithm we can prune some
clusters during the assignment process, so we don’t have to compare each pairs
point-cluster, which distinctively decreases computation of distances compare to
brute force algorithm. The significant benefit of this approach can be observed in
numerical results. You can find more about kd-tree in clustering method at [7].

3 Parallel Implementation

Our aim was to produce as fast method as possible to make astrophysical simu-
lation faster. So we tested and implemented several improvements to reach the
maximal efficiency of our algorithms. For k-means clustering using kd-tree struc-
ture we based our implementation on kmpp library [5]. For GPU accelerated runs
we used only näıve brute force algorithm, which is very easy for parallelization.
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The core of each k-means clustering algorithm is computing distances be-
tween two points. We vectorized this operation using SSE/AVX instructions for
Intel processors. The vectorization allows to operate with 2 numbers in the same
time and brings the speed up even a little more than 2 because of better memory
throughput.

Next optimization step was to use OpenMP parallelization on kd-tree version
of the algorithm. The main part of the algorithm is tree traversing and pruning
the clusters and these operations are not very suitable for parallel implementa-
tion. We are limited, because the data in the tree are dependent and we need
to have a barrier on each level. But still, there is a possibility to use openmp
tasks together with openmp taskwait, which brings very nice improvement. Ef-
fective, but not so significant, can be also to parallelize all loops over clusters
and data-points within the code.

Another approach is to try to use GPU acceleration. Unfortunately, the kd-
tree version of k-means is quite unsuitable for such a parallelization because
of its complexity. That is the reason why only the brute-force algorithm was
implemented to use GPU. It was done using OpenCL.

4 Numerical Results

We tested our implementations on example, which is typical for demands of
astrophysics simulations, where we cluster 2.4 · 106 points into 2 · 106 clusters,
in 6-dimensions and with weights. All numerical experiments were run at NBI
cluster which is composed of several hundreds of CPU cores AMD Opteron 6272,
where each node has supporting GPU device AMD Radeon HD 7850.

Fig. 2. Timing results for clustering of 2.4 · 106 of data-points into 2 · 106 clusters
using different implementations of k-means. A: Comparison between the brute-force
algorithm on CPU and GPU, and the kd-tree algorithm in sequential case. Time axis
is in logarithmic scale. B: Comparison between GPU parallel implementation and CPU
kd-tree implementation with OpenMP parallelization.
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In Figure 2A we present time results, where in Figure 2A is a comparison
between 3 basic types of implementations, brute-force CPU, brute-force GPU
and kd-tree, where we can see the significant benefit of kd-tree approach.

In Figure 2B we can see comparison between GPU implementation and kd-
tree implementation with OpenMP. kd-Tree algorithm is surprisingly well scal-
able in spite of complex parallelization of tree traversing. This scalability works
only up to 64 threads, than overhead stops the speed up and algorithm starts
to be a little slower.

Anyway, to conclude our work, we reached great improvements just by im-
plementation of kd-tree version of the algorithm, where we got speed up of
factor about 103, compared to original brute force algorithm. And the par-
allelization using OpenMP brought more. Both parallel implementations are
time-comparable.
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Abstract. This paper deals with a parallel solution of time dependent
wave equation using Galerkin boundary element method. The formula-
tion of the problem is based on the retarded potential boundary integral
equations. For its discretization we use a novel approach presented in [9].
This paper describes its efficient parallel implementation in our library
BEM4I.

1 Introduction

Efficient modelling of the acoustic and electromagnetic wave scattering plays
an important role in many industrial areas, e.g., in nondestructive testing, seis-
mology, or ultrasonic imaging. The boundary element method (BEM) is well
suited for the solution of this kind of problems, since it reduces a problem on
an unbounded domain to the boundary of the scatterer. However, application of
the BEM on the governing hyperbolic time dependent wave equation is not as
straightforward as in the case of the elliptic problems.

Besides the collocation methods, which are hard to analyse mathematically,
there are two major approaches in the field of the time dependent boundary
integral equations [2, 3]: the convolution quadrature method introduced by Lu-
bich [5] and the Galerkin method presented by Bamberger and Ha Duong [1].
In this paper we deal with the latter one. The main drawback of the Galerkin
formulation is a need for a special quadrature when computing elements of the
system matrices, since the integration domains are intersections of boundary
elements with a discrete light cone. Therefore we implement the new approach
introduced by Sauter and Veit [9] which uses compactly supported, infinitely
smooth basis functions to overcome this problem.

The outline of this paper is as follows: in Section 2 we describe the model
problem and the associated boundary integral formulation, in Section 3 we
present the implementation in the BEM4I library. Finally, in Section 4 the results
of the numerical experiments are presented.

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 508–513.
VŠB – Technical University of Ostrava, FEECS, 2014, ISBN 978-80-248-3458-0.
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2 Boundary integral formulation of the sound scattering
problem

Let us consider the following wave scattering problem on an unbounded domain.
Let Ωi ∈ R3 be a open bounded domain representing a scatterer and Ωe :=
R3 \ Ω̄i be an exterior to the domain. Let Γ := ∂Ωi = ∂Ωe be a common
boundary of Ωi and Ωe, and let uinc be the incident wave. The scattered wave
usc can be found by solving the following initial boundary value problem for the
wave equation





1
c2
∂2usc

∂2t (t, x)−∆usc(t, x) = 0 in [0, T ]×Ωe,

usc(0, x) = 0 inΩe,
∂usc

∂t (0, x) = 0 inΩe,

∂usc(t,x)
∂n = −∂u

inc(t,x)
∂n on [0, T ]× Γ.

(1)

Here T ∈ R+, c is the speed of sound in a given medium (which is assumed to be
equal to one in what follows), and n is an unit outward normal to the ∂Ωi. The
Neumann boundary condition corresponds to the acoustically hard scatterer. In
the case of Dirichlet boundary conditions, a scatterer is said to be acoustically
soft.

The value of the solution usc in an arbitrary point x ∈ Ωe can be obtained
using the double layer representation

usc(t, x) = DΦ(t, x) = − 1
4π

∫
Γ
ny(x−y)
‖x−y‖

(
Φ(t−‖x−y‖,y)
‖x−y‖2 +

∂Φ(t−‖x−y‖,y)
‖x−y‖

)
dΓy, (t, x) ∈ [0, T ]×Ω,

where Φ is an unknown density function. We search for the Φ using the hyper-
singular operator

Wv(t, x) := lim
x∗∈Ω→x

nx∇x∗Dv(t, x∗), (t, x) ∈ [0, T ]× Γ,

obtaining the boundary integral equation

WΦ = g, [0, T ]× Γ.

For the discretization we use the Galerkin method with piece-wise linear basis
and testing functions. A discrete representation of the unknown density function
Φ then reads as

Φh(t, x) :=
L∑

i=1

M∑

j=1

αjiϕj(x)bi(t), (t, x) ∈ [0, T ]× Γ,

where αji ∈ R, and ϕj , j ∈ {1, . . . ,M} are spatial basis functions and bi, i ∈
{1, . . . , L} are temporal basis functions.
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After discretization we obtain the linear system Aα = g, with elements of
the matrix A given by

Ak,i(j, l) :=

∫ T

0

∫

Γ

∫

Γ

nx · ny
4π|x− y|ϕj(y)b̈i(t− |x− y|)ϕl(x)ḃk(t)

+
curlΓϕj(y) · curlΓϕl(x)

4π|x− y| bi(t− |x− y|)ḃ(t) dΓy dΓx dt,

(2)

and elements of the vector g given by

gk(l) :=

∫ T

0

∫

Γ

g(x, t)ϕl(x)ḃk(t)Γx dt,

for i, k ∈ {1, . . . , L}, j, l ∈ {1, . . . ,M}. The resulting system matrix possesses
a block-Hessenberg structure with L × L sparse blocks of order M . GMRES
algorithm is used to solve the linear system.

An evaluation of the integral in Equation (2) is not straightforward as it
involves an integration over an intersection of mesh elements and discrete light
cone [3, 4]. We treat this problem using a recently introduced method that em-
ploys smooth temporal basis functions. A detailed description of this approach
is beyond the scope of this article, therefore we refer a reader to [9].

3 Implementation in the BEM4I library

A parallel solver for scattering problems based on the time dependent wave
equation has been implemented in the BEM4I library [8]. A library is written
in C++ in an object oriented manner. Some of the techniques used for its de-
velopment are treated, e.g., in [6, 7]. The core of the library consists of set of
classes responsible for assembly of system matrices. The BESpace class keeps
the information about the spatial as well as temporal basis functions. The main

Fig. 1. Structure of the solver for wave scattering problems in the BEM4I library
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purpose of the BEBilinearFormWave class is the discretization of boundary op-
erators. The assembly is parallelized using MPI and OpenMP at this level. The
class BEIntegratorWave carries out the assembly of element system matrices.
The user controls the process of solution using the interface provided by the
ScatteringProblem class. The result can be exported to the ParaView .vtu

format (see Fig. 1).

4 Numerical experiments

The numerical experiments were carried out on Anselm cluster at IT4Innovations
National Supercomputing Centre. The cluster consists of 180 non-accelerated
nodes, each equipped with two Intel Xeon E5-2665 8-core processors and 64 GB
of RAM. The nodes are interconnected by the InfiniBand network.

Dependence of the L2-error of numerical solution on the temporal discretiza-
tion is depicted in the left-hand side of Fig. 2. Using piece-wise linear temporal
basis functions we obtain a linear convergence.

The right-hand side of the Fig. 2 depicts the strong scalability of the system
matrix assembly. The test was performed using the problem discretized to 5120
surface elements and 30 time-steps. We obtain almost optimal scalability up to
256 cores. In Fig. 3 the wave scattered off the L-shaped domain is depicted.

5 Conclusion

We have presented a parallel solver for sound hard scattering problems modelled
by the time-dependent wave equation using the novel approach to overcome the
discretization problems introduced by Sauter and Veit [9]. Among possible future
applications we list, e.g., the shape optimization based on the wave equation.
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Fig. 2. Convergence of the numerical solution (left), scalability of system matrix as-
sembly (right)
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Fig. 3. Sound wave scattering off the L-shaped domain
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Abstract The contribution deals with contact problems for two elastic
bodies with friction. The semi–smooth Newton method is used to find the
solution. We present active sets algorithm combined with TFETI. A real
word problem concerning the clamp joint demonstrates the behaviour of
the algorithm.

Keywords: contact problems, semi–smooth Newton method, TFETI, clamp joint

1 Introduction

Let us start with the discrete formulation of the problem, for the continuous
setting see [4,5]. Consider

Ku− f +N>λν + T>λt = 0, (1.1)

Nu− d ≤ 0, λν ≥ 0, λ>ν (Nu− d) = 0, (1.2)

|λt,i| ≤ Fiλν,i
|λt,i| < Fiλν,i ⇒ ut,i = 0
|λt,i| = Fiλν,i ⇒ ∃ct ≥ 0 : ut,i = ctλt,i



 i = 1, . . . ,m. (1.3)

We use two Lagrange multipliers λν ,λt ∈ Rm that are the opposite of the dis-
crete relative normal and tangential contact stresses, respectively. The stiffness
matrix and the load vector are represented by K and f , respectively. Matrices
N and T are associated with the contact nodes in normal and tangential dir-
ection, respectively. F stands for the coeficient of the Coulomb friction. Our
unknown vector of the nodal displacement is u. As this is just short report we
have omitted the corresponding dimensions.

Next we use the equivalent formulation of the previous problems as the sys-
tems of non-smooth equations. We introduce the projection mappings

P Rm+ : Rm 7→ Rm+ PΛ(r) : Rm 7→ Λ(r)

with Rm+ := {µ ∈ Rm : µ ≥ 0}, Λ(r) := {µ ∈ Rm : |µ| ≤ r}, respectively and
r ∈ Rm, r ≥ 0. The definitions of the components of P Rm+ , PΛ(r) are based on

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 514–519.
VŠB – Technical University of Ostrava, FEECS, 2014, ISBN 978-80-248-3458-0.
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the max-function in R1:

(P Rm+ )i(µ) = max{0, µi}, (1.4)

(PΛ(r))i(µ) = max{0, µi + ri} −max{0, µi − ri} − ri. (1.5)

Denote y := (u>,λ>ν ,λ
>
t )> ∈ R2n+2m and consider a parameter ρ > 0. The

discrete contact problem with Coulomb friction is equivalent to the equation

G(y) = 0 (1.6)

where G : R2n+2m 7→ R2n+2m is defined by

G(y) :=



Ku− f +N>λν + T>λt
λν − P Rm+ (λν + ρ(Nu− d))

λt − PΛFP Rm
+

(λν+ρ(Nu−d))(λt + ρTu)


 .

1.1 Algorithm

As we use the semi-smooth Newton method (SSNM), our algorithms are based
on the following iterative scheme:

F o(y(k−1))y(k) = F o(y(k−1))y(k−1) − F (y(k−1)), k = 1, 2, . . . , (1.7)

where F : R2n+2m 7→ R2n+2m is slantly differetiable and F o(y) is a slanting
function to F at y ∈ R2n+2m. It is well known that sequence {y(k)} generated
by (1.7) converges superlinearly to the solution of F (y) = 0 when the initial
iterate y(0) ∈ R2n+2m is a sufficiently accurate approximation of the solution.

We will show an implementation of SSNM that is equivalent to an active
set algorithm. Firstly, let us introduce notations. Let M = {1, 2, . . . ,m} be the
set of all indices and let y = (u>,λ>ν ,λ

>
t )> ∈ R2n+2m be given. The active set

Aν := Aν(y) corresponding to the non-penetration condition is defined by

Aν(y) = {i ∈M : λν,i + ρ(Nu− d)i > 0}

and the respective inactive set is its complement Iν := Iν(y) =M\Aν(y). For
S ⊆M we introduce the diagonal matrix

DS = diag(s1, . . . , sm) ∈ Rm×m, si =

{
1 for i ∈ S,
0 for i /∈ S.

Now, we introduce two inactive sets I+t := I+t (y), I−t := I−t (y) corresponding
to the condition of Coulomb friction:

I+t (y) = {i ∈M : λt,i + ρ(Tu)i > Fi(λν,i + ρ(Nu− d)i)
+},

I−t (y) = {i ∈M : λt,i + ρ(Tu)i < −Fi(λν,i + ρ(Nu− d)i)
+}
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where (λν,i + ρ(Nu − d))i)
+ = (P Rm+ )i(λν + ρ(Nu − d)).The respective active

set is At := At(y) =M\ (I+t (y)∪I−t (y)). After suitable adjustments we arrive
at the following algorithm.

Algorithm ActiveSetCoulomb

(0) Set k := 1, ρ > 0, εu > 0, u(0) ∈ R2n, λ(0)
ν ,λ

(0)
t ∈ Rm.

(1) Define the active and inactive sets at y = ((u(k−1))>, (λ(k−1)
ν )>, (λ(k−1)

t )>)>:

Aν = Aν(y), Iν = Iν(y), At = At(y), I+t = I+t (y), I−t = I−t (y).

(2) Solve:




K N> T>

DAνN DIν 0
ρDAtT F(DI−t −DI+t )(ρDIν −DAν ) −DI+t ∪I−t





u(k)

λ(k)
ν

λ
(k)
t


 =

=




f
DAνd

0


 .

(3) Set err(k) := ‖u(k) − u(k−1)‖/‖u(k)‖. If err(k) ≤ εu, return u := u(k),

λν := λ(k)
ν , and λt := λ

(k)
t .

(4) Set k := k + 1 and go to step (1).

As we deal in step (2) with non–symmetric matrices with generalized saddle–
point structure we use BiCGSTAB.

2 SSNM combined with TFETI

To solv real word problems, it is necessary to integrate the TFETI (see [3]) into
our algorithm.

The algorithm ActiveSetCoulomb changes only in the step (2.), where we
arrive at

(2.) Solve:




K N> T> B>

DAνN DIν 0 0
ρDAtT −F(DI−

t
−DI+

t
)DAν −DI+

t ∪I−
t

0

B 0 0 0







u(k)

λ
(k)
ν

λ
(k)
t

λ
(k)
e


 =




f
DAνd

0
0


 , (2.8)

where B stands for the ’gluing’ matrix and λe is the corresponding Lagrange
multiplier.

The main problem now is that the system matrix is singular and that is why
we are going to use the projected Schur complement method (PSCM), see
[2], [3].
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Let us denote B2 = (DAνN , ρDAtT ,B)>, B>1 = (N>,T>,B>), λ =
(λν ,λt,λe)

>, h = (DAνd,0,0)> and

C =




−DIν 0 0
F(DI−t −DI+t )DAν DI+t ∪I−t 0

0 0 0


 ,

which changes (2.8) into

(
K B>1
B2 −C

)(
u
λ

)
=

(
f
h

)
. (2.9)

Moreover, we denote by N (K) and R(K) the null–space and the range–
space of K and by R we denote full rank matrix which columns span N (K).
Because we do not know the null–space of K à–priori, we can identify it by using
the Cholesky factorization of K. We assume that the linear dependent rows are
ordered at the end of K. The Cholesky factorization exhibits the following block
structure:

K =

(
L1 0
L2 0

)(
L>1 L

>
2

0 0

)
.

The generalized inverse to K is defined by:

X =

(
L−>1 L−11 0

0 0

)
.

It is easy to show that

R =

(
−L−>1 L>2

I

)
.

As proved in [2] the first equation in (2.9) is satisfied iff

f −B>1 λ∗ ∈ R(K) and u∗ = X(f −B>1 λ∗) +Rα, (2.10)

where the pair (λ∗,u∗) is the solution to (2.8), X is arbitrary generalized inverse
to K and α ∈ Rn. The pair (λ∗,α∗) satisfies

(
B2XB

>
1 +C −B2R

−R>B>1 0

)(
λ
α

)
=

(
B2Xf − h
−R>f

)
, (2.11)

after substituting the first component of the solution u∗ into (2.9). The system
matrix in (2.11) in nonsingular.

When we solve (2.8) we can compute first (λ∗,α∗) by solving (2.11) and then
obtain u∗ using the formula in (2.10).

To continue, we denote by F = B2XB
>
1 + C, G1 = −R>B>2 , G2 =

−R>B>1 , d = B2Xf − h, and e = −R>f , which changes (2.11) into

(
F G>1
G2 0

)(
λ
α

)
=

(
d
e

)
. (2.12)
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It is easy to show that the orthogonal projector onto N (Gi) is given by

PGi = I −G>i (GiG
>
i )−1Gi, i = 1, 2. (2.13)

As N (G2) and R(G>2 ) are orthogonal complements, we can uniquely decom-
pose λ∗ as

λ∗ = λ∗N + λ∗R, (2.14)

where λ∗N ∈ N (G2) and λ∗R ∈ R(G>2 ). Such λ∗ is the first component to the
solution to (2.12) iff

λ∗R = G>2 (G2G
>
2 )−1e (2.15)

and it is easy to verify that such λ∗R fulfills G2λ
∗ = G2λ

∗
R = e. Applying PG1

on the first equation in (2.12), we get the problem

PG1
Fλ = PG1

d, G2λ = e. (2.16)

Substituting (2.14) into (2.16) we arrive at

PG1
Fλ∗N = PG1

(d− Fλ∗R). (2.17)

The second component of the solution to (2.12) is given by

ᾱ = (G1G
>
1 )−1G1(d− Fλ∗), (2.18)

as follows from the first block equation in (2.12). One can show that the singular
matrix PG1

F is the symmetric, positive definite operator on N (G2) and that
is why we can use the projected BiCGSTAB for solving (2.17).

3 Numerical experiments

Real word problem: clamp joint This problem arises from the mining in-
dustry. Let us consider the clamp joint of the support of mines. These joints are
placed in the tunnels to prevent buckling. The arch of the support of mines con-
sists of several segments that are tied by clamp clips. In the centre of attention
is the place of contact, where these segments overlap.

For the computations we interpret the situation as the planar problem, see
Figure 3.1. See [5] or [4] for more info about the problem.

Example We compare the algorithms ActiveSetCoulombTFETI and QPCE (a
variant of the SMALBE, see [1]) (from MatSol) for different numbers of subdo-
mains. The numbers iter/nK (outer (Newton) iterations/matrix-vector multi-
plications by K−1) are written down. Ncut stands for the number of subdomains,
see the last table.

4 Conclusion

We have analyzed the SSNM applied to the solution of contact problems with
Coulomb friction. Our algortihm was extended using TFETI. We have experi-
mentally compared SSNM with QPCE on the real word problem. SSNM seems
more promising.
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Figure 3.1. Planar problem of the clamp joint.

Ncut n/m QPCE ActiveSetCoulombTFETI

10 67454/1942 23/697 29/1317
20 68236/2724 53/2170 24/898
40 69332/3820 13/766 30/1424

100 71936/6424 39/962 27/1865
150 73716/8204 33/779 22/690
200 75376/9864 31/890 23/499
260 77262/11750 57/1112 19/575
360 79814/14302 97/4674 21/459
400 80548/15036 56/1310 27/929
460 81908/16396 18/1268 36/982
500 82742/17230 31/1374 34/3168
600 84632/19120 31/995 19/335
900 89660/24148 80/2010 37/1389

1000 9108/25568 102/2020 26/994
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Abstract. This paper shows the possibilities of iterative solution of in-
ner quadratic programming problems with positive semidefinite Hessian
matrix on special convex sets which arrise in the particle dynamics sim-
ulations. We focus on the active-set methods based on previously devel-
oped optimal quadratic programming algorithms. We suggest new type
of step to deal with non-trivial kernel and propose the usage of projected
Barzilai-Borwein method for decreasing the number of projection steps.
The efficiency of our algorithms is demonstrated on the solution of sim-
ple simulation with hundreds of moving spherical particles and static box
obstacles.

1 Introduction

For the last two decades, in the Department of Applied Mathematics in VŠB-TU
Ostrava, the strictly convex quadratic programming problems on special convex
sets and algorithms for solving these problems were studied intensively [10],
[1]. The motivation for the developement is based on the practical applications,
mostly in the parallel numerical solution of the linear elasticity contact problems
with or without friction. Nowadays, we are standing in front of new challenge -
the particle dynamics problems [8], [9]. In this case, the object quadratic function
is only semi-definite, so new theory and modification of our active-set algorithms
is necessary. In this paper, we shortly review the basics of the simulation dy-
namics contact problems with particles. The theory can be found in [14] and
the usage of the modification of out active-set algorithm is motivated by [15]. In
next sections, we suggest some modification of current algorithms and present
the results of numerical experiments.

This work was supported by the European Regional Development Fund in
the IT4Innovations Centre of Excellence project (CZ.1.05/1.1.00/02.0070) and
project SGS SP2014/204.

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 520–525.
VŠB – Technical University of Ostrava, FEECS, 2014, ISBN 978-80-248-3458-0.
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2 Time-stepping schema and formulation of optimizing
problem

Let us consider the system of nb ∈ N rigid bodies (particles) in vector space
{(x, y, z) ∈ R3}. Each particle has 6 degrees of freedom - location of centre of
gravity [rx, ry, rz]

T and unit quaternion of rotation [e0, e1, e2, e3]
T . For every

body T(i) in the system in given time t, let us denote qt(i) ∈ R7 as a vector of

generalized position and vt(i) ∈ R6 as a vector of generalized velocities. In our
simulations, the rotation of the body is represented by the unit quaternion of
rotation and the angular velocity is represented by Euler angles. The position of
bodies in the next time-step can be evaluated using simple time-stepping schema

q(t+h) = q(t) + h.Qv(t) ,

where h is sufficiently small time step. Here, Q denotes the matrix of linear map-
ping between derivative of position vector and vector of velocities. This equation
can be considered as a discretized numerical solution of the first Newton law us-
ing Euler method.
The same method is also used for the computation of velocities. The incre-
ment in the next time-step depends on the mass of each body, affecting external
forces Fext(t, q, v), and contacts and other limiting conditions. This situation is
described by second Newton law, i.e.

v(t+h) = v(t) + hM−1(Fext + FC) , (1)

where M is generalized mass matrix, FC is a vector of forces induced by contact
constraints, and Fext is a vector of external forces. In our simple simulation, the
vector of external forces represents the gravity force affecting each body.
The contact between two bodies TA and TB constitutes forces and torques

FA := −γ̃nA(C) , FB := γ̃nA(C) ,
MA := CA × FA , MB := CB × FB ,

where nA(C) is unit outer normal to the body TA at the point of contact C in
global coordinate system, and γ̃ ≥ 0 is unknown size of the force. This force
evocates the change of the position of the body TB (the components of the
generalized velocity vector corresponding to the position of gravity center).
Force FB evocating the change of the position of the body TB (the components
of the generalized velocity vector corresponding to the position of gravity center)
and the change of rotation of the body TB (the components of the generalized
velocity vector corresponding to the rotation) is effected by associated torque.
Analogically, the forces FA and MA change the position and rotation of body
TA. All forces can be expressed by one vector

FC =




FA

MA

FB

MB


 =




−γ̃nA(C)
CA × FA

γ̃nA(C)
CB × FB


 =




−γ̃nA(C)

−γ̃C̃AnA(C)
γ̃nA(C)

γ̃C̃BnA(C)


 =




−nA(C)

−C̃AnA(C)
nA(C)

C̃BnA(C)




︸ ︷︷ ︸
=:D∈R12,1

γ̃ ,
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where we used the matrix representation of the vector product.
The unknown size of the force γ̃ is constrained by the non-penetration conditions
of the bodies, which can be described by gap function Φ : R7+7 → R. It holds
• Φ([qA, qB ]) = 0, γ̃ ≥ 0 if the bodies are in contact,
• Φ([qA, qB ]) > 0, γ̃ = 0 if the bodies are not in contact,
• Φ([qA, qB ]) < 0 if the bodies penetrate each other.

Merging these observations, we obtain the complementarity condition

0 ≤ Φ(q) ⊥ γ ≥ 0 .

Instead of these conditions, we can consider more numerically stable conditions
(see [16])

0 ≤ 1

h
Φ(q) +DT v(t+h) ⊥ γ ≥ 0 . (2)

This problem can be reformulated to the quadratic programming problem with
bound constraints.

If we consider a problem with friction, then the contact forces consist of
additional tangential components, i.e.

F = Fn + FT = γnn+ γuu+ γww ,

where Fn = γnn ∈ R3 is normal component of the friction force, FT = γuu +
γww ∈ R3 is tangent component of the friction force, γn > 0 is a size of
normal component of the friction force, and γu, γw ∈ R are sizes of tangent
components of friction force. Relation between components of the friction force
can be described by Coulomb friction model

γn ≥ 0, Φ(q) ≥ 0, Φ(q)γn = 0 ,√
γ2
u + γ2

w ≤ µγn ,

‖vT ‖
(
µγn −

√
γ2
u + γ2

w

)
= 0 ,

〈FT , vT 〉 = −‖FT ‖.‖vT ‖ .

(3)

Here, {n, u, w} is orthonormal basis of tangent space at contact point.
Similarly, the problem (3) can be reformulated as quadratic programming prob-
lem.

Theorem 1. The solution of the optimizing problem

min
γ∈Ω

1

2
γTNγ + rT γ , (4)

where

N := DTM−1D, r := [ 1hΦ, 0, 0]
T +DTM−1k, k := Mv(t) + h.Fext

Ω := Ω1 × · · · ×Ωnc, Ωj := {[x, y, z]T ∈ R3 :
√

y2 + z2 ≤ µix}
is equivalent to the solution of original problem (3).

If the problem consists of more contacts, then the matrices are defined as
block matrices.
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3 Active-set methods

For solving the problem (4), we are using active-set algorithms. These algorithms
are based on the decomposition of the set of indices of all constraints M into
two disjoint subsets based on the value of constraint function

F(x) := {j ∈ M : hj(xIj) < 0}, A(x) := {j ∈ M : hj(xIj) = 0},
and using this decomposition, we decompose the gradient of object function
g(x) = ∇f(x) = Ax− b into free and chopped gradient

ϕIj(xk) = gIj for j ∈ F(xk), ϕIj(xk) = 0 for j ∈ A(xk),
βIj(xk) = 0 for j ∈ F(xk), βIj(xk) = gIj −min{nT

j (xk)gIj , 0}nj(xk)
for j ∈ A(xk),

where nj(x) is outer normal of j-th constraint hj(xIj).

Algorithm 1. Modified Proportioning with Gradient Projection (MPGP).

Choose x0 ∈ Ω
for k = 0, 1, 2, . . . (while stopping criterion is not achieved)

if ‖ϕ(xk)‖ >> ‖β(xk)‖ (proportioning condition)
Kernel step
if ‖Pϕ‖ is large, make feasible step to boundary using −Pϕ

CG step or CG halfstep
make one CG step to solve problem on free set
if this step means leaving Ω, do only a half-step and restart CG

else
Gradient projection step.
make one CG step to solve problem on active set (non-friction)
make projected Barzilai-Borwein step (friction)
restart CG on free set

endif
k := k + 1

endfor

Our algorithm is based on the usage of these gradients to minimize the object
function on free set and afterwards on active set, see Algorithm 1.
Moreover, we present also new kind of step to deal with non-trivial kernel of
semidefinite Hessian of object function. If the norm of the projection of free
gradient onto kernel is large, then we make maximal feasible step to boundary.
Using this technique, we regularize the object function on free set and we can
use standard conjugate gradient method. The theory will be published in [5].
In the case of problem with friction, we suggest to use projected Barzilai-Borwein
method [12], [6], [4]. This modification was inspired by Spectral projected gra-
dient method, which uses the similar type of steps [13]. In original MPGP algo-
rithm, it is used projection step with constant step-length [11] which always in-
duces the descend of object function. However, using non-monotone algorithms,
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such as projected Barzilai-Borwein, usually decreases the number of projection
steps. This phenomena was first time presented in [3].
As a stopping criteria, we are using the value of projected gradient gP :=
ϕ(x) + β(x) or scaled projected gradient g̃Pα := 1

α (x − PΩ(x − αg(x))). The
equivalency between these gradients was proved in [2] and discussed in [7].

4 Numerical experiments

In this section, we present the numerical results of efficiency of our algorithm
on the simulation of 480 spherical particles with friction. These particles are
scattered into charging equipment represented by 13 box obstacles, see Fig. 1.
All algorithms were implemented in Matlab environment. For contact detection,
we are using our own implementation of Moving Bounding-Box algorithm [17].
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Fig. 1. The state of testing benchmark is in t = 0s and t = 5s (left). The varying
number of contacts during the simulation (right).
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Abstract. In this article we present numerical approach to macroscopic
traffic modeling of a highway traffic. Our goal is to model traffic on the
D1 highway with focus on traffic jam dissolution. Most problematic part
of traffic modeling is usually lack of accurate data concerning a traffic.
We have two sources of data available. First source is floating car data
(FCD). This source provides data for the entire D1 but can be inaccurate
and contains only information about speed. The other source are ASIM
detectors which are present on certain toll gates. We have chosen Cell
transmission model - velocity as the best fitting model for modeling the
D1 traffic from the available data. This article comprises of problem
statement, theoretical background and experimental results.

Keywords: traffic flow modeling, Lighthill-Whitham-Richards PDE, cell
transmission model - velocity, floating car data, ASIM sensors

1 Introduction and problem statement

During our work on RODOS project there has arisen a need for a traffic flow
model, that will be capable of macroscopic highway traffic modeling and short
term prediction. Main aim was to model problematic situations like traffic col-
umn dissolution after traffic accidents and traffic jams. The model was also
required to be able to run on the available data. These data come from two
sources: Floating car data and ASIM sensors.

Floating car data (FCD) collection is an approach to determine the traffic
speed on the road network. This approach is based on the measurement of lo-
cation, speed, travel direction and time information from certain vehicles in the
traffic (mostly fleet vehicles like trucks, couriers, ...). These informations are ob-
tained from the GPS receiver inside the car and broadcast by radio unit or cell
phone. Unlike the other traffic data collectors like cameras, number plate recog-
nition systems, toll gates or induction loops this method is quite cheap as it does
not require any other road hardware. Therefore this method is very popular for
many applications like traffic congestion detection or delay calculation. In our
case FCD have specific format. D1 highway is divided into 56 sections and we are
provided with the traffic speeds for each of these sections every minute. These

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 526–531.
VŠB – Technical University of Ostrava, FEECS, 2014, ISBN 978-80-248-3458-0.
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sections have various lengths from 300m to 12km. The traffic speed is calculated
each minute as a mean of speeds of all floating cars that passed through that
section in the last minute. This approach has several drawbacks. If only few cars
pass through the section, the resulting speed can be inaccurate. Also sections
with different length (some of them are very long) produce only coarse speed
profile of the highway beacuse there is only one speed known for entire section.
Another problem is that FCD do not provide any information regarding traffic
intensity or density.

ASIM sensors are placed on certain toll gates. They comprise of various
sensors like passive infrared detectors and radars. They are able to distinguish
individual vehicle types and measure their speed and intensity. They provide
very reliable information, but they are deployed very sparsely. Only 25 sensors
are placed between Brno and Prague on the D1 highway. Their measurements are
aggregated every five minutes and mean speed and intensity are calculated. They
provide very broad and reliable informations about traffic but their network is
so sparse that it is impossible to run the model with ASIM data only.

Our task is to propose a macroscopic traffic flow model, which can be based
on these sparse data sources (as we have only 76 speed values from the D1 high-
way between Brno and Prague and 25 of these cover the same places). Usually
this problem is solved by application of some form of kinematic wave model
[6] because it accurately describes physical behavior of traffic flow. However,
absence of traffic intensity information in FCD rules out most of these traffic
flow models. Solution was found in a form of Cell transmission model - velocity
(CTM-v) [2, 3]. CTM-v is special version of CTM [1]. It has advantage, that it
does not need information about the traffic density or intensity and it requires
only information about the traffic speed.

2 Cell transmission model - velocity

CTM-v is based upon classical Lighthill-Whitham-Richards (LWR) partial dif-
ferential equation[6]. LWR PDE for modeling traffic on highways is:

∂ρ

∂t
+
∂q

∂x
= 0 (1)

where q(x, t) is flow and ρ(x, t) is density of the vehicles at location x and
time t. This equation is derived from hydrodynamics theory and expresses the
conservation of mass for a fluid of density ρ and of flux q. Empirical relation
called fundamental diagram q(x, t) = Q(ρ(x, t)) is used for expression of q as a
function of ρ. Q is flux function and is considered to be independent of variables.
For transformation of LWR PDE to velocity LWR (LWR-v) PDE we will use
specific flux function called Greenshields [8]:

v = vmax

(
1− ρ

ρmax

)
(2)

where vmax and ρmax denote respectively the maximal velocity and the maximal
density allowed by the model. This function expresses relation between density
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and velocity. Greenshields flux function can be easily inverted to express ρ as
a function of v. Now we can substitute this expression into 1 to obtain LWR-v
PDE:

∂v

∂t
+
∂R(v)

∂x
= 0 (3)

where R(v) = v2 − vmaxv. Variable change v = v − vmax

2 transforms 3 into its
final form:

∂v

∂t
+
∂v2

∂x
= 0 (4)

on the domain (x, t) ∈ 〈a, b〉 × 〈0, T 〉. The initial and boundary conditions are
too long to be presented here and can can be found for example in [4]. For prac-
tical implementation, the LWR-v PDE is discretized using a Godunov numerical
scheme[7]. By application of Godunov scheme we obtain CTM-v [3]. Let N ∈ N
be number of time steps of length δt = T

N , M ∈ N number of space cells of

length δx = b−a
M . Then vni is called discrete value of v at time step n in cell i

(0 ≤ n ≤ N and 0 ≤ i ≤ M). At each time step vn+1
i is computed from the

previous time step. This is done by formula:

vn+1
i = vni −

∆t

∆x

(
g
(
vni , v

n
i+1

)
− g

(
vni−1, v

n
i

))
(5)

where the numerical flow function g is:

g (v1, v2) =





R (v2) if v1 ≤ v2 ≤ vc
R (vc) if v1 ≤ vc ≤ v2
R (v1) if vc ≤ v1 ≤ v2
max (R (v1) , R (v2)) if v1 ≥ v2

(6)

where vc = vmax

2 , R(v) = v2 − vmaxv and vmax is maximum speed allowed in
the model. Note that ∆t and ∆x must satisfy Courant-Friedrichs-Lewy (CFL)
condition: ∣∣∣∣

∆t

∆x
vmax

∣∣∣∣ ≤ 1 (7)

For implementation of boundary conditions, we use ghost cells placed at each
side of the domain defined by the boundary conditions we would like to be
satisfied[3, 4].

3 Experimental results

Our CTM-v model was implemented in MATLAB. It was tested on two traffic
situations. The first was experimental highway 60 km long. Simulation was set
to model next 30 minutes. Spatial discretization ∆x was chosen to be 100 m and
temporal discretization ∆t was chosen to be 1s. These values are satisfying CFL
condition (maximum speed of the model was set to be 150 km

h ). For the initial
condition, we have generated values of speed for each cell from Gaussian distri-
bution with µ = 100 and σ = 20. Traffic in the cells from 25 th to 30 th km of the
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highway was set to have a speed of 40 km
h to simulate a traffic column. Boundary

conditions were represented by ghost cells with random walk beginning in the
free flow speed (100 km

h ). Results of the model can be seen in Figure 1. Axis x
represents time in seconds, axis y represents 100m long cells and scale represents
speed in individual cells. Figure 1 shows fluent dissolution of traffic jam.

Fig. 1. Model of experimental 60km long highway

After testing the model on experimental data, we have proceeded test it on
the real data from D1 highway. Our model will be tested on stretch from Brno to
Praha which is 197km long. Discretization was set to be the same as in previous
experiment. As it was mentioned earlier, we have two data sources available:
FCD and ASIM. The first of all we have aggregated FCD measurements into
5 minute intervals to have their aggregation period consistent with the ASIM
measurements. Then we have assigned cells their initial speed based on FCD.
This created the coarse speed profile with 56 parts (each part was further divided
into cells) each having its speed determined from FCD aggregated over last 5
minutes. Then we have replaced values from FCD with the values from ASIM
in the cells containing ASIM sensors. ASIM sensors are considered to be much
more accurate than FCD. This has sometimes created difficulty as values from
ASIM were quite different from the FCD ones. To avoid these ”spikes” and to
make FCD measurements closer to reality we have replaced FCD values on parts
with ASIM sensor with values from Gaussian distribution with µ = (vASIM −
vFCD) + vFCD and σ = (vASIM − vFCD)/6. Variables v ASIM and vFCD represent
speeds obtained from these sensors. This method was found to be preferable to
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simply setting the speed for entire part to ASIM speed value. While speed can
be very different in the cell with ASIM sensor, in other cells it can be closer
to FCD because some parts are very long and probably do not have the same
speed along their entire length. Parts without ASIM sensor were left as they
are because we do not have any information whether FCD measurements are
accurate or not. Such speed profile is used as initial condition for our model of
the D1 highway. Boundary conditions are again handled by random walk from
free flow speed. In Figure 2 you can see results from our model run on data from
24.3.2014 at 17:35. Axis x represents time in seconds, axis y represents 100m
long cells and scale represents speed in individual cells.

Fig. 2. Model of D1 highway

You can see dissolution of two traffic jams. Their dissolution time roughly
corresponds to the real one. However speed profile after 30 minutes of simula-
tion is only very roughly following real one (although it is difficult to check it
exactly as we again only have FCD data which can be inaccurate). Therefore
with available data, CTM-v alone can simulate trends but not the exact speed.
This is because of sparsity of the data and FCD inaccuracy. Even combined data
sources have only 76 measurements with 25 of them being duplicate. Due to this
fact, CTM-v model is suitable only for very rough modeling of the D1 high-
way and would require either additional data or some more elaborate statistical
approach.
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4 Conclusion

In this article we have described CTM-v model and applied it on experimen-
tal data and real data from the D1 highway. Results have shown that CTM-v
suitably represents traffic jam dissolution. However with the available data from
the D1, its exact speed prediction capability is not good. It catches most of the
trends but speeds received from the model and speeds from the measurements
are sometimes quite different. This is because of sparsity and inaccuracy of data
as CTM-v model is proven to be well representing the traffic flow. Accuracy of
our model can be improved by application of some form of Kalman filter [4, 5] or
Bayes network which can bring additional information into the model. We are
planning to try these approaches in near future.
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Abstract. This paper deals with the use of parallelism for solving the
multiple traveling salesman problem (MTSP). MTSP is solved using the
simplex algorithm in combination with branch and bound method (BB).
The main objective of this paper is to experimentally verify the scalability
of the BB algorithm.
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1 Introduction

Various companies engaged in the delivery of goods to the customer or the
collection of goods from the customer to the headquarters may need to design
the optimal route of their collection / distribution, in order to reduce the time
needed to visit all the destinations to the minimum.

At the same time, these companies may have a requirement that a route
of each employee does not exceed a certain price. For example, if we consider
time as the price of labor per employee, then this constraint can ensure that an
employee has the time to visit all the destinations of their route within given
working time.

We formulate this problem as integer linear programming problem which
can be solved using the simplex algorithm and the BB method. In the actual
implementation of the BB algorithm we use parallel computing of individual
solutions for incurred branches. The scalability of solution method has been
verified on a model problem.

2 Definition of the problem

Traveling Salesman Problem (TSP) is finding the cheapest route that passes
through all the given cities. This route begins and ends in the same city. Each city
is visited exactly once [1]. There are two basic types: the first type is symmetric
when the price of the route between two cities is the same in both directions, and

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 532–537.
VŠB – Technical University of Ostrava, FEECS, 2014, ISBN 978-80-248-3458-0.
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the asymmetric type, with the price of route that may differ depending on the
direction (oriented graph). In this paper, we further consider only asymmetric
variant because it reflects the real world better (such as one-way roads, closures,
etc.).

The input to this problem is a graph G = {N, E}, where N is the index set
of all nodes. Node 0 is first and last node of the resulting route. The E is the set
of all edges of the graph. For each edge of the graph, there is cost of transition
through the edge ci,j : (i, j) ∈ E.

The result of the problem is the vector x whose elements are variables xi,j ∈
x : (i, j) ∈ E and each element of the vector x can have a value 0 or 1. If xi,j = 0,
then the cheapest route does not cross the edge (i, j) and if xi,j = 1, then the
cheapest route crosses the edge (i, j).

If a situation with more routes with the same cheapest price arises, then the
solution is any of these routes.

2.1 Multiple traveling salesman problem

Multiple traveling salesman problem (MTSP) is an extension of TSP problem
with a given number of travelers who may visit each city under the condition
that each city is visited by just a single traveling salesman. The exception is the
starting city that is visited by all the travelers. The solution to the problem are
then routes of each traveler, which together cover all the cities. Not all travelers
must leave the starting city.

For certain situations it may be necessary to add an additional condition to
limit the maximum cost of the traveler’s route, so it is guaranteed in the real
world, for example, that the travelers could make their entire route within their
working time.

2.2 The linear programming of MTSP

The MTSP can be formulated as a minimization problem

minimize
∑

(i,j)∈E∧t∈T

ci,j · xt,i,j (1)

where T is the set of all travelers. Vector x, which is the solution to the problem
contains elements: xt,i,j ∈ x : (i, j) ∈ E ∧ t ∈ T . The variable xt,i,j contains
t index, indicating the number of the traveler. It can be easily defined which
traveler passes which edge from the solution of the problem.

Constraints (2) and (3) ensure that each node is visited exactly by one trav-
eler and only once, except the initial node because the node is visited by each
traveler.

∀i ∈ N \ {0} :
∑

j∈N∧j 6=i∧t∈T

xt,i,j = 1 (2)
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∀i ∈ N \ {0} :
∑

j∈N∧j 6=i∧t∈T

xt,j,i = 1 (3)

To ensure that the first node will be entered and exited by every traveler no
more than once, constraints (4) and (5) were added.

t ∈ T :
∑

j∈N∧j 6=0
xt,0,j ≤ 1 (4)

t ∈ T :
∑

j∈N∧j 6=0
xt,j,0 ≤ 1 (5)

Constraints (2) and (3) only ensure that each node (except the first one) is
visited exactly once, however they do not guarantee that the node is entered and
exited by the same traveler. Therefore, we need to add additional constraint (6)
to ensure that the node will be entered and exited by the same traveler. For each
node n number of visited input edges of the node must equal number of visited
output edges of the node by each traveler t.

(∀n ∈ N)(∀t ∈ T ) :
∑

i∈N∧i6=n

xt,i,n −
∑

j∈N∧j 6=n

xt,n,j = 0 (6)

Further constraint (7) ensures that the maximum travel cost of each traveler
is not exceeded. Vector m assigns the maximum cost of route for each traveler.

∀t ∈ T :
∑

(i,j)∈E

ci,j · xt,i,j ≤ mt (7)

The vector x is binary, i.e. the traveler passes (value 1) or does not pass
(value 0) through each edge of the graph. It is ensured by constraint (8).

xt,i,j ∈ x : xt,i,j = 0 ∨ xt,i,j = 1 (8)

Last constraint (9) ensure, that each route passes through the first node and
each traveler has exactly one route [3].

(∀t ∈ T )(∀i ∈ N)(∀j ∈ N) :
(1 ≤ i 6= j ≤ (|N |+ 1))→ ut,i − ut,j + (|N |+ 1) · xt,i,j ≤ |N | (9)

3 Solving the problem

MTSP is solved by the two phase simplex algorithm described in [2]. The simplex
algorithm itself is for finding a relaxed solution. To find a binary solution the
BB algorithm described in [4] is used.
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4 Parallel implementation of BB algorithm

Parallelization is used at the point of branching of tree. Whenever variables of
calculated relaxed solution are not integers, there is a branching into two new
branches. Those two branches can be solved in parallel. This can be repeated
for each branching until all available processes are not used.

4.1 Description of parallelization

The number of processes is given and invariable. The number of processes must
be higher than two. The first process is the master, the remaining processes are
slaves. The master process is responsible for controlling slave processes, collects
information about the busy processes and updates the current best solution.
Once all slave processes end their tasks, it means that a final solution has been
found and then the master process parses it.

Slave processes wait to receive a job (node of tree). Once they receive a job,
they compute relaxed solution of the problem. If the solution does not meet the
integer conditions, there is a branching into two new problems. At the moment of
branching, the slave process sends information about its local best solution to the
master process and receives the current global best solution (synchronization).
The slave process then sends information to the master process that there is a
branching and receives the number of the slave process that currently does not
perform any work or it is informed that all other processes are busy.

If the current process has received information that another process is avail-
able, then one branch is sent to the available process, the second branch is
resolved by the current process itself. In case that no process is available, both
branches will be resolved by the current process itself. At each branching the
checking for available process occurs, and therefore the involvement of all avail-
able slave processes occurs earliest in the depth l of the tree, where 2l is the
number of children processes.

4.2 Sample problem of parallelization

Consider a problem where the result of simplex algorithm always violates con-
straints of binary variables. We also assume, that there are three variables. This
means that the depth of the tree is also three, because each level is restricting
one variable. The given number of processes is four.

The figure 1 shows a tree of solution of the sample problem. The nodes are
numbered N1 to N3.4. Each node has calculated the price of relaxed solution
and whether relaxed solution satisfies all the constraints of all binary variables.
P1 to P4 indicates the number of the process that will solve the node.

4.3 Scalability of testing problems

Three random problems (T1, T2 and T3) were created. Problem T1/T2/T3 had
12/14/16 nodes in the graph which means 143/195/255 variables as simplex
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Fig. 1. Tree of solution of the sample problem

algorithm input. The problems were solved on the supercomputer Anselm. 32
nodes were used for computing on Anselm. Each node consists of two eight-core
processors. Table 1 displays measured average times needed for the solution of
the problem. Figure 2 shows scalability graph.

Fig. 2. Scalability of the BB algorithm

5 Conclusion

The main objective was to experimentally verify scalability of the BB algorithm.
Based on the measured data, it is possible to assume that BB algorithm can scale
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Table 1. Computing time

Problem Graph Variables Processes Time [s] t8/ti Visited Max visited
nodes nodes level of tree

T1 12 143 8 1.403 1.0 275 19
T1 12 143 16 0.782 1.8 261 19
T1 12 143 32 0.705 2.0 275 19
T1 12 143 64 0.793 1.8 299 19
T1 12 143 128 0.925 1.5 299 19
T1 12 143 256 1.255 1.1 293 19
T1 12 143 512 2.153 0.7 297 19
T2 14 195 8 50.778 1.0 3953 61
T2 14 195 16 24.336 2.1 3999 57
T2 14 195 32 11.153 4.6 3593 57
T2 14 195 64 7.436 6.8 3243 57
T2 14 195 128 6.916 7.3 3225 57
T2 14 195 256 6.324 8.0 3233 57
T2 14 195 512 7.298 7.0 3237 57
T3 16 255 8 1193.950 1.0 43267 92
T3 16 255 16 451.259 2.6 35819 66
T3 16 255 32 219.854 5.4 36197 66
T3 16 255 64 109.129 10.9 35429 66
T3 16 255 128 58.168 20.5 35477 66
T3 16 255 256 33.309 35.8 35559 66
T3 16 255 512 20.637 57.9 35599 66

well if it has enough branching of the tree, which depends on the given number
of nodes. More branching means more opportunities for parallel computing.

The implemented algorithm for solving MTSP is not fast enough to solve
large problems. It could be further optimized. For example by using interior
point method instead of the simplex algorithm. BB algorithm also could be
optimized by changing the order of computed nodes.
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Abstract. Imagine a large warehouse with many aisles in several halls
with corridors between them. Suppose we have to pick up several different
items for a customer in this warehouse, so the total time of collection
depends mainly in which order we choose to pick up the items.

So how to choose the path that passes through the all the points of inter-
ests? Unfortunately, this is not a computationally simple task. The prob-
lem is close to the famous travelling salesman problem. The travelling
salesman problem is one of the so-called NP-hard problems. Therefore,
it is not known how, in general, to find an exact solution in a reasonable
time. For industrial solution it is not possible, when finding the optimal
way, to wait for several hours, the result should be available in a matter
of seconds in the worst case.

We show the idea of an algorithm, based on the Christofides algorithm,
which suits this problem and can generate very good results quickly.

Keywords: store optimization, travelling salesman problem, Christofides
algorithm, approximation algorithm.

1 Introduction

For the process, of collecting items from the store, it is often important what
path is chosen, because the longer the path is, the more time it takes. For every
single order it is necessary to collect several items in the store, and we will try
to find the optimal route to make it as fast as possible. Actually we will try to
find one of the shortest possible routes or at least something close to it.

Imagine the situation in figure 1. You want to pick up 10 items from the
shelves (red numbers) in a large warehouse with many aisles in separate halls. If
you choose to pick them up in the given order 1, 2, . . . , 10 it takes much longer
then if you pick up the odd ones first and then the even ones 1, 3, . . . , 9, 2, 4, . . . , 10.

And it’s easy to see, that reordering 1, 3, 7, 5, 9, 10, 8, 4, 2, 6 would be even
better. So, if we want to pick it up as fast as possible, the order in which we pick
up items does matter.

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 538–543.
VŠB – Technical University of Ostrava, FEECS, 2014, ISBN 978-80-248-3458-0.
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Fig. 1. example of the store with items to pick.

2 Travelling salesman problem

This problem is very close to travelling salesman problem (TSP for further),
the famous problem of a salesman who want to visit by shortest possible route
specified set of cities, each exactly once. The condition, of visiting each point of
interest exactly once, is not so crucial for the store optimization, although in the
optimal solution will be met.

TSP is an NP-hard problem, so we don’t expect1 that there exists a polyno-
mial algorithm for an exact solution.

In Graph theory this is a classical optimization task of finding Hamiltonian
cycle with the lowest sum of edge labels in a edge-labelled complete graph, where
the labels correspondent to distances [3]. We consider only the symmetric variant
of the problem, assuming the distance from vertex A to vertex B is equal to the
distance from B to A.

3 Approaching the solution

A specific case of the travelling salesman problem is Metric TSP (also known as
delta-TSP) where distances between vertices (cities) satisfy the triangle inequal-
ity, which become a very natural condition for most real life problems. In this
case distances must satisfy the conditions for a metric

ρ : V(G)× V(G)→ R

1 one of the Millennium Prize Problems
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1. non-negativity: ρ(x, y) ≥ 0, ρ(x, y) = 0⇔ (x = y) ∀x, y ∈ V(G),
2. symmetry: ρ(x, y) = ρ(y, x) ∀x, y ∈ V(G),
3. triangle inequality: ρ(x, z) ≤ ρ(x, y) + ρ(y, z) ∀x, y, z ∈ V(G).

Remark 1. In store optimization the ”Taxicab geometry”, or sometimes called
”Manhattan distance”, is very useful. This is the metric in an n-dimensional
vector space where the distance between two points is the sum of the differences
of their Cartesian coordinates.

ρM (x, y) =
n∑

i=1

|xi − yi|

For example in two-dimensional space look at Figure 2, notice that unlike
the Euclidean distance the shortest path is not unique.

Fig. 2. Manhattan distance versus Euclidean distance (green).

If the conditions of a metric are satisfied we can use an approximation al-
gorithm such as 2-approximation algorithm or Christofides algorithm [5]. These
provide very good results (in matter of computational complexity) but possibly
find a little longer route then the optimal one. The error can be estimated in ad-
vance. Approximation algorithms require that it is possible to reach every vertex
from any other vertex, which means that the graph G is complete. This become
also very natural for most problems, because there is usually no situation where
we can’t go from one city, store shelve, etc. to an arbitrary other one.

3.1 Christofides algorithm

Christofides algorithm is 3/2-approximation algorithm which means the solu-
tion is in the worst case 3/2 times longer then theoretical minimum. There are
some subroutines in the Christofides algorithm like finding a minimum spanning
tree, min. cost perfect matching and Eulerian circuit. These are widely studied
problems and algorithms which solve each of them are well known.

Christofides algorithm in pseudo-code:
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1. Create a minimum spanning tree T of G (e.g. Kruskals algorithm) – step 2
Figure 3.

2. Let O be the set of vertices with odd degree in T (full vertices) and find a
perfect matching M with minimum weight in the complete graph over the
vertices from O - step 3 Figure 3.

3. Combine the edges of M and T together to form a new multigraph H – step
3 Figure 3.

4. Find an Eulerian circuit in H (H is Eulerian multigraph because it is con-
nected and all vertices are of even-degree).

5. The final Hamiltonian circuit is made by Eulerian multigraph H by skipping
previously visited nodes (shortcutting2) – step 4,5 Figure 3.
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Fig. 3. Steps of The Christofides algorithm.

3.2 Generalization of the problem

We want to represent this problem in the language of graph theory. We will
transform items to collect to vertices and every possible route between them in
the store to the appropriate edge. That we obtain a graph giving us the first
insight into the problem.

If the shelves of the store have more then one level, we merge them into one
layer. You always should collect all items from same column at once.

Then, if we are finding the shortest route to collect specified stuff in the
warehouse, we reduce the numbers of vertices, there can be thousands of them,
will be the vertices represent items we want to collect at this route. So we form
an induced subgraph (clique).

2 Shortcutting is always possible because the graph G is complete. Because the triangle
inequality holds, it never makes the route longer.
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Moreover, we use the observation: at the aisle with the dead end there is
always need to go for the item, which is from the entrance to the aisle furthest,
and on the way back gradually pick up the remaining items.

Fig. 4. The aisle with a dead end.

This means that all items in aisle with the dead end can be represented by
single vertex. A similar reduction can be applied to any aisle with two entries.
This reduction, properly argued, reduced the size of the problem dramatically
from thousands to dozens and it was the crucial contribution in our solution.

Next we describe the algorithm to perform on this reduced graph.

3.3 Algorithm

We will introduce the algorithm for finding an optimal route in the store, which
is based on the Christofides algorithm.

input Algorithm has two input parameters: simplified graph G represent given
store and set of vertices U represent items to collect, u ∈ V (G).

1. Assemble the matrix D of the shortest paths between vertices i, j ∈ V (G).
Di,j = length of shortest(i, j)-path in G.

2. Generate complete graph KU (with U as the set of vertices).
3. Label each edge of KU by f({i, j}) = Di,j , ∀{i, j} ∈ E(KU ).
4. Find a minimum spanning tree of KU .
5. Find a tree T in graph G corresponding to the minimum spanning tree of
KU (Notice - if G is not complete, edges of KU corresponding to paths in
G) so that each edge of G is in E(T ) at most once.

6. By W denote the odd-degree vertices of T , W ⊆ V (G). Remark |W | is even
by parity principle.

7. Generate complete graph KW (with W as the set of vertices).
8. Label each edge of KW by f({i, j}) = Di,j , ∀{i, j} ∈ E(KW ).
9. Find minimum cost perfect matching M in KW .

10. Unite the edges in E(T ) and in the matching M to form a (connected)
Eulerian multigraph H = (V (T ), E(T ) ∪M).

11. Find an Eulerian cycle E in H.
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12. Shortcutting, if there is a vertex x ∈ E which appears more than once, then
its second and any further appearance is erased.

This is how we can find an optimal route for collecting items. Sometimes one
vertex represent several items and the order of collecting them depends on the
previous simplification, in our case from one side of the aisle to another or from
the top downwards.

We have implemented the algorithm in MATLAB and tested it with real
data from a real store, where we had to optimize the process of collecting items.
We also compared the algorithm with exact TSP algorithm implemented in
MATLAB graphs toolbox. The computation time of both algorithms was for a
small number of collecting items of the same order. But for orders where have to
be visited twelve or more different places in the store the proposed algorithm has
found the solution in matter of seconds, while TSP algorithm found the solution
of the same length in considerably longer time, it took several minutes.

4 Conclusion

This paper gives a brief introduction to the problem of store optimization, and
algorithm to solve it in reasonable time. We proposed some generalizations and
we proposed a several ways how to simplify or reduce the theoretical model so
it contains only crucial information. Our method was in no case worse than the
theoretical minimum.
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Abstract. Numerical realization of mathematical homogenization of el-
liptic equations is based on homogenization theorem which is unfriendly
to boundary element methods. Homogenized coefficients of a periodic
material are given by an integral formula that includes derivation of
a function - the solution of an auxiliary periodic equation on a unit cell.
It turns out that for some composite materials the volume variational
formulation of the auxiliary problems can be reduced to the interface
between the parts of the composite material and periodic boundary by
means of Steklov-Poincaré operator. Furthermore the homogenized co-
efficient matrix can be computed directly using the auxiliary function
values only on the interface.

Keywords: homogenization, boundary element method, composite ma-
terial

1 Introduction to homogenization

Strictly speaking there are no homogeneous materials in this world. Every ma-
terial is heterogeneous at some scale. In this paper we deal with composite ma-
terials with periodic inhomogeneities on length scales that are much larger then
atomic scale but which are essentially homogeneous at macroscopic scale so they
seem like homogeneous. Many of their macroscopic properties are dependent on
their microscopic structure.

The basic task of homogenization is to determine properties of those seem-
ingly homogeneous materials by studying its microscopic structure. Let’s con-
sider simple Dirichlet equation with zero boundary condition that describes sta-
tionary heating distribution problem in composite material in domain Ω ⊂ RN
with given inner sources f : Ω → R

−div
(
A
(x
ε

)
∇uε (x)

)
= f (x) ,

where A is material function which is rapidly oscillating. We study the sequence
of solutions {uε} for ε→ 0+. Expectedly under some reasonable conditions this
sequence has a limit u0 that is a solution of a homogenized problem

−div
(
A0∇u0

)
= f.

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 544–549.
VŠB – Technical University of Ostrava, FEECS, 2014, ISBN 978-80-248-3458-0.
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This corresponds with an idea that heterogeneous material becomes seemingly
homogeneous (see fig.1) and it can be represented by constant material func-
tion A0 ∈ RN×N . Main problem of mathematical homogenization is to find the

Fig. 1: Changing scale of heterogeneities in composite material with ε→ 0+.

coefficient matrix A0. There are various approaches for various types of materi-
als [7]. For periodic materials there exists an integral formula in which appears
a derivation of a function that is a solution to an auxiliary periodic problem on
a unit cell that represents the given material [1].

In our work we consider only periodic two-part compound materials with
piecewise constant material function. We present a boundary integral formula-
tion of the auxiliary periodic problem so it can be solved by boundary element
method. Furthermore this solution can be effectively used for computing the ho-
mogenized coefficients since we present adapted formula that needs the auxiliary
function values only on the interface between the two parts of the material.

2 Boundary formulation of auxiliary homogenization
problem

Let Ω ⊂ RN , N ∈ {2, 3}, be a Lipschitz do-
main and Y = 〈0, 1〉N be a unit cube in RN . We
denote Y1 ( intY simply connected Lipschitz
subdomain of Y and Y2 = Y \ Y1 (fig. 2). Let’s
consider a material coefficient function

A (y) =

(
a (y) 0

0 a (y)

)
, (1)

where a(y) is periodic extension of

ab (y) =

{
a1, y ∈ Y1,
a2, y ∈ Y2 = Y \ Y1,

a1, a2 ∈ R.

Y1, a1Y1, a1

Y2, a2

∂Y1 ∂Y

1

1

y2

y1

Fig. 2: Unit cell of composite
material

Theorem 1 (Homogenization theorem). Let α, β ∈ R, 0 < α ≤ β, A ∈
Mper (α, β,Ω) and f ∈ L2 (Ω) . We denote ε > 0 Aε (x) = A

(
x
ε

)
and uε ∈ H1

0 (Ω)
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weak solution of {
−div (Aε∇uε) = f in Ω,

uε = 0 on ∂Ω.
(2)

Then for every sequence (εn) such that εn → 0+:

uεn ⇀ u0 v H1
0 (Ω),

where u0 ∈ H1
0 (Ω) is defined as weak solution of homogenized problem

{
−div

(
A0∇u0

)
= f in Ω,

u0 = 0 on ∂Ω,
(3)

where

A0 =

∫

Y

(
A (y)−A (y) (∇yχ (y))

T
)

dy

and function χ (y) is solution of

{
div
(
∇yχ (y) (A (y))

T
)

= divy (A (y))
T

in Y,

χ (y) is Y -periodic.
(4)

Proof. See [5], [1] or [8].

According to the homogenization theorem 1 the elements of the coefficient
matrix A0 are given by

a0i,k =

∫

Y


ai,k (y)−

2∑

j=1

ai,j (y)
∂χ(k)

∂yj
(y)


 dy.

Using Green’s formula, periodicity of function χ(k) and considering our function
A(y) defined in (1), we get alternate formula

a0i,k =

∫

Y

ai,k(y) dy + (a1 − a2)

∫

∂Y1

χ(k)(y) (nY1
)i dsy. (5)

We can see from (5) that entries of the homogenized coefficient matrix depends
on values of function χ only on the interface between domains Y1 and Y2.
The Auxiliary periodic problem (4) reads in weak sense as follows:

{
Find χk ∈ H1

per(Y ) :∫
Y
a(y)∇χk(y)∇v(y) dy =

∫
Y
a(y) ∂v

∂yk
(y) dy ∀v ∈ H1

per(Y ),
(6)
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for k = 1, . . . , N . This problem has unique solution up to a constant and it can
be equivalently formulated as follows





Find χ
(k)
1 ∈ H1 (Y1) , χ

(k)
2 ∈ H1 (Y2)

−∆χ(k)
1 = 0 in Y1,

−∆χ(k)
2 = 0 in Y2,

χ
(k)
1 = χ

(k)
2 on ∂Y1,

a1

〈
dχ

(k)
1

dnY1
, T1 (v)

〉
+ a2

〈
dχ

(k)
2

dnY2
, T2 (v)

〉
=

=
∫
∂Y1

(a1 − a2) (nY1
)k T1 (v) dsy ∀v ∈ H1

per (Y ) ,

χ
(k)
2 satisfies periodic boundary condition on ∂Y,

(7)

where functions χ
(k)
1 and χ

(k)
1 are restrictions of function χ(k) to domain Y1 and

Y2 respectively. For proof of equivalence see [3]. Problem (7) can be understood
in terms of Steklov-Poincaré boundary integral equations





Find χ
(k)
1 ∈ H1/2 (∂Y1) , χ

(k)
2 ∈ H1/2

per (∂Y2)

a1

〈
S1

(
χ
(k)
1

)
, v|∂Y1

〉
+ a2

〈
S2

(
χ
(k)
2

)
, v
〉

=

=
∫
∂Y1

(a1 − a2) (nY1)k T1 (v) dsy ∀v ∈ H1/2 (∂Y2)

χ
(k)
1 = χ

(k)
2 on ∂Y1.

(8)
We use standard Galerkin discretization of the single-layer, double-layer, and

hypersingular boundary integral operators on ∂Y1 and ∂Y2 respectively. Finally
we get system of equations

(
a1S

(1) + a2S
(2)
1,1 a2S

(2)
1,2P

a1P
TS

(2)
2,1 a2P

TS
(2)
2,2P

)(
χ
(k)
1

χ
(k)
2

)
=

(
(a1 − a2)n(k)

0

)

where S represents the matrix of discretized Steklov-Poincaré operator and P is
permutation matrix ensuring periodic boundary conditions. The discretization
error estimate is as follows

∣∣∣a0i,k − a0,hi,k
∣∣∣ ≤ |a1 − a2| c (Y1, χ(k))h. (9)

Numerical results presented in next section shows that for some inclusion shapes
the convergence rate can be even better than h.

3 Numerical results

At first we compare classical FEM and our BEM solutions uε of (2) with solution
u0 of (3) for various epsilons. We measure es =

∥∥uε − u0
∥∥
sup

. As a testing

inclusion we used a square shape and Ω is also a square domain. As we can see
from tab. 1 the difference between solutions of equations with rapidly oscillating
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coefficients and the homogenized solution is getting smaller as ε → 0+. We can
also observe that there is no difference between FEM and BEM results. This is
caused by fact that the homogenized matrices A0 obtained by FEM and BEM
are nearly the same which shows that both methods are equivalent in means of
correctness.

ε es−FEM es−BEM

1 1,27.10−2 1,27.10−2

0,5 2,92.10−3 2,92.10−3

0,25 1,68.10−3 1,68.10−3

0,1 8,10.10−4 8,10.10−4

0,05 4,08.10−4 4,08.10−4

Table 1: Difference between uε and u0.

h emax−� emax−U emax−rU

2,50−2 1,24−2 1,54−2 2,04−2

1,25−2 4,52−3 6,06−3 6,72−3

6,25−3 1,60−3 2,15−3 2,30−3

3,13−3 5,28−4 7,19−4 7,54−4

1,56−3 1,41−4 1,92−4 2,00−4

Table 2: Discretization errors.

Let’s now concentrate on convergence of approximate coefficients a0,hi,k to a0i,k
as h → 0+. We use three testing shapes of inclusions (fig. 3) for comparing
discretization error emax = ‖A0

min−A0
h‖max. Results are presented in tab. 2 and

visualization of errors (fig. 4b) in logarithmic scale shows that rate of convergence
is between h and h2.
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Fig. 3: Testing inclusions: square, u-shape and rotated u-shape.

4 Conclusion and outlook

In this paper we briefly presented derivation and numerical results of boundary
element method for solving auxiliary periodic problem that arises in homoge-
nization of two-compound composite materials. The results are comparable with
classical FEM approach. This topic is more extensively studied in [3]. There we
present for example proof of equivalence of problem (6) and (7) and rate of
convergence for Galerkin discretization.
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Fig. 4: Discretization errors for testing inclusions.
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Abstract. This article deals with graph partitioning based on spectral
bisection. Graph partitioning can be used in many technical applications.
Our main criterion for graph partitioning is to create components with
a minimum number of interconnections. Although the spectral bisection
is a well known and frequently used partitioning algorithm, it is not
optimal in terms of our criteria. There are many approaches for choosing
the best edge separator to produce spectral bisection. Some of these
approaches are tested and compared at the end of this article. In addition,
a comparison of spectral bisection with a graph partitioning algorithm
from METIS software package is made.

Keywords: graph partitioning, spectral bisection, road network

1 Introduction

Various technical problems can be represented as a graph and solved by graph al-
gorithms. If these problems are computationally intensive, it might be beneficial
to split the graph into multiple smaller parts. Graph algorithms can usually work
much faster on smaller graphs, because they can operate in parallel. Therefore,
many computational problems can be significantly simplified with graph parti-
tioning.

For testing purposes the graph of a road network from the open source project
OpenStreetMap1 was used. Road networks are specific with their high sparsity
levels. Partitioning the graph into smaller subgraphs can be a solution for many
problems. For example, the common shortest path problem can be speeded up
substantially [1] by creating partitions with minimum interconnections (edges
connecting different partitions). Therefore, in our case the minimum number of
interconnections is our main criteria for graph partitioning.

Graph partitioning also provides interesting results in other applications.
For example in conjunction with social networks, which by their nature are very
similar to road networks. Social networks are very sparse and contain clusters,
which can be used for communities identification. Graph partitioning of the
social network graph can naturally partition the graph by clusters, resulting in
easy communities identification.

1 http://www.openstreetmap.org/
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The main focus of this article are two methods for solving graph partitioning.
The first method is spectral bisection [6] and the second is multilevel k-way
from a METIS software package [2]. In this work, we will focus more on spectral
bisection. Theory about the spectral bisection will be described in section 2. The
algorithm was implemented and tested on Anselm supercomputer. The graph
algorithm from METIS software package was used to compare the quality of
spectral bisection partitioning. Some results of spectral bisection testing and
comparison with METIS will be presented in section 3.

2 Theory

2.1 Basic Concepts

Graph partitioning algorithm should partition given undirected2 weighted3 graph
G = (V,E) into two partitions in such a way, that its vertex set V should be
divided into two disjoint sets such that V = V1 ∪ V2. These sets should be ap-
proximately the same size. In other words, we try to find an edge separator Es as
the subset of E such that removing Es from E divides G into two disconnected
subgraphs G1 (containing V1) and G2 (containing V2).

There are various criteria for graph partitioning. For example in road net-
works the criteria might be to create partitions with minimum interconnections.
In other words we need to minimize the number of edges connecting partitions,
i.e. minimize the number of edges in Es. Other possible partitioning criteria
might be to minimize the value of edge cut, i.e. minimize the sum of weights of
edges in Es.

2.2 Spectral Bisection

We decided to use spectral bisection because it is known that it can partition
graph by our criteria. In brief, for creation of spectral bisection we first need
to rewrite given graph in the form of Laplacian matrix [7] described below in
section 2.3. Then, we calculate the smallest nonzero eigenvalue of the Laplacian
matrix and the eigenvector belonging to this eigenvalue, called Fiedler vector [3].
The elements of this vector determine the partitioning of the graph.

2.3 Laplacian Matrix

Let A = A(G) be n × n adjacency matrix. Ai,j = w(vi, vj), where w(vi, vj) is
the weight of the edge between vertices vi and vj . If there is no edge between vi
and vj then Ai,j = 0.

LetD = D(G) be n×n degree matrix.Di,i = d(vi), where d(vi) =
∑
vj

w(vi, vj).

2 Graph can actually be directed, because the direction of edges has no impact on
resulting partitions, therefore we can easily convert directed graph to undirected.

3 We can use edge weights of all ones in case of unweighted graph
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Laplacian matrix [7] L = L(G) is n × n symmetric matrix defined as L =
D −A. We can also define Laplacian matrix as follows: L = l(i, j),

l(i, j) =





d(vi) if i = j
−w(vi, vj) if i 6= j and edge between vi a vj exists
0 otherwise

Laplacian matrix represents graph connectivity. All eigenvalues of the Lapla-
cian matrix are real, because L is a symmetric matrix. We also know that
the eigenvalues are nonzero from Gershgorin circle theorem. Thus L is posi-
tive semidefinite. Number of zero eigenvalues L corresponds to the number of
continuous components of G. Therefore L has always at least one zero eigenvalue.
Eigenvalues are also naturally sorted by value [3], i.e. 0 = λ1 ≤ λ2 ≤ ... ≤ λn.
The smallest non-zero eigenvalue (λ1 for continuous G) defines an algebraic con-
nectivity of G.

2.4 Fiedler Vector

Eigenvector belonging to the smallest nonzero eigenvalue is called Fiedler vector
[3]. Fiedler vector has specific features. The most important feature is that value
n at position i in this vector corresponds to the connectivity of vertex vi. We
choose separator value s and create partitions of G easily by comparing n to s.
If n > s, vi is put to G1, otherwise G2.

Separator value s can be chosen in various ways. Common values for s are
for example zero or a median of Fiedler vector values. However, these values
doesn’t have to partition graph with minimal interconnections or minimal value
of edge cut. Therefore we can use different values for s with the goal to minimize
interconnections or edge cut value.

3 Testing Results

Spectral bisection was used for graph partitioning of OpenStreetMap road net-
work. Algorithm was implemented in C++ with libraries PETSc [4] and SLEPc
[5]. These libraries are using MPI for paralelization. Our implementation can be
used recursively to create more than two partitions, however the number of par-
titions has to be always the power of two. METIS 4 graph partitioning package
was used for comparison of partitioning quality.

The Anselm supercomputer with Intel Sandy Bridge E5-2665 2.4GHz pro-
cessors was used. The application was running with the specified number of
computational cores.

In the spectral bisection the most computationally expensive operation is to
calculate the smallest non-zero eigenvalue and its eigenvector (Fiedler vector). To
calculate the eigenvalues and eigenvectors the Krylov-Schur [8] method was used.

4 Parallel version of METIS called ParMETIS wasn’t used because it doesn’t guarantee
to create contiguous partitions.
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The precision of eigenvalues is very important, because even a small change of
eigenvalue (such as rounding error) can have an essential influence on the related
eigenvector. SLEPc allows to set the relative error tolerance of the solution. For
testing the default value of 10−8 was used.

Testing was conducted on various sizes of OpenStreetMap road network
graphs. Table 1 lists tested graphs. Table 2 shows computing time related to
the number of computing cores used. Figure 1 shows the scalability of our spec-
tral bisection implementation.

Table 1. Sizes of test graphs.

Graph Vertex count Edge count

Eastern Moravia 117497 291142
Czech republic 570368 1447868

Table 2. Computation times for our implementation of spectral bisection.

Computing time [s] for given number of cores
Graph 1 core 2 cores 4 cores 8 cores 16 cores 32 cores 64 cores 128 cores

Eastern Moravia 590 290 157 82 47 62 89 194
Czech republic 16270 7373 3987 2211 1824 1646 1655 2368

The partitioning test results of Eastern Moravia points out that the fastest
calculation occurred with 16 cores. The reason for this is that there are exactly
16 cores within one computing node, and therefore, the application uses the local
communication between processes. Larger number of cores start to slow down
the computation.

The situation is different for the graph of Czech Republic. There is an ob-
servable acceleration of calculation beyond the borders of one computing node,
specifically 2 (32 cores) and 4 (64 cores). Therefore we can conclude that a much
larger graphs could make better use of higher number of computing nodes. How-
ever, we should note that PETSc and SLEPc does not scale too well in our
case.

We have to note that METIS software used for partitioning comparison ran
only on one computation core and its computing time was in all scenarios below
5 seconds, which is negligible compared to spectral bisection.

The comparison of partitioning quality is in Table 3. The lower number of
interconnections is better. Explanation for separator value s is in section 2.4.
Separator value named ”best” is the value within the range of zero and me-
dian with best partitioning result, i.e. the value with minimal interconnections.
Spectral bisection was worse than METIS in both test instances.
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Fig. 1. Scalability of our implementation of spectral bisection.

Table 3. Number of interconnections for different separator values compared with
METIS.

Number of interconnections
Spectral bisection METIS

Graph s = 0 s = median s = best

Eastern Moravia 160 164 134 74
Czech republic 376 334 190 188
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4 Conclusion

Although spectral bisection is very interesting in terms of numerical methods,
the time required for its calculation is significantly larger in comparison with
METIS. In addition, the quality of partitioning using spectral bisection method
does not improve over partitioning obtained by METIS. Therefore METIS is far
better option for graph partitioning.
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Abstract. Medical images are increasingly being used within healthcare
for diagnosis, planning treatment, and monitoring disease progression.
These images are acquired at different circumstances. Thus it often yields
that additional clinical information that is not revealed in the separate
images. In our contribution, we use elastic registration which supposes
that the images are two different observations of an elastic body which is
discretized by the finite element method. Because medical images usually
contain large area of background and even only small area of changes,
regular discretization results in waste of computational resources due to
the fine refinement of the space outside the region of interest (especially
in 3D). To avoid this, we use coarser grid with local refinement that
takes into account specific features of the images and their differences.
The related elasticity problems are solved by TFETI, which is a variant of
the FETI domain decomposition method for massively parallel numerical
solution of elliptic PDE with optimal complexity.

Keywords: elastic image registration, domain decomposition, mesh adaptation

1 Introduction

Image registration is one of the challenging problems in image processing. Since
the information gained from two (or more) images is usually of a complementary
nature, proper integration of useful data obtained from the separate images is
often desired. Thus there is a need to establish an exact point-to-point corre-
spondence between the voxels in one image and those in the other image, which
makes direct comparison possible. Although manual alignment of images is pos-
sible, it is time-consuming (especially in more than two dimensions) and lacks
reproducibility. In practice, the specific type of the geometric transformation as
well as the meaning of the correspondence depends on the specific application.

The medical image registration is a vital component of a large number of
applications, see [1], [2]. Such applications include the alignment of data sets from
different modalities, comparison of follow-up scans to a base-line scan, alignment
of pre- and post-contrast images, updating treatment plans for radiotherapy and

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 556–561.
VŠB – Technical University of Ostrava, FEECS, 2014, ISBN 978-80-248-3458-0.
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(a) Image R. (b) Image T . (c) Trasformed image
Tϕ.

Fig. 1. Registration example. Images in this paper are from department of Oncology
at the University Hospital of Ostrava. The images show the cuts in the chest inhale
and exhale obtained by CT method.

surgery, monitoring of diseases, atlas-based segmentation and creating models
of anatomy.

Usually, one of the images is viewed as a reference (target, fixed, baseline) R
and the other one as a deformable template (source, moving, floating) T . The
optimal transformation ϕ is estimated by minimizing the cost function, called
distance measure (similarity measure or metric) D, which determines how much
is the image R, in a certain sense, similar to the image T . So the problem can
be formulated as

D[R, T ;ϕ] := D[R, Tϕ]
ϕ→ min. (1)

Problem (1) is a challenging optimization problem, in particular in 3D, whose
solution requires effective solution of elasticity problems. In our paper, we pro-
pose to use a variant of the FETI domain decomposition method, although usual
applications of FETI method lie in the field of material sciences and structural
mechanics.

The performance of the FETI method can be improved by effective mesh
generation. In case of images of human body, e.g. CT scans, there are many
heterogeneous parts of the image domain in which it is not necessary to have
so fine mesh as in others. Mesh adaptation is clearly recognized as an efficient
and powerful method for improving the accuracy of the solution as well as for
capturing the physical phenomena behavior. Reducing the number of degrees of
freedoms (DoF) allows to substantially reduce the CPU time.

The adaptive meshing in the field of elastic image registration was used for
example in [3], but their approach requires special and careful discretization of
the variational form on adaptive quad/octree grids.
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2 Elastic image registration

The elastic potential of deformation in connection with the image registration has
been introduced by Broit [4]. Elastic registration is based on physical motivation
that the images are two different observations of an elastic body, one before and
one after a deformation. The transformation ϕ : R2 → R2 is splitted into the
trivial identity part and the displacement u : R2 → R2. As the regularizer we
use linearized elastic potential, where λ and µ are the so–called Lamé constants.
We choose λ = 0, thus the body shows no contraction under deformation, and to
choose µ we use heuristic approach. The regularizer has the meaning of internal
forces which implicitly constrain the displacement to obey a smoothness criteria.
Disadvantage of this linear model is that it assumes small deformations. For
larger deformations it can be replace by a viscous fluid model.

The optimal transformation is estimated by minimizing the cost function,
called the distance measure D, which determines how much is the image R, in a
certain sense, similar to the image T . In this model, it also represents external
force, so it pushes the deformable template into the direction of the reference.
We choose so–called sum of squared differences (SSD)

D[R, T ;u] :=
1

2
‖Tu −R‖2L2(Ω) , (2)

where Tu(x) := T (x − u(x)). The forces f : R2 × R2 → R2 are derived from
its Gâteaux–derivative. The images are represented by the compactly supported
mappings R(x), T (x) : Ω → R, where Ω = (0, 1)2. Hence, T (x) and R(x) denotes
the intensities of images at the spatial position x, we set R(x) = 0 and T (x) = 0
for all x /∈ Ω.

The partial differential operator associated with the Gâteaux–derivative of
the elastic potential is the well–known Navier–Lamé operator. The displacement
of the elastic body is then obtained by the solution of partial differential equation

µ∆u+ (λ+ µ)∇divu = −f. (3)

Modersitzki [2] solves this equation by finite difference approximation with
periodic boundary conditions, the resulting matrix is highly structured. This
structure allows him to use Fast Fourier transformation to diagonalize and invert
matrix. Thus he gains very effective solution with complexity O(N logN). But
this approach is sensitive to other constraints, because the structure of the matrix
could be destroyed.

We discretize the problem using a finite element method with piece-wise affine
basis functions on triangular elements. To approximate the image gradient we
use a convolution with an appropriate kernel of the Sobel operator.

We would like to mention some examples for future use of elastic registra-
tion. Non-rigid image registration was already used for automatically quantify
small changes in volume of anatomical structures in brain over time by means
of segmentation propagation, in [5] for dementia progression, in [6] monitoring
of the response of the brain to drug therapy. Another example can be modeling
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organs motion during the respiratory cycle in radiotherapy to allow for increased
radiation dose to the tumor while minimizing the dose to healthy tissue, in [7]
modele liver motion, in [8] study thorax and lung deformation to develope tools
to evaluate for reproducibility of ABC (Active Breath Control).

3 Adaptive mesh generation

Different methods exist for adaptive mesh generation, see e.g. [9] or [10]. We
used a method that locally increase resolution depending on the domain. As
a refinement criteria could be used manual selection of the area of interest,
but we are more focused on automatisation of the process so we used a priory
estimate based on geometry of the differences of given images. The geometry
closely correspond to areas where the image is transforming so the solver needs
higher resolution there to hold required accuracy.

Full refinement algorithm starts with initial mesh that is generated uniformly
by subdividing domain of the image. Then the algorithm works in number of
levels given by user of by resolution of given image to get highest mesh resolution.
The refinement process marks all elements from processed level as selected for
refinement, transition elements and convenient ones. For refining we use two
types of refinement patterns. Pattern for full refinement of selected elements
which uses mid-edge points, and transition pattern which ensure that the resulted
adaptive mesh will be still conformal. Transition template uses bisection of an
element. Mesh for the next level of processing is then build from convenient
elements and all elements created by refining.

To keep that the quality of the resulted mesh is not decreasing much we
mark the elements that share node with originally selected elements as selected
elements too. That moves transition little bit further from the border of area of
interest and that ensures that each element is refined by transition pattern only
once. Because standard pattern for full refinement keeps quality of the mesh,
and transition pattern is used on each elements at most once, the worst angle
form the initial mesh is halved in worst case.

4 Problem Solution

To solve the partial differential equation TFETI (proposed in [11]), a variant of
FETI (Finite Element Tearing and Interconnecting), was used. It is one of the
most successful methods for parallel solution of elliptic partial differential equa-
tions. The basic idea of TFETI is to simplify the inversion of stiffness matrices
of subdomains by using Lagrange multipliers not only for gluing of the subdo-
mains along the auxiliary interfaces, but also to enforce the Dirichlet boundary
conditions. Thus, all the subdomains are floating and their stiffness matrices will
have a priori known kernels – bases of rigid body motion.
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5 Mesh partitioning

Using local mesh refinement we end up with irregular mesh, which need to be
divided into equal-sized pieces with few connecting nodes because of domain
decomposition method. For this purpose we use Matlab Mesh Partitioning and
Graph Separator Toolbox. This toolbox contains Matlab code for several graph
and mesh partitioning methods. Specifically, we used quite simple, but also quite
efficient geometric method [12].

(a) Difference image. (b) Local adaptive mesh. (c) Partitioning.

Fig. 2. Example of image differences, adaptive mesh and mesh partitioning.

6 Numerical experiments

Algorithm for creating adaptive image-based mesh described in this paper and
assembling matrix for TFETI was implemented in MATLAB. TFETI method
itself, was performed by FLLOP (FETI Light Layer On top of PETSc), the pack-
age for constrained quadratic programming and FETI domain decomposition,
see [13].

The numerical experiments were, for now, performed on personal computer
with just two processors. In the next stage we will be testing on supercomputer
cluster Anselm.

7 Conclusion

In our work we enhanced capability of image registration algorithm solved by
TFETI method by connecting with local adaptive mesh creation. Because body
scans, medical images or similar models usually contain huge areas where is no
need for computation with higher accuracy, using local adaptive mesh allows us
to obtain higher precision of an solution with adequate number of DoF with the
comparable computational cost. Navier–Lamé equation are solved by TFETI,
a domain decomposition method that is a variant of the FETI method, which
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is very suitable for parallel numerical solution of an elliptic PDE. Using local
adaptive mesh combining with domain decomposition method could provide
strategy for future computing where very huge meshes will be required for solving
3D medical images.
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Abstract. We present a shape optimization workflow based on sub-
division techniques widely used in computer graphics. This procedure
approximates the optimal shape on a hierarchy of meshes with differ-
ent resolution and understands every node of a coarse control mesh as
a design parameter. To solve the underlying state and adjoint boundary
value problems we use the boundary element method, which reduces the
problem from the domain to its boundary and thus avoids meshing of
the volume. This is a great advantage over the finite element method,
where the volume mesh can deteriorate with shape perturbations and a
costly remeshing is usually necessary.

1 Introduction

We aim to solve the exterior Bernoulli free surface problem by tracking the
Neumann data [4], i.e., we look for an optimal domain Ω∗ ∈ R3, such that

J(Ω∗) ≤ J(Ω) for all Ω ∈ O,

where O denotes the set of admissible domains,

J(Ω) :=
1

2

∥∥∥∥
∂u

∂n
−Q

∥∥∥∥
2

L2(Γf )

=
1

2

∫

Γf

(
∂u

∂n
(x)−Q

)2

dsx (1.1)

with the fitting constant Q ≤ 0, Γf denoting the free surface, and u solving the
Dirichlet boundary value problem for the Laplace equation





−∆u = 0 in Ω,

u = 1 on Γ0,

u = 0 on Γf .

(1.2)

In (1.2), Γ0 denotes the fixed component of the boundary ∂Ω = Γf ∪ Γ0.

2 Shape Calculus

To find the optimal shape we use the ‘first-optimize-then-discretize’ technique
based on the first-order shape calculus [3, 11]. Geometry updates are described

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 562–567.
VŠB – Technical University of Ostrava, FEECS, 2014, ISBN 978-80-248-3458-0.
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by the perturbation of identity mapping T (t,x) := x + tV (x). Starting from
an initial domain Ω, we are looking for a suitable speed field V , such that the
updated domain Ωt := T (t, Ω) with t small enough reduces the cost (1.1). The
whole process runs iteratively and is performed by a first-order minimization
algorithm. The gradient information is provided by the shape derivative of J in
the direction V

J ′(Ω)(V ) := lim
t→0+

J(Ωt)− J(Ω)

t
.

In the case of (1.1) the shape derivative reads [3–5]

J ′(Ω)(V ) =

∫

Γf

− ∂p
∂n

∂u

∂n
− H

2

((
∂u

∂n

)2

−Q2

)
〈V ,n〉ds (2.1)

with H denoting the additive curvature and the adjoint state p solving





−∆p = 0 in Ω,

p = 0 on Γ0,

p =
∂u

∂n
−Q on Γf .

(2.2)

The Hadamard-Zolésio form of the shape derivative (2.1) allows us only to
define V on Γf . Using the representation V :=

∑
i αiϕi with coefficients αi and

ansatz functions ϕi defined as unit normal perturbations of mesh nodes xi, the
i-th component of the gradient is given by

gi := J ′(Ω)(ϕi). (2.3)

Thus, the coefficients αi := −gi define a decrease direction (see Figure 5.1a for
an example of such a speed field).

3 Subdivision Surfaces

To describe the free surface we use subdivision techniques known from computer
graphics. The free surface is represented by a coarse mesh, whose repeated refine-
ment leads to a smooth limit surface. Since every refinement level represents the
same limit surface, this approach allows us to use different meshes for the opti-
mization and analysis stages. While BEM requires a fine enough mesh to obtain
solutions to (1.2), (2.2), and to calculate the shape derivative (2.1) and gradient
(2.3), it is advantageous to use a coarser mesh to perform shape perturbations.

In the work presented we use the Loop subdivision scheme [8], which leads to
quartic box splines on regular triangular meshes, i.e., meshes where every node is
incident to six edges. Although it is not possible to construct a triangular mesh
of a closed surface in R3 only with regular vertices, it can be shown that for
an arbitrary mesh the limit surface is C1 continuous around nonregular vertices
and C2 continuous everywhere else.
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The subdivision step consists of two stages. Firstly, every triangle of the mesh
is refined by quadrisection by introducing new vertices at the midpoint of every
edge (see Figure 3.1a). In the second step the positions of both old and new
vertices are updated (see Figures 3.1b, 3.1c).

A vertex x that had already been present in the mesh on the previous re-
finement level is updated to the position x̃ as

x̃ := (1− a)x +
a

v

v∑

i=1

xi, (3.1)

with

a :=
1

64

[
40−

(
3 + 2 cos

2π

v

)2 ]
,

v denoting the number of edges adjacent to x, and xi denoting the neighbouring
vertices.

The position of a newly inserted vertex is computed as

x̃ :=
3

8
(x` + xr) +

1

8
(xu + xd), (3.2)

where x` and xr denote the vertices sharing the current edge and xu and xd

stand for the remaining vertices of adjacent faces.

(a) Quadrisection.

v
a

v
a

v
a

v
a

v
a

v
a

1-a

(b) Update vertex. (c) Add vertex.

Fig. 3.1. The Loop subdivision scheme.

4 Multiresolution Optimization

In this section we summarize the algorithm for the multiresolution shape opti-
mization. The input for the algorithm consists of the constant Q, an analysis
ready (i.e., fine enough) triangular mesh representing the fixed surface, and a
coarse representation of the to-be-optimized free surface. The user also has to
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supply the number of refinements necessary to create an analysis ready free mesh,
we denote this constant by n. The algorithm itself is iterative and is described
below.

1. Subdivide the optimization mesh at level `o (initially set to 0) until the
analysis level `a = n is reached. Append the already fine enough fixed mesh.

2. Solve the primal and adjoint boundary value problems (1.2) and (2.2), re-
spectively. These problems are solved using the single-layer boundary inte-
gral equation [12, 13].

3. Evaluate the cost functional (1.1) and the shape gradient (2.3) for every node
of the free mesh on the level `o. To perform this step we need to transfer the
normal perturbation ϕi of the coarse mesh to the fine level ϕ̃i. This can be
done using the vertex update rules (3.1), (3.2). In this way, applying ϕi to
the coarse mesh is equivalent to perturbing the fine mesh by ϕ̃i.

4. If the decrease in the cost is not sufficient, increase the optimization level
`o, if the maximum level n is reached, terminate the algorithm.

5. Perturb the optimization mesh using a gradient based algorithm.
6. Go to step 1.

5 Numerical Examples

In the last section we present a numerical example validating the procedure
described above. We consider the Bernoulli problem with Γ0 represented by an
L-shaped domain and Q := −3.0. A regular icosahedron is chosen as the initial
coarse mesh representing the free mesh Γf (see the wireframe in Figure 5.1b),
after n := 4 subdivision steps the surface resembles a sphere (see the smooth
surface in Figure 5.1b). The starting value of the cost functional is J = 9.59 ·101.
Figure 5.2 depicts optimal shapes on optimization levels `o ∈ {1, 2, 3, 4} and
the corresponding values of cost functional. Again, the wireframe represents
the current optimization mesh, the smooth surface enclosing the L-shape is the
analysis mesh.

(a) Decrease direction. (b) Initial set up. (c) Optimal shapes.

Fig. 5.1. Bernoulli free-surface problem.
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(a) J = 2.55 · 101. (b) J = 7.44 · 100. (c) J = 3.58 · 10−1. (d) J = 3.16 · 10−2.

Fig. 5.2. Optimal surfaces on optimization levels `o ∈ {1, 2, 3, 4}.

Furthermore, in Figure 5.1c we present a series of optimal shapes for different
values of Q, namely Q ∈ {−1.2,−1.4,−2.0.−3.0}. The bigger the absolute value
of Q, the closer the surface gets to the fixed surface.

6 BEM4I

The above described approach to shape optimization has been implemented in a
newly developed library BEM4I based on the boundary element method [10, 12,
13, 15]. The problems (1.2), (2.2) were solved by direct BEM using the single-
layer boundary integral equation. The optimization module uses OpenMesh [2]
for the internal representation of the control mesh. For the gradient based op-
timization we use the MMA algorithm [14] implemented in the nlopt package
[6].

The project BEM4I itself aims at HPC environment and utilizes modern
programming techniques including in-core vectorization by Vc [7] and hybrid
OpenMP/MPI parallelization. As of today, the package implements boundary
element solvers for the Laplace, Helmholtz or time domain wave equations. More-
over, the assembly of the Laplace system matrices is sped up by the fast multipole
method (FMM) [9]. Lately, support for sparsification by the adaptive cross ap-
proximation (ACA) has been added both for the Laplace and Helmholtz solvers
allowing to model large sound scattering problems.
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Abstract. The article is dealing with ageing of optical couplers. Traffic increase 

in optical networks makes downgrading of all operational parameters faster. 

The article mentions most important power and polarization parameters of 

coupler with splitting ratio 1:2 and power splitting 30/70. Particularly power pa-

rameters of individual branches with wavelength 1310 nm and 1510 nm and po-

larization parameters with wavelength 1510, 1550 and 1612 nm. The findings 

were obtained by measuring of new coupler's parameters and comparison of 

matching results after first and second irradiation. 

1 Introduction 

Experience gained over the years showed, that optical elements in passive optical 

network are ageing faster than expected. It was caused mainly by increase of opera-

tional power and higher quantity of operated channels. This ageing makes operational 

parameters of individual components worse. Hastening of the ageing process was 

accomplished by gamma radiation. The article is dealing with optical coupler with 

splitting ratio 1:2 where are in first branch 30% of power and in second branch 70% 

of power. Observed are power and polarization parameters. Observed power parame-

ters are insertion loss of individual branches, exact distribution of power among the 

branches, total loss, homogenization of loss and directionality. Analyzed polarization 

parameters are azimuth, elipticity, power splitting ratio, phase difference and level of 

polarization. This article shows results of power parameters with wavelengths of 1310 

nm and 1550 nm and polarization parameters with wavelengths of 1510, 1550 and 

1612 nm after two irradiations. The findings were obtained by measuring of new 

coupler's parameters and comparison of matching results after first and second irradia-

tion. 

2 Parameter's description 

Optical coupler has many different parameters. Power and polarization parameters are 

among fundamental parameters. 

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 568–573.
VŠB – Technical University of Ostrava, FEECS, 2014, ISBN 978-80-248-3458-0.
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Total losses, by another name residual attenuation, are all losses of the optical 

coupler. Ideally they should be zero, by all means they are in the interval up to 1 dB 

usually. 

Insertion loss or insertion attenuation are losses in individual route, accordingly 

from input branch to the particular output branches. They are different for each output 

branch and the values are round about 3 dB, in case of a coupler 1:2, with splitting 

ratio 50/50. 

Splitting ratio is percentage of input power allocation among particular output 

branches. Splitting ratio is important for couplers 1:2, since several variants of power 

splitting are existing, from 1/99 to 50/50. Couplers with more branches usually have 

constant splitting ratio. 

Homogenization of loss is difference between maximal insertion loss in any branch 

and minimal insertion loss in any branch. Homogenization should be minimal, for a 

coupler 1:2 in decimal to centesimal dB. The calculation is simple subtract of two 

above mentioned insertion losses. 

Polarization depending losses, or PDL, are losses caused by different light polari-

zation during the measuring. They are usually mentioned in dB and they are devia-

tions of insertion loss while changed polarization of. They aren't calculated but deter-

mined from the deviation. 

Directivity or crosstalk attenuation is loss between 2 adjacent inputs or outputs. It 

is in dB and it's needed as large as possible, because with low crosstalk attenuation 

would be coupler not working properly, instead of splitting of power from the input to 

the output side, would be power partially radiated on the input side of the coupler, and 

therefore to increase of residual loss and insertion loss. 

Reflection return loss is last of couplers' fundamental power parameters. It deter-

mined what power will be reflected back from the coupler to the source. This is un-

wanted and that's why should be this loss maximized. It is in dB again. 

Polarization says how much is the direction of light's vector oscillation (electro-

magnetic wave) directionally limited. The main value is called degree of polarization, 

varies from 0.0 to 1.0 and it is completely unpolarized light (normal light, standard 

light bulb), the more is the value closer to 1, this more is the light polarized to a direc-

tion, if the value is 1, the light is completely polarized (i. e. good/ideal laser). Degree 

of polarization is calculated value, it is determined either by Stokes' parameters or the 

respective angles. Stokes' parameters are 4, S0 represents the overall beam intensity, 

S1 is difference between horizontal direction and vertical direction intensity, S2 is 

difference between intensities of diagonal directions (R+45P minus R-45P). The last 

parameter S3 is difference between intensities in the right circularly polarized direc-

tion against the left circularly polarized direction. The hardest part is usually deter-

mining of S3 (depending on type of measuring). Obviously, Stokes' parameters could 

be determined also with knowledge of angles between the oriented beam and the axis, 

therefore these angles also could be used for calculation of polarization [1,2,3]. 
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3 Evaluation of the measured data 

Following part summarizes and evaluates reached results. The data are not showed 

here, because they are huge in amounts. That's why only analyzed and evaluated re-

sults are here. 

First part is focused on the power parameters, while the second part summarizes 

results of polarization parameters. 

3.1 Evaluation of power parameters 

Among power parameters are insertion loss, residual loss, splitting ratio, loss homo-

genization and directionality. These parameters are calculated according the equations 

and from measured input power and output powers after passing through the coupler. 

Measuring of these powers was performed 20x in total for each branch separately, for 

average and more accurate the results. 

First thing was the measuring of a new coupler and comparison of measured values 

with catalogue sheet of the coupler. Insertion loss for the first branch is 8,19 dB on 

average 7,39 dB respectively for both above mentioned wavelengths. This result is 

similar to the values in the catalogue sheet form the manufacturer. Also the insertion 

loss of the second branch has values similar to values declared by the manufacturer - 

2,76 dB and 2,7 dB, for the given wavelengths. Splitting ratios for the first branch 

were 22,25 % and 25,38 % and in case of the second branch 77,75 % and 74,62 %. 

These values are different from the values declared by the manufacturer, because of 

different measuring method. Total residual loss is round about 1,5 dB for both wave-

lengths and is higher than the one measured by the manufacturer, possible reason of 

different measuring method again. Loss homogenization is in this case 5,43 dB for 

wavelength 1310 nm and 4,69 dB for wavelength 1550 nm. The last analyzed parame-

ter is directionality, which is for both wavelengths higher than 60 dB, therefore is this 

parameter of the coupler within permitted limits. 

The first dose of radiation had power of 5 kGy. One would expect, that the parame-

ters will get worse, but reality is different, see bellow. Only by seeing on irradiated 

coupler was found out, that radiation slightly damaged ferrule and the entire input 

connector. Average insertion loss of the first branch were 6,83 dB and 6,28 dB. For 

the second branch was the insertion loss 1,76 dB and 1,77 dB. Therefore parameters 

were improved for approximately 1 dB in both cases. Splitting ratios were changed 

against measuring before irradiation only in tenths of percents, therefore we can say, 

that the dose of irradiation didn't have influence on power splitting among particular 

branches of the coupler. Residual loss was reduced to 0,59 dB and 0,45 dB for wave-

lengths 1310 and 1550 nm. Therefore it's clear, that the irradiation had quite the oppo-

site effect than was expected. Loss homogenization has changed for both wavelengths 

round about 0,1 dB, this parameter wasn't influenced much by the irradiation. Direc-

tionality was practically unchanged for wavelength 1310 nm, for wavelength 1550 nm 

was the directionality round about 3 dB higher, than for the measuring before irradia-

tion. 
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Power of the second dose of irradiation isn't known yet, because the evaluation of 

the dose is still in progress at a research institute Řež. Coupler's ferrule was damaged 

more than after the first dose of irradiation, it was black, there were scratches visible 

by a microscope. That's why increase of insertion losses was expected, however inser-

tion loss of the first branch was increased by 0,2 dB for both wavelengths, when com-

pared with the first exposure. That is negligible. Also in case of the second branch, 

the insertion loss was increased by round about 0,2 dB for both wavelengths. Splitting 

ratio was almost identical as results after first irradiation, this dose of irradiation didn't 

influenced split of the power between particular branches. Coupler's residual loss was 

also increased by o 0,2 dB for both wavelengths, when compared with the first expo-

sure. This increase is caused by same increase of both the insertion losses, it is usually 

in correlation, with increase of insertion loss is usually connected also total loss. Ho-

mogenization of loss almost has not changed for wavelength 1310 nm, but for the 

wavelength 1550 nm has decreased by 0,3 dB. Directionality for wavelength 1310 nm 

was improved to 64 dB, for the second wavelength it was deteriorated to 58 dB. It 

means, that this parameter have been deteriorated, by the radiation, but it is within 

tolerated limits. 

3.2 Evaluation of polarization parameters 

These were a very time-consuming measurements, we were measuring each coupler's 

transfer for three wavelengths, measuring period is 30,72s (1024 samples) and each 

measuring is performed 5x for better relevance. 

Polarization measurement isn't trivial as well as measuring instrument for that. Po-

larimeter is measuring many values, which are calculated via Fourier transformation, 

then is each of the calculated values measured on the basis of the calculations. The 

resulting values are usually mathematically related among themselves. Unfortunately 

transitions among them (deviation) are sometimes bigger than measuring accuracy of 

the value [4,5], after consultation with the manufacturer of the device we decided to 

analyze only azimuth angles and elipticity. For values, which are describing polariza-

tion, we are favoring values in watts instead of decibels. 

Regarding the analysis, we are looking for characteristic value changes of azimuth 

and elipticity during time, which are some kind of instabilities and which could help 

us to understand, why are fibers practically ageing more quickly than expected. We 

are not seeing anything special during laic processing so far, i.e. if we make an aver-

age of 1024 samples of a value, each particular sample isn't as far from the average as 

the accuracy of the value. Of course we will also have more sophisticated analysis, 

but these are based on statistics themes, which we will go through yet. Only really 

interesting measured phenomenon are the loss changes of the routes in the lateral 

wavelengths 1510 and 1612 nm so far. 

Another interesting problem of the measuring is a fact, that the manufacturer guar-

antees accuracy of parameters' measuring only within certain range of elipticity value 

and up to certain power level on the output of the Polarimeter. Unfortunately, when 

measuring of a coupler with 8 outputs we have, for example, 4 results within limits 

and 4 results out of limits and manufacturer isn't able to guarantee the accuracy at all. 
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Next, we are considering other type of measurement, more samples in longer time-

frame, but these considerations are under negotiation only so far. Representatives of 

our department have developed new software for that purpose. 

Finally, the measuring is quite a bit time-consuming, and it will be under develop-

ment (other settings), interpretation of results is still difficult, given the characteristics 

of the polarimeter and our knowledge of the mathematical analysis. Considering the 

minimal global knowledge and publications in this sector (ageing of optical fiber), we 

don't know much what to expect, we also have weak theoretical background. We are 

not publicizing any tables of results demonstrating the measuring, because with the 

amount of the values the table would take more than 5 sheets with minimum of mea-

ningful values. Only thing we could say and prove for now, is the fact that the loss is 

significantly changing in lateral wavelengths (1510 nm and 1612 nm), improving and 

deteriorating, change of 6 dB is quite normal. 

4 Conclusion 

The article is summarizing results acquired by measuring of a coupler irradiated by 

gamma radiation. It is not presenting all measured data, because all of them aren't 

significant, presented are only averages and meaningful data. All measurements were 

very time - consuming and sensitive to change of conditions, temperature was most 

influential in case of power parameters, fiber has to be kept in stabile state in case of 

polarization parameters, to avoid changes of polarization during the measurement. 

First part theoretically describes examined coupler's parameters. Second part is 

dedicated to evaluation of measured figures. 

Power parameters of examined new coupler were compared with figures measured 

by the manufacturer. It was detected, that these data are almost matching. Comparison 

of data measured before and after first irradiation showed, that irradiation improved 

parameters, insertion loss, for example. This fact wasn't expected before irradiation. 

Second irradiation had only minor impact on the coupler and measured values were 

just slightly different from the first irradiation's measured values. 

There haven't been approved any significant changes in scope of polarization prop-

erties yet. Only different loss levels at side wavelengths (1510 nm and 1612 nm) be-

fore and after irradiation. 
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Abstract. The article deals with NetFlow and its processing with ma-
chine learning systems for detection of network anomalies. The types of
the data collected and the collection methodology are the first step in de-
tecting the network anomalies. The second important step is processing
of the acquired data as well as of the methods of evaluation of this data.
Machine learning systems can be considered as a support or a limited
type of artificial intelligence for processing of the network data. There
are several machine learning techniques available. We tested the deci-
sion tree learning and Bayesian networks. The open source data-mining
framework Weka was the tool that was used for testing the classification
and for visualization of the gained results.

Keywords: Attack, bayesian networks, decision tree, NetFlow, network anomaly,
Weka.

1 Introduction

Nowadays, computer network is a frequent target of attacks in order to obtain
confidential data, or unavailability of network services. To detect and prevent
these attacks, there are a large number of software or hardware solutions such
as IDS (Intrusion Detection Systems), firewalls and monitoring systems.

These attacks increased normal network traffic that appears as something
undesirable, what would not occur in the network. Such deviations from normal
operation are called as network anomalies. Between network anomalies include
everything that is quite different from the normal operation of the network [1].

Anomalies are values in a statistical sample which does not fit a pattern that
describes most other data points. Figure 1 illustrates anomalies in a simple 2-
dimensional data set. The data has one normal regions, since most observations
lie in this region. Three points that are sufficiently far away from the regions are
anomalies. One of these points is border point that can be detected as anomaly.

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 574–583.
VŠB – Technical University of Ostrava, FEECS, 2014, ISBN 978-80-248-3458-0.
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Fig. 1. A simple example of anomalies

2 Detection of Network Anomalies

Network anomalies can be detected in several ways. Each method has its advan-
tages and disadvantages, but in practice there are three commonly used methods.
Them together they can develop systems such as IDS software [2].

2.1 Comparing signatures

The principle of this method is the comparison of network data with a database
of signatures. Signature database contains patterns of data anomalies. Data
anomaly pattern is actually a description of a typical data sequence that char-
acterizes the anomaly. The principle can be seen in Figure 2. It used the same
principle as in the anti-virus programs.

Fig. 2. Comparing signatures

The effectiveness of anomaly detection using signature recognition is highly
dependent on the quality of the database of signatures. The big disadvantage is
almost no detection of new types of attacks called Zero day attack, because it is
not in the database signature pattern for this type of anomaly [3].
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2.2 Stateful protocol analysis

Stateful protocol analysis assumes that each protocol used for network communi-
cation is specified, such as RFC. Thanks to precise specifications, all connections
using protocols defined state. Each event must occur at the right moment, the
state. This makes it possible to describe the protocol as a state machine.

The advantage of this method is less frequent updates. The stateful analysis
needs update only after the change of protocol or the installation of a new one.[4].

2.3 Behavioral analysis

The method of behavioral analysis is based on the assumption that the emergence
of anomalies can be detected by the deviation from the normal or expected
network behavior. Model of normally or anticipated behavior of the network is
created based on network monitoring and collecting reference information.

The reference information is compiled model normal behavior and network
traffic is subsequently compared with this model. Any deviation from such a
learned model is automatically considered an anomaly. The principle can be
seen in Figure 3. For behavioral analysis and create network’s model can be
used MLS (Machine Learning Systems).

Fig. 3. Behavioral analysis

The disadvantage of this method is precisely the fine detection. Any deviation
from the normal model is detected even though it is not an attack or threat. It
is due to the fact that the creation of the model can not capture all types of
network traffic and user activity on the network. This model is created to some
extent distorted.

On the other hand, behavioral analysis provides an advantage in terms of de-
tection of completely new types of threats, for example, by comparing detection
signatures did not react at all.

3 NetFlow

NetFlow is currently the most widely used industry standard for measuring
and monitoring of computer networks based on IP flows. Flow is defined as a
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sequence of packets with the same group of five data: target/source IP address,
destination/source port number and protocol. For each flow is recorded time
of its origin, its duration, the number of transmitted packets and bytes, and
more data. NetFlow statistics generated over IP service offers information about
who communicates with whom, when, how long, how often, how much data was
transferred data [5], [6]. In Figure 4 u can see principle of exporting and collecting
of NetFlow in computer network.

Fig. 4. Architecture of NetFlow

3.1 Internet Protocol Flow Information Export

Internet Protocol Flow Information Export (IPFIX) is a relatively new proto-
col for describing the transfer of information about IP flows from exporter to
collector. IPFIX was created by the IETF working group. Previous versions of
NetFlow has always been the proprietary Cisco Systems. IPFIX is often called
as NetFlow of version 10.

4 Machine Learning Systems

If we want to be able to solve the computer problem, some intelligence is needed.
Machine learning can be considered as a support or a limited type of artificial
intelligence. Algorithms MLS can move on with the development of computers.
This means that computers are no longer just a database comparing sets of data.

A machine learning system usually starts with some knowledge and a corre-
sponding knowledge organization so that it can interpret, analyze, and test the
knowledge acquired. The principle can be seen in Figure 5.

Training is the process of making the system able to learn. It may consist of
randomly selected examples that include a variety of facts and details including
irrelevant data. The learning techniques can be characterized as a search through
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Fig. 5. Principle of machine learning system

a space of possible hypotheses or solutions. Background knowledge can be used
to make learning more efficient by reducing the search space.

The success of machine learning system also depends on the algorithms.
These algorithms control the search to find and build the knowledge structures.
The algorithms should extract useful information from training examples. There
are several machine learning techniques available [7].

5 Decision tree learning

Decision tree learning is ‘a method for approximating discrete valued functions
that is robust to noisy data and capable of learning disjunctive expressions’
according to [8].

Decision tree induction takes a set of known data and induces a decision
tree from that data. The tree can then be used as a rule set for predicting
the outcome from known attributes. The initial data set from which the tree
is induced is known as the training set. The decision tree takes the top-down
form. At the top is the first attribute and its values, from this next branch leads
to either an attribute or an outcome. Every possible leaf of the tree eventually
leads to an outcome.

5.1 Decision Trees – C4.5

C4.5 is an algorithm developed by Ross Quinlan that generates Decision Trees
(DT), which can be used for classification problems. It improves (extends) the
ID3 algorithm by dealing with both continuous and discrete attributes, miss-
ing values and pruning trees after construction. Its commercial successor is
C5.0/See5, a lot faster that C4.5, more memory efficient and used for build-
ing smaller decision trees. J48 is an open source Java implementation of the
C4.5 algorithm in the Weka data mining tool.

The generic description of how C4.5 works is shown in Algorithm 1. A decision
tree is built top-down from a root node and involves partitioning the data into
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Algorithm 1 C4.5(D)
Require: an attribute-valued dataset D
1: Tree = {}
2: if D is ”pure” OR other stopping criteria met then
3: terminate
4: end if
5: for all atribute a ∈ D do
6: Compute information-theoretic criteria if we split a
7: end for
8: abest = Best attribute according to above computed criteria
9: Tree = Create a decision node that tests abest in the root
10: Dv = Induced sub-datasets from D based on abest

11: for all Dv do
12: Treev = C4.5(Dv)
13: Attache Treev to the corresponding branch of Tree
14: end for
15: return Tree

subsets that contain instances with similar values (homogenous). Decision tree
algorithm uses entropy to calculate the homogeneity of a sample. If the sample
is completely homogeneous the entropy is zero and if the sample is an equally
divided it has entropy of one. The entropy of class random variable that takes
on c values with probabilities p1, p2, . . . , pc is given by:

Entropy(S) =
c∑

i=1

−pi log2 pi. (1)

Figure 6 shows the form of the entropy function relative to a binary classifi-
cation.

Fig. 6. Entropy function

The estimation criterion in the decision tree algorithm is the selection of
an attribute to test at each decision node in the tree. The goal is to select
the attribute that is most useful for classifying examples. A good quantitative
measure of the worth of an attribute is a statistical property called information
gain that measures how well a given attribute separates the training examples
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according to their target classification. This measure is used to select among the
candidate attributes at each step while growing the tree.

The information gain is based on the decrease in entropy after a dataset is
split on an attribute. Constructing a decision tree is all about finding attribute
that returns the highest information gain (i.e., the most homogeneous branches).

Gain(S,A) = Entropy(S)−
∑

v∈V alues(A)

|Sv|
|S| Entropy(Sv), (2)

where V alues(A) is the set of all possible values for attribute A, and Sv is the
subset of S for which attribute A has value v (i.e., Sv = {s Î S|A(s) = v}).

6 Bayesian networks

Bayesian networks are graphical representation of the relationship between vari-
ables. Graphical representation of Bayesian networks are directed acyclic graphs
with nodes and edges. Nodes represent variables, parameters or hypotheses and
edges represent conditional dependencies.

6.1 Algorithm of Naive Bayesian

The Naive Bayesian classifier is based on Bayes’ theorem with independence
assumptions between predictors. Bayes theorem provides a way of calculating
the posterior probability, P (c|x), from P (c), P (x), and P (x|c). Naive Bayes
classifier assumes that the effect of the value of a predictor (x) on a given class
(c) is independent of the values of other predictors. This assumption is called
class conditional independence.

P (c|x) =
P (x|c)P (c)

P (x)
, (3)

P (c|x) = P (x1|c)× P (x2|c)× · · · × P (xn|c)× P (c), (4)

where P (c|x) is the posterior probability of class (target) given predictor (at-
tribute), P (c) is the prior probability of class, P (x|c) is the likelihood which
is the probability of predictor given class and P (x) is the prior probability of
predictor.

7 Experimental results

For data mining platform was chosen open source project Weka [9]. Weka is a
collection of machine learning algorithms for data mining tasks. The algorithms
can either be applied directly to a dataset or called from one’s own Java code.

For the experiment, the data obtained from the real network traffic was
used. The volume of the processed data was approximately 200,000 records.
The NetFlow records were being collected for about half a year in laboratory of
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Fig. 7. The dependence of the number of packets to source address for J48 classifier

computer networks. NetFlow was then converted into an external csv file with
the script using Nfdump [10]. Weka accepts *.csv files, *.arff files, or it was
connected to the database. For this research, the converted csv files opened in
Weka were used.

Weka contains tools for data pre-processing, classification, regression, clus-
tering, association rules, and visualization. It is also well-suited for developing
new machine learning schemes.

Figures 7 and 8 show the results in Weka of the J48 and the Bayes classifier
training run on NetFlow. These figures show the dependence of the number of
packets on the source address for different types of classifiers.

The marked outliers outside the main area indicates of samples with a high
probability of containing anomalous behavior, i.e. some type of a network attack.
From many attributes in the NetFlow records only ten of them were chosen to be

Fig. 8. The dependence of the number of packets to source address for Bayes classifier

processed in Weka. For visualization was choosed theree main attributes: source
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IP address, number of packets and number of transfer bytes in one IP flow. From
these few parameters it is possible to create a model of normal network behavior.
A more accurate estimate is possible from sufficient number of records.

Figures 9 and 10 show the results in Weka of the J48 and the Bayes classifier
training run on NetFlow again. In these figures the dependence of the number
of packets on the number of bytes for different types of classifiers can be seen.
The marked outliers are again the samples with a high probability of containing

Fig. 9. The dependence of the number of packets to transfer bytes for J48 classifier

anomalous behavior. Anomalous behavior can be detected by monitoring of traf-
fic trends. Comparison of the number of packets, depending on the size of bytes
is a very good way to detect anomalies in IP flows. In this type of detection, a
large volume of the processed data network is a major advantage. NetFlow is
possible statistical process and the new data can be compared with the median
of the previous ones. If the data exceeds the threshold in any of the set values,
the sample can be described as an anomaly in network traffic, i.e. a potential
attack.

8 Conclusion and future work

This article introduces an experiment processing NetFlow with a certain type of
artificial intelligence. Machine learning systems, namely the Bayes classifier and
J48, were used as artificial intelligence. A machine learning system usually starts
with some knowledge and during the rounds its knowledge can be improved.

The information about IP flows from real network traffic was tested. The
volume of the processed records was approximately 200,000. Data processing
was carried out in the Weka open-source program. NetFlow was converted into
an external csv file using the Nfdump program. Finally, the classified data was
visualized by the Weka software.

In their further work, the research team are going to focus on the use of
other classification methods and other data mining algorithms. Furthermore,
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Fig. 10. The dependence of the number of packets to transfer bytes for Bayes classifier

they are going to carry out some research on the correlation NetFlow and status
information, and their mutual processing by machine learning systems.
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Abstract.Today, the interferometric sensors belong to the one of the most accu-

rate, thanks to its great sensitivity. With their help we are able to measure tem-

perature, strain, level, flow, vibration, stress, etc. For its operation the Michel-

son interferometer consist of the two arms terminated by mirrors, by which is 

possible to measure generated phase shift in the individual arms. Furthermore, 

were used polarization maintaining fibers. With this setup we will examine the 

effects of vibration and also how is this sensor influenced by the different setup 

arrangement and how it will manifest its frequency response. It is important to 

isolate the reference arm to increase the sensitivity of the measurement and the 

subsequent effect on the maximum phase shift and maxium frequencies re-

sponse. In this work, we should describe various combinations of the arrange-

ment of the measuring and reference arm and their effect on the sensitivity of 

different measured phenomena. Subsequently obtained frequency bands are 

evaluated for these various configurations and materials. 

Keywords: Michelson, Interferometer, Fibers, Polarization-maintaining, Vibration 

1 Introduction 

The possibility to guide light through reflection, first demonstrated in 1840, result-

ed in much progress in the field of fiber optics. Nowadays, it is common the use of 

light for high-speed data transmission in backbone networks and slowly approaching 

a state where everyone will have optical fiber reaching up to the living space (so 

called FTTH fiber-to-the-home). With the development of fiber optics for data trans-

mission another field of interest was developing simultaneously. The field of fiber 

optic sensors did not experience such a rapid rise, but now there is a great interest in 

this area. Interest in optical sensors is primarily due to the possibility to measure with 

high sensitivity over a long distance and also the fact that the optical fiber is a dielec-

tric.  

Optical fiber sensors are generally divided into two groups. The intensity sensor 

evaluates the change in light intensity depending on the measured variable, while the 

phase sensor evaluates the phase change of the light beam. The intensity sensors are 

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 584–589.
VŠB – Technical University of Ostrava, FEECS, 2014, ISBN 978-80-248-3458-0.
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usually used for evaluating displacements or other physical phenomena affecting the 

fiber. Phase sensors also called interferometers are using phase change of light in one 

part of the measuring system (measure arm), compared with unchanged phase in ref-

erence part (reference arm). By comparing these phase differences, variable acting on 

the fiber can be measured with extreme precision. These sensors are more accurate 

than intensity sensors, but at the cost of a higher price and therefore are mainly used 

for complex applications requiring accuracy and dynamic range [1]. 

Many different types of interferometers, including Fabry-Perot, Sagnac, Michel-

son, Mach-Zehnder has been introduced. This article uses a Michelson-type interfer-

ometer. 

 

Fig. 1. Basic scheme of Michelson interferometer 

In the case of Michelson interferometer the light source, which is protected against 

back reflection by using isolator, is divided between two arms terminated by mirrors. 

One arm acts as a measure arm and is directly exposed to the measurand, while the 

second arm act as a reference experiencing constant environment without being af-

fected by the measured value. Division of the light and its merging occurs at the same 

coupler. The signal is further propagated to the optical detector, where it is converted 

into electric current corresponding to the measurand. Visibility of interference de-

pends on relative intensity of measuring and reference beam, their relative state of 

polarization and their mutual coherence. In optimal case, relative intensity and state of 

polarization are equal and the difference of optical path length between measure and 

reference arms is lower than coherence length of source light [2]. 

This publication relies on previous research performed by our research team [3,4,5] 

and on the article [6] Interferometric sensor based on the polarization-maintaining 

fibers in particular.  

Other possible applications that use interferometry include following articles 

[7,8,9,10]. These experiments, however, are based on different principles, use other 

components or focus on the measurement of other phenomena. For example, in the 

article In-Fiber Quasi-Michelson Interferometer for Liquid Level Measurement with a 

Core-Cladding Modes-Fiber End-Face Mirror was a quasi-Michelson interferometer 

used to measure liquid level. The article A Single-Mode Fiber Sensor Based on Core-

Offset Inter-Modal Interferometer discusses the use of conventional single-mode fiber 

and a very small portion of the multi-mode fiber. 

In the reference [11] Fiber Bragg Grating Vibration Sensor with DFB laser diode, 

bragg grating is used as a sensing element. This fiber optical sensor is a possible al-
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ternative to the interference sensor, but exhibits lower sensitivity to the measured 

phenomenon. 

2 Experimental setup 

As mentioned above, the article deals with the use of fiber optic Michelson interfer-

ometer as a sensor of the impact of different objects on different surfaces. The entire 

diagram is composed of polarization-maintaining components to achieve higher sensi-

tivity. As the radiation source DFB laser with a wavelength of 1550nm and a spectral 

line width of 0.03 nm was used.  The operating point of the laser was kept by 

Thorlabs temperature and current controller. The diode is pigtailed with PM fiber 

terminated by inappropriately keyed FC/APC connector. Inappropriately keyed con-

nector is compensated by the polarizer at the output of the laser. The suitability of this 

solution was verified by measuring the polarization and visualization on the Poincaré 

sphere. Due to the absence of the polarization-maintaining coupler 2x2 was replaced 

by circulator, which also serves as isolator. Further, the light is brought into the 1x2 

coupler, which distributes the light beam into two arms equally. The arms were 

formed by 2 m long polarization-maintaining fibers terminated with mirrors. This 

fiber optic mirror reflects incoming light directly back, with very low optical loss. 

Reflected light recombines in the coupler gets on InGaAs photodetector through the 

circulator, where it is converted into the electrical signal. The electrical signal is fur-

ther processed as shown in Figure 3. The picture 2 depicts the final measurement 

setup for this experiment. 

 

Fig. 2. Real configuration of Michelson interferometer 

An electrical signal was fed to the LC high–pass filter with a cutoff frequency at 8 

Hz via 50 Ω coaxial cable in order to suppress DC component. After that was fed into 

a measuring card NI USB–6210 with sampling rate up to 250 kS/s. The card was 

capturing voltage on analogue input using the application written in LabView devel-

opment suite. The application also performs a discrete Fourier transformation so the 

voltage was transferred into the frequency domain. Hanning window function was 

used in our case.  



Optical Vibration Sensor based on Michelson Interferometer . . . 587

 

Fig. 3. Schematic diagram of electrical signal processing. 

The reference arm was placed in the polystyrene box during the whole measure-

ment. The measure arm was directly exposed to the measured phenomenon and was 

placed on the different surfaces, where selected objects had fallen. The first case was 

a concrete floor covered with linoleum the second was a pane of glass was inserted in 

a metal frame, which was shielded from external influences by means of rubber. The 

last measured surface was wooden board placed on a metal frame, from which was 

also shielded using the rubber. 

The test measurement was performed with loudspeaker located one meter above 

the measure arm and it was powered by signal generator Hameg HMF2550. The rec-

tangular signal with frequency of 200 Hz and with 50% duty cycle was used. Fre-

quency spectrum from this measurement can be found in Figure 4. 

 

Fig. 4. Reference measurement on 200Hz 
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The measuring arm on all three surfaces was influenced with three selected objects 

by impingement on the surface from a height of one meter.  These four objects were a 

tennis ball weighing 56g and diameter of 63mm, plasticine ball with a diameter of 3 

cm, table-tennis ball weighing 2g and diameter of 37,5mm and weight of 20 grams 

and the last object was a steel ball with a diameter of 8 mm and weight of 2g. Each 

measurement was repeated 10 times for statistical reasons.  Results of measurements 

and evaluation are shown below. 

 

3 Results and discussion 

As mentioned above, the first measurement was verification of test setup by an acous-

tic signal from the speaker. This measurement showed that the measuring set was able 

to measure a large frequency range. Thanks to the low-pass filter frequencies below 

10Hz were excluded from the measurement. Figure 5 shows the spectrum of the 10 

attempts in case of impact of steel ball on the pane of glass. The x-axis is frequency in 

Hertz and the y-axis is plotted the voltage in volts. The x-axis represents the frequen-

cy in Hertz and the y-axis voltage in Volts. For better interpretation of the data are 

then converted to voltage level in decibel Volts. In tables 1-3 medians of voltage level 

and frequency for 10 repeated measurements can be found. Values were transferred to 

the tables to 3 decimal places. For each case the standard deviation is further calculat-

ed. Tables with results are situated in annex, in case of compliance with requirement. 

 

Fig. 2. The measured spectra at the time of impact of steel ball on the pane of glass. 

4 Conclusion 

Measurements published in this article points out the dependence of frequency 

spectra of various objects impacting on surface. It can be stated that interferometric 

measurements, fiber optic Michelson interferometer in particular, are very sensitive 
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and has wide frequency range of the measurement. The advantage was scheme with 

polarization-maintaining fibers. This improvement over the use of conventional fibers 

had a valuable contribution to the sensitivity of the apparatus. This measurement 

should prove the recognisability of individual objects, through comparing their fre-

quency spectra in time. In the near future it will be necessary to better stabilize the 

amplitude of each frequency leading to a lower standard deviation. The aim is to build 

a measurement set, which would be able to measure virtually constant amplitude and 

frequency spectrum on repeated measurements. Due to this fact, a variety of objects 

could be detected using a software application. 
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Abstract. The paper deals with the methodology for speech quality measuring 
in GSM networks using Perceptual Evaluation of Speech Quality (PESQ). The 
paper brings results of practical measurement of own GSM network build on 
the Universal Software Radio Peripheral (USRP N210) hardware and OpenBTS 
software. This OpenBTS station was installed in open terrain and the speech 
quality was measured from different distances from transmitter. The limit pa-
rameters of OpenBTS station with USRP N210 were obtained. 

Keywords: PESQ, OpenBTS, USRP, GSM, Asterisk 

1 Introduction 

GSM and UMTS technologies have become common part of almost every aspect of a 
human activity during its expansion of last decade. Nowadays people consider using 
mobile phones for calling, texting and browsing the Internet as natural service like 
electricity or drinkable water at home. All these services require reliable infra-
structure and control mechanism to ensure quality of the provided service. This paper 
deals with one aspect of control mechanism, measuring and controlling the quality of 
speech. In GSM/UMTS environment we can take advantage of algorithms that have 
been invented for IP based networks. There are two basic evaluations of speech quali-
ty, objective and subjective. We have aimed at the objective method of measuring 
because of the zero influence of human factor and because of possibility to repeat the 
same methodology for measuring speech quality in every GSM or UMTS infrastruc-
ture.  The mobile terminals were connected to GSM infrastructure provided by testing 
OpenBTS station; build on Universal Software Radio Peripheral. We have aimed at 
measurement of speech quality in open terrain according to the distance of mobile 
terminal from the base transceiver station and according to the number of simultane-
ous calls. 

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 590–595.
VŠB – Technical University of Ostrava, FEECS, 2014, ISBN 978-80-248-3458-0.
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2 Testing platforms 

We have designed the measuring platform, which is able to generate GSM calls au-
tomatically in regular intervals and analyze the voice sample according to the P.862 
specification. The results were logged for future purposes. 

As the measured platform, we have used own GSM infrastructure provided by test-
ing OpenBTS station build on Universal Software Radio Peripheral used in our labor-
atory. 

2.1 Measuring platform details 

The measuring platform was implemented on the low-energy consumption embedded 
device. According to this fact, we were able to use power supply from car and get 
high mobility of end mobile devices. The low-cost Huawei K3765 modems were used 
as end mobile devices for originating and receiving testing calls. These modems were 
connected directly with embedded device by USB ports and controlled by Asterisk 
PBX system installed inside the embedded device. 

The calls with original speech sample were generated automatically by Asterisk 
over SIP (Session Initiation Protocol) and RTP (Real-time Transport Protocol). The 
modems were providing SIP/GSM translation of the outgoing and incoming calls. The 
Asterisk PBX was recording the incoming voice data to a separate WAV file with 
adequate time stamp of the measurement. After the end of the call, the PESQ algo-
rithm was applied to the original and recorded degraded signal. The result, speech 
quality in MOS, was stored in the database for future evaluation. 

 

Fig. 1. Scheme of measuring – BESIP + USRP N210 connected with host OpenBTS server  

The tested GSM infrastructure was built on Universal Software Radio Peripheral 
(USRP) hardware in connection with OpenBTS (Open Base Transceiver Station) 
software, which is opensource linux-based application, that provides management of 
USRP to create wireless GSM interface. We have used USRP N210 from Ettus Re-
searchTM in combination with Daughterboard WBX. [6] 
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There is UHD (USRP Hardware Driver), which provides API and drivers to the 
host computer for communication with USRP device. OpenBTS software is written in 
the C++ programming language and ensures the following functions of Um radio 
interface, which provides radio interface for GSM standard. [7,8] 

• GMSK modulation with 13/48 MHz modulation rate and 200 kHz distance – sup-
ports GSM850, PGSM900, DCS1800 and PCS1900. 

• Multiplexing and coding 
• Management of network resources 

Asterisk PBX is implemented inside the OpenBTS project and provides mobility 
management, authentication of the user and routing of the calls between registered 
users. Registered modems are identified by IMSI number of SIM card presented in 
the modems. The main advantage of this solution is that the calls can’t be affected by 
commercial mobile operator; whole traffic is routed through our low-cost infrastruc-
ture. 

We have installed USRP N210 with OpenBTS server statically outside the labora-
tory in an open terrain to ensure minimal influence of surrounding condition on a 
radio signal spreading. 

The measuring platform, represented by embedded BESIP with modems, was in-
stalled in a car and placed nearby our OpenBTS station. 

When the modems were registered to our OpenBTS station, there were 3 calls ori-
ginated on that place. The reason of the three calls was to get statistically reasonable 
results of speech quality and strength of the incoming signal to the modems. Than the 
measurement was repeated with increasing distance from the OpenBTS station. 

We were interested in a few measuring parameters: 

• The maximum number of simultaneous call, that is our OpenBTS able to provide 
• Dependence of receive signal strength on the distance from our OpenBTS 
• Dependence of a speech quality on the distance from our OpenBTS 

3 Results of measurement 

After many repeated measurements in increasing distance, we have reached suffi-
cient amount of data to statistically evaluate limit parameters of our OpenBTS system. 
The results were following. 

3.1 Maximum number of simultaneous calls 

OpenBTS in basic, non-commercial version use one logical channel. GSM tech-
nologies use time multiplexing, one channel can be separated to 8 single time chan-
nnels. We have found out, that in our configuration the maximum number of simulta-
neous calls were 3 simultaneous calls. The probability of successful call establishing 
was only 12% (4 successful calls from 31 tries) 
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Table 1. Success rate of established calls 

Number of 
simultaneous calls 

Number of 
originated calls 

Number of successfully 
answered calls 

Probability of successful 
answered calls [%] 

1 35 31 88,6 
2 34 23 67,6 
3 31 4 12,9 

 

3.2 Dependence of receive signal strength on the distance 

There was a received signal strength (RSSI) measured during every active call. Mea-
sured and average values are depicted on the Fig.2. As the picture shows, the RSSI 
decreases -1,95 dB to 1 meter in average 

 

Fig. 2. RSSI of GSM signal in different distance from OpenBTS 

3.3 Dependence of a speech quality on the distance from OpenBTS 

The measured MOS values of speech quality are depicted on the Fig.3. We have re-
moved values smaller than 2.2 MOS, because of the poor quality according to the 
ITU-T P.800 recommendation. 
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Fig. 3. Speech quality in MOS in different distance from OpenBTS 

We have made regression analysis from the measured data. The results are depicted 
on the Fig.4. According to the low count of the successful calls for 3 simultaneous 
calls, we have added the MOS vales < 2.2 to show regression progress for 
3 simultaneous calls in Fig.4.  
 

 

Fig. 4. Linear regression MOS vaue for all calls 

4 Conclusion 

The results of the measurement showed, that our OpenBTS station built on the USRP 
N210 is not suitable for practical application, only for laboratory purposes. The max-
imum of simultaneous calls were 3 calls, optimal load of the OpenBTS station is 1 – 2 
simultaneous calls from 5 to 50 meters from the transmitter. The poor speech quality 
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and connection failures are detected out of the measured limits. The measurement 
approved theoretical prerequisite that the speech quality decreases with increasing 
distance from the OpenBTS station and number of simultaneous calls. 

The main benefit of the paper is the methodology for automatic speech quality 
measurement of a general GSM infrastructure. The methodology uses low-cost em-
bedded hardware, modems and opensource software tools. 

Our next step will be to install new OpenBTS station built on more powerful USRP 
hardware from National Instruments, repeat the same measurement on it and compare 
the results.   
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Abstract – This article is aimed at evaluation measurement of parameters such 
as relative air humidity, wind speed, temperature, pressure and solar radiation 
received from the weather station. Random changing of these parameters 
creates atmospheric turbulences, absorption and dispersion centers. It is neces-
sary to specify the value for structural parameter of refractive index Cn

2 because 
the need of the influence of atmosphere on Free Space Optics (FSO). The first 
part of this article includes the theoretical calculation for Cn

2, there are used two 
models PAMELA and Macroscale-Meteorological model. In the next part there 
is realized a simulation and comparing value of received signal strength indica-
tion (RSSI) for the real and simulating case of Free Space Optics. The last part 
is aimed at testing FSO with modulation formats OOK-RZ, OOK-NRZ and 
BPSK. 

Keywords: structural parameter of refractive index, turbulence, scintillation, 
modulation, BPSK, OOK, RSSI, PAMELA, MOS, FSO 

1 Introduction 

The Free Space Optics (FSO) are similar to Wi-Fi technology, which is used in ra-
dio communication systems. These FSO are advantageously used in areas, where is 
very difficult built an optical or electrical data sites. A high bit rate is uncontested 
advantage of FSO and it is closely related with using modulation format. Another 
advantage of FSO is simple and fast installation, lower operational requirements, 
released the ISM band for unlicensed use and for very difficult bugging (security). 
Disadvantages of FSO are dependence of weather and influence of atmospheric phe-
nomena. 

An atmospheric environment is stochastic transmission medium, where the refrac-
tive index of air is fluctuating during the day, especially at the turn of the day and 
night. Furthermore, the fluctuation of refractive index is related on wind velocity, 
roughness of the earth's surface, amount of solar radiation, rainfall, air pressure, den-
sity and composition of the air. The intensity of these fluctuations is described by 
structural parameter of the refractive index Cn

2. For the theoretical calculation of 
structural parameter of refractive index basic mathematical models can be used, ob-
tained from empirical study of the influence of the atmosphere on the structural para-

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 596–603.
VŠB – Technical University of Ostrava, FEECS, 2014, ISBN 978-80-248-3458-0.
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meter of the refractive index. These models are known as horizontal models and in-
clude the PAMELA model based on the Monin-Obhukov similarity theory (MOS) 
and Macroscale-Meteorological model based on global meteorological data released 
by the U.S.Army Night Vision Laboratory [2]. By comparing the two models, 
PAMELA model is far more difficult to re-computing performance and includes more 
parameters. Macroscale-Meteorological model is based especially on special weight 
function relative of day. 

Often changing atmospheric parameters limits FSO also in the possibility of using 
sophisticated modulation formats in terms of achieving higher bit rates. The most 
commonly used modulation format is therefore modulation format OOK (On Off 
Keying) variants RZ (Return to Zero) and NRZ (Non-Return to Zero). 

2 Description of the measured area, the equipment used and the 
measured values 

The data was analyzed during the month of September 2012. This month was cho-
sen due to the completeness of the data and also due to the development of RSSI val-
ue in each day, because the RSSI value fluctuated approximately within the same 
range. It was considered that in this month there were very few dispersion centers, 
which would be appreciably showed on the RSSI diagram. 

 
2.1 Description and measurement of the FSO 

Measurement of the received signal strength indication (RSSI) was realized on the 
installed FSO in the premises of the VŠB – Technical University of Ostrava. The total 
length of the optical path was 1,47 km and as a sources of light radiation three infra-
red lasers were used which works at λ = 830 – 860 nm, beam divergence was 2 mrad, 
total power of the optical head was 40 mW (2x40 mW and 1x60 mW). Transmitting 
lens diameter was 6 cm and receiving lens diameter was 20 cm. For detection of an 
optical signal has been used APD (Avalanche Photodiode) and the maximum bit rate 
of the FSO was 1,25 Gbit�s-1. The basic circuit diagram FSO is shown in Figure1. 
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Fig. 1.Basic scheme of FSO system, MS (Meteorological station). 
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Optical head for FSO link transmits periodically sequence of bits and measures 
value of the received signal strength indication RSSI. The RSSI was recorded in one 
minute intervals and a total result represents 21 508 values. Therefore, it appeared 
preferable to perform at hourly arithmetic means of measured RSSI values. In Figure 
5 is shown the continuance of hourly arithmetic means of measured RSSI values. 

2.2 Meteorological data 

For measurement of meteorological data weather station Davis Vintage Pro2 was 
used. This weather station is installed in close proximity to the optical head for FSO 
on the roof of the main building of VŠB – Technical University of Ostrava. In addi-
tion to the values of wind speed, temperature, pressure, relative humidity and solar 
radiation station the weather station is also capable of measuring wind direction and 
rainfall. There were made hourly averages from measured values as is shown in Fig-
ures below. 

 

Fig. 2. Measurement of temperature and humidity in 9/2012. 

 

Fig. 3. Measurement of wind speed and pressure in 9/2012. 
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Fig. 4. Measurement of solar radiation in 9/2012. 

3 Modeling of structural parameter of the refractive index Cn
2 

For calculation of the structural parameter of the refractive index Cn
2 two mathe-

matic models have been used. The first has been PAMELA model which provides 
estimates of Cn

2 within the surface boundary layer. The required inputs are latitude, 
longitude, date, time of day, percent cloud cover and terrain type, as well as single 
measurement of atmospheric temperature, pressure and wind speed. With the deriva-
tion of the basic equation for calculating the refractive index (equation 1) can be ob-
tained equation to the calculate the structural parameter of the refractive index Cn

2. [1] 

∆� = ��.�∗�	
�∗�
� ∗ �1 + �,��∗�	
�

�� �  (1) 

By modifying this formula, where λ represents the wavelength of the radiation light 
source we obtain these formula. 

��� = �∗��
��/� �!�!"�

�
  (2) 

, where b is a constant commonly approximated by 2,8. By ignoring the small con-
tribution to the total differential from fluctuations in atmospheric pressure, we can 
differentiate (equation 1) with respect to the potential temperature θ and by using next 
equation from (more in [1] p.25) with ignoring small contribution due to wavelength 
it follows that.  

!�
!" = !�

!#
!$
!" = %&��,�∗�	
��'�∗()�

)
*�

+,"��   (3) 

,where kv is von Karman's constant taken to be 0,4, T* is characteristic or scaling 
temperature, Φh is dimensionless temperature gradient, L is Monin-Obukhov length 
and u* is friction velocity.  
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Next model is based on Macroscale-Meteorological model and carried out by the 
U.S. Army Night Vision Laboratory. This model is based on standard meteorological 
parameters measured the world over. It is also based on the concept of temporal hours 
or relative part of day. Relations between Cn

2 and th (temporal hour) parameter led to 
construction of weight function. Values of th are obtained in following way [2]: 

1. one th is obtained by subtracting the hour of sunrise from that sunset and 
dividing by 12. 

2. the current th is obtained by subtracting the hour of sunrise from current 
hour and dividing by the value of 1 th.  

��� = 3,8 ∗ 10&�01 + 2 ∗ 10&��3 − 2,8 ∗ 10&��56 + 2,9 ∗ 10&��56� − 1,1 ∗
10&�8569 − 2,5 ∗ 10&��1; + 1,2 ∗ 10&��1;� − 8,5 ∗ 10&��1;9 − 5.3 ∗ 10&�9 (4) 

,where W is temporal hour weight, T is air temperature in degrees of Kelvin, RH is 
relative humidity in (%) and WS is wind speed (m/s) [2]. 

 

Fig. 5. Graph for PAMELA and M-Mmodel of Cn2. 

 

Fig. 6. Average values of Cn
2 for PAMELA and M-M model. 
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4 Simulation of modulation formats 

4.1 OOK 

OOK (On-Off-Keying) modulation format is the most commonly used in commer-
cial terrestrial FSO communications. Advantage of this format is resistance to nonli-
nearities of the laser and an external modulator. However, this format is much more 
sensitive to turbulence and other disturbances which leads to fluctuation in the re-
ceived optical power. We can reduce this fluctuation by replacing the decision-
making level with adaptive decision-making level. The OOK modulation format can 
be used in non-return to zero (NRZ) or return to zero (RZ) format.  

<=5>>�&?@A = �
� BCDE �

�
�√�√;G5�  (5) 

<=5>>�&@A = �
� BCDE �

�
�√;G5�  (6) 

4.2 BPSK 

For OOK-RZ format the pulse duration is shortens at “1” thereby increasing the 
energy efficiency, but to the detriment of larger bandwidth requirements as compared 
to non-return-to-zero format. To achieve the same bit-error-rate (BER) value a half 
signal-to-noise ratio (SNR) is required then regular OOK-RZ format. 

<=5H�I� = �
� BCDE �

√I?@
√� �  (7) 

4.3 Simulation of modulation formats in OptiSystem 

 

Fig. 7. Comparison of measured and modeled RSSI in 9/2012. 
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In Figure 7 is shown comparison of progress RSSI signal between the real measure 
and the both simulation models PAMELA and Macroscale-Meteorological model. 

 

 
 

Fig. 8. Comparison between BER and Cn
2 for OOK-RZ, OOK-NRZ and BPSK. 

In Figure 8 is shown the dependence between the parameter of bit error rate BER 
and structural parameter of refractive index Cn

2. The values of the Cn
2 was assigned in 

the range 10-12 - 10-17 m-2/3. 

5 Conclusion 

In this article, the author´s team tried to determine the behavior, respectively the 
strength of turbulence in the atmosphere by using mathematical models for calcula-
tion structural parameter of refractive index (Cn2). The terrestrial mathematical mod-
els concrete PAMELA and Macroscale-Meteorological model were used to calculate 
Cn2. Both of these models use different principle for the calculation Cn2 when is sun-
rise or sunset which is reflected especially in the result. The PAMELA model shows 
the lowest level of turbulence, approximately from 10-17 to the value of high turbu-
lence 10-13 in the result (Figure 7). The both models show a similar trend of progress 
when the average values of Cn

2 are stable at around 10-14 value at the night (Figure 6). 
The largest differences were occurred during the days between the models when the 
values of the solar radiation gradually decreased. The PAMELA model counts with 
this parameter, but Macroscale-Meteorological model calculates the weight function 
of the day.  

The comparison of simulated and of real measured values of RSSI is good to see a 
similarity both calculated models PAMELA and M-M (Figure 7). The real measured 
values of RSSI showed to large inaccuracies which were caused an automatic adjust-
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ment of optical power emitted from the transmitter, as compared with the models. 
These values showed some similarity around 400mW and in area where the RSSI 
value increased and decreased. The last part of simulation was aimed to comparison 
of modulation formats for FSO, concrete OOK-RZ, OOK-NRZ and BPSK format. 
These modulation formats have been tested on the parameters of the real Free Space 
Optics with the calculated values of the structural parameter of the refractive index 
Cn2 from the both models. The result of this comparison was characteristic depending 
of bit error rate BER on Cn2. Therefore implies that decreasing intensity of turbu-
lence the BER value was most decreased with used BPSK modulation format. Vice 
versa the minimum de-crease of value was noticed with the OOK-NRZ modulation 
format. 
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Abstract.  
In this paper, basic information about the proposed V2I communication system 
is presented. This document contains informations about the impact of the 
background communication on the lighting function of the used street lights. It 
also describes the characteristics of emerging interference zones in the covered 
area, where individual lights are sending different data streams.  

Keywords: V2I, LED, VLC, interference. 

1 Introduction 

LED diodes have been significant part of everyday life for many years. Nowadays 
they are also replacing obsolete light sources in street lights. This is an opportunity to 
establish communication between street lights (Infrastructure) and road users (Ve-
hicles). So the vehicle or infrastructure can send important data directly to the active 
receivers in covered area. This type of communication is called V2I (Vehicle-To-
Infrastructure). [1] 

Another similar type of communication is direct communication between neigh-
boring vehicles V2V (Vehicle-To-Vehicle). This is also possible due to the increasing 
use of LEDs in the automotive industry. 

Those types of communication can be simply used for sending telemetry in well 
defined area. It can be used for sending informations about the near car accidents, 
roadblocks and other informations about emergency situations and traffic conditions.  

Since the LED street lighting uses primarily white LEDs with extremely high pow-
er output, the modulation speeds are significantly reduced. Together with extreme 
multipath signal propagation and outdoor interference is the expected communication 
speed of V2I and V2V communication too low to allow some high speed communica-
tion, but at least for basic telemetry is communication fast enough. [2,3] 

The following text describes measured results and theoretical calculations of basic 
communication parameters like color shifts during the communication, interference 
zones arising due to the diffuse nature of streetlights and amount of received data 
depending on the vehicle speed and the covered undisturbed area. 

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 604–609.
VŠB – Technical University of Ostrava, FEECS, 2014, ISBN 978-80-248-3458-0.
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2 Color and intensity shifts during the communication 

One of the main problems with visible light communication (VLC) is its observa-
bility. Communication must not be observable by the human eye and also by some 
optoelectronic devices e.g. security cameras. The first precondition is to maintain a 
stable mean value of the transmitted signal. The second thing is the dependence of the 
light intensity on the modulation frequency. Since the luminophor does not manage to 
react fast enough on high frequencies, it leads to a reduction of luminous flux which 
may be observable. 

2.1 Color shifts 

The following figures show the effect of modulation on the color coordinates of the 
used white LED. Even with relatively small speeds are coordinates shifted by 148K. 

 

Fig. 1. White LED spectrum without communication (4161K). 

 

Fig. 2. White LED spectrum with 5,6kbit/s Differential Manchester communication (4013K). 
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2.2 Intensity vs. Frequency

High power combined with high frequency have a negative impact on light intens
ty. The course of change of light intensity is shown in Fig. 3.

Fig. 3. Effect of frequency on light intensity and signal amplitude.

3 Interference

Aim of the street lighting is to cover the biggest possible area. This means that they 
light is usually overlap. In case that the lights are transmitting the same 
munication perfect. However, loss of synchronization or different data resulting in 
formation of the interference zone, where is communication impossible.

In following text are mentioned two different scenarios which were used as an a
tempt to eliminate this interference. 

3.1 Complete cell overlap

In this case is sensitivity of the receiver set to the maximum and individual signal 
covers the entire area between neighboring streetlights. This case is illustrated in 
Fig.4. 

Fig. 

Intensity vs. Frequency 

High power combined with high frequency have a negative impact on light intens
ty. The course of change of light intensity is shown in Fig. 3. 

Effect of frequency on light intensity and signal amplitude.[4] 

Interference 

Aim of the street lighting is to cover the biggest possible area. This means that they 
light is usually overlap. In case that the lights are transmitting the same data is co
munication perfect. However, loss of synchronization or different data resulting in 
formation of the interference zone, where is communication impossible. 

In following text are mentioned two different scenarios which were used as an a
liminate this interference.  

Complete cell overlap 

In this case is sensitivity of the receiver set to the maximum and individual signal 
covers the entire area between neighboring streetlights. This case is illustrated in 

Fig. 4. Area coverage with mutual overlapping. 

High power combined with high frequency have a negative impact on light intensi-
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As a result, 30% of covered area in the middle of streetlights is jammed and unable to 
establish communication. In the rest of the area is the receiver able to correctly distin-
guish the closer signal.  

3.2 No overlap 

In this case were light intensities and receiver sensitivity set to no overlapping be-
tween individual lights, shown in Fig.5. However the streetlights are still the same, so 
they are still overlapping, but light intensity in the middle of the lights should be to 
small to cause such huge interference. 

 

Fig. 5. Area coverage without overlapping. 

Result of this experiment is same as in the previous case. Entire 30% of the cov-
ered area between lamps was full of interference and receiver was unable to decode 
the right signal.  

This problem is caused by the diffusive nature of streetlights coverage and accord-
ing to results is extremely difficult to eliminate. Only possibility is the use of the two 
independent photodetectors which will be aimed to different directions, so the signals 
will be divided by the receiving angle of photodetectors itself. 

4 Amount of received data vs. Speed 

Because the car is moving with different speeds in different places, the time that it 
spends in the covered area will be also different. Question is how much data will be 
car able to receive at a given speed. This case can be described by the following equa-
tion. 

 
B

com
RB

tv

s
n

⋅

⋅
=

6,3
 (1) 

Where nRB is the number of received data bursts, scom is the covered area in [m], v is 
speed of the vehicle in [km/h] and tB is the duration of the one data burst [s] which has 
to be completely received for correct decoding. 

Fig. 6 shows the graph of the theoretical number of received data bursts for 
scom=4m, tB=11ms, together with the results of the real measurements. 
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Fig. 6. Graph of measured and calculated number of received data busts for scom=4m, tB=11ms. 

5 Conclusion 

As a result it can be seen, that V2I communication is possible and because of huge 
deployment of LEDs to automotive industry and infrastructure, it is also simple to 
establish this communication with already existing technology.  

Unfortunately, this kind of communication is more suitable for telemetry sending 
instead of high speed internet and reliable data transfer. Higher speeds are also little 
bit difficult, because of color and light intensity shifts. 

In terms of traffic safety will be this technology undoubtedly very beneficial. 
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Abstract. Article summarizes the progress of the third year of the author’s 

study of the field of Communication technology. The topic of dissertation thesis 

is the Mach-Zehnder interferometer for movement monitoring. Article summa-

rizes activities at the Department of Telecommunications during the academic 

year 2013/2014, research and development activities related to the theses and 

research projects and a list of publications in which the author participated. 
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sis  

1 Introduction 

I am studying full-time doctoral study at the Faculty of Electrical Engineering and 

Computer Science at the Technical University of Ostrava. My study programme is 

called Computer Science, Communication technology and Applied Mathematics and 

field of study is Communication Technology. The topic of my dissertation thesis is 

Mach-Zehnder interferometer for movement monitoring and my tutor is Professor 

Vašinek. This article summarizes the third year of study. 

2 Activities related to the dissertation thesis 

Given the dissertation topic, my goal is to create a fully functional fiber-optic sen-

sor that can analyze movement. During the academic year, I worked mainly on in-

creasing the stability of the optical fiber Mach-Zehnder and Michelson interferometer. 

I tried various detectors of optical radiation and their influence on the measured sig-

nal. I also evaluated the long-term stability of the frequency, amplitude and polariza-

tion state of the radiation source which was DFB laser diode. 

As the main component of the optical interferometer is beam splitter and coupler, 

respectively, I focused on the effect of temperature on the parameters of the couplers. 

In the case of Michelson interferometer, I studied the same for fiber mirrors. Over the 

year, I have performed experiments with optical connectors, as it turned out that the 

quality of the connection depends on the quality of connectors and especially to preci-

sion mating sleeve.  

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 610–613.
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In terms of high sensitivity of the entire fiber-optic sensor polarization-maintaining 

fibers have proven to be advantageous. This type of fiber is minimizing the phenome-

non of polarization fading. However, the use of polarization-maintaining fibers brings 

additional demands on quality of fiber-optic components of the entire sensor. Light 

from the laser must be perfectly linearly polarized, which requires high quality laser, 

potential improvements can be achieved by fiber polarizers. 

Our department is newly equipped with a polarization state analyzer that allows us 

to analyze the polarization state of a wide range of optical and fiber-optic compo-

nents. Therefore I also devoted to measuring the polarization state of lasers, fiber, 

couplers, mirrors, isolators and polarizers during the academic year. I evaluated con-

nection quality of polarization-maintaining joints both with mating sleeves and splic-

es. Since the original application did not allow recording more than 1024 readings, 

new application in LabVIEW which removed this restriction was developed along 

with colleagues. Figure 1 shows a comparison of both graphical interfaces. 

 

 

Fig. 1. GUI comparison of the original and the custom LabVIEW application 

Enhancements to the functionality of the script for the visualization of measured 

data written in MATLAB [1] were made. The new look of the GUI is shown in Figure 

2. The new functions include the ability to set parameters of FFT, data interpolation, 

or faster FFT calculation algorithm. 

3 Activities at the Department of Telecommunications 

I run practical tutorials in radio networks and telecommunications networks for the 

third year. I participated in the creation of template for writing bachelor and diploma 

theses in Microsoft Word format. At 22nd International Trade Fair of Electrotechnics, 

Electronics, Automation, Communication, Lighting and Security Technologies I rep-

resented the department and the faculty. I also participated in the open days in 

Uherské Hradiště and Ostrava. 
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Fig. 2. Improved script for data visualization 

I am working on several projects. These include Safety of optical transport network 

and development of optical components for energy grid and energy transport systems 

under the auspices of the Technology Agency of the Czech Republic, The modern 

structure of photonic sensors and new innovative principles for intrusion detection 

systems, integrity and protection of critical infrastructure – GUARDSENSE under the 

auspices of the Ministry of Interior, The Development of Excellence of the Telecom-

munication Research Team in Relation to International Cooperation under the auspi-

ces of the European Union and Student Grant Competition Projects under the auspices 

of Grant Agency of the VSB-Technical university of Ostrava. 

 

4 Publications 

As co-author, I participated in the following publications in last year. The usability 

analysis of different standard single-mode optical fibers and its installation methods 

for the interferometric measurements [2], Implementation of optical meanders in the 

temperature measurement of the extermination of basidiomycete serpula lacrymans 

using microwave heating [3], Optical vibration sensor based on Michelson Interfer-

ometer arrangement with polarization-maintaining fibers [4] and Measurement of the 

Microwave Emitter's Inhomogeneity Using Optical Fiber DTS [5]. 
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Abstract. The dry rot basidiomycete Serpula lacrymans is the most common
and destructive wood decay fungus, which attacks and damages houses and other
wooden construction worldwide [1], [2]. Effective chemicals have been devel-
oped for remediation and treatment of dry rot outbreaks and for wood preserva-
tion against dry rot, but in most cases, control is most economically achieved by
environmental management to avoid creating favourable growth conditions for
the fungus [3]. Thermal treatment using microwaves represents one of possible
approaches in fungal growth control and refurbishment of damaged wooden con-
structions. One of the possibilities, how to monitor this whole process seems to
be the use of Optical fiber DTS (Distribution Temperature Systems). The Optical
fiber DTS are unique distributed temperature systems using optical fiber as a sen-
sor. Due to the electromagnetic resistance is this system suitable for the monitor-
ing of these processes. This article deals with application of optical meanders in
the temperature measurement during the extermination of basidiomycete Serpula
lacrymans using microwave heating. Because of the adverse effect of microwave
radiation on all other types of temperature sensors.

Keywords: Microwave emitter, microwave heating, optical fiber DTS, optical mean-
der, Serpula Lacrymans.

1 Introduction

The Optical Fiber DTS (Distributed Temperature System) are unique distributed tem-
perature systems using optical fiber as a sensor. Temperature values are recorded along
the optical fiber continuously in points. DTS system can be imagined as several thou-
sand sensors providing information on the thermal state of the environment in which
the optical fiber is located. These systems are mainly due to its advantages, utilized in
many applications [4], [5]. The biggest advantages are:

– Resistance to electromagnetic radiation.
– Resistant to aggressive environments.
– The length of the measured section up to the 30 km.

As the name suggests, Optical Fiber DTS based on Stimulated Raman Scattering are
using nonlinear Raman scattering. Lasers used in these systems operates at a wavelength

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 614–619.
VŠB – Technical University of Ostrava, FEECS, 2014, ISBN 978-80-248-3458-0.



The Temperature Measurement of the Extermination of Dry Rot Fungus . . . 615

of the 1064 nm. Raman spectra peaks are in this case shifted by ±40 nm. That is equal
to 1104 nm and 1024 nm. These two newly incurred components that arises from the
reflections on the core and cladding boundary along the optical fiber are two parts of
the spectrum and named as Stokes and Anti-Stokes component. Exactly the Anti-Stokes
spectra component changes its intensity depending on the temperature along the fiber.
The Stokes part of the spectrum is thermally independent. The DTS defines the location
of temperature based on changes in the intensity of the Anti-Stokes spectrum and final
ratio between Stokes spectrum [6].

Spatial resolution of the DTS system is standardly about 1 m with accuracy of
±1 ◦C, at a resolution of 0,01 ◦C.

Fig. 1. Block diagram of the DTS system.

Spatial information about the temperature distribution along the optical fiber is achieved
using a technique called Optical Time Domain Reflectometry (OTDR) which is nowa-
days mostly used for optical testing line [7] (seen in Fig. 1).

2 Extermination of Serpula Lacrymans Using Microwave Heating

Oat flakes were mixed with water (6:4 w/w) and autoclaved. Bricks (10×10×1,5 cm)
were prepared from the material in plastic bags in aluminium form and autoclaved again
after 3 days. Bricks were then inoculated with agar plugs from ME agar on Petri dishes
(malt extract 7 g/L, agar 20 g/L, pH 7,0) with S. lacrymans (CCBAS110) and cultivated
at 25 ◦C in darkness for 14 days. After microwave heating, samples from all bags were
taken and ME agars were re-inoculated. Mycelial growth was checked daily during the
next 10 days.

The measurement was carried out in the Department of Theoretical and Experi-
mental Electrical Engineering laboratory again. In each measurement were used two
samples and between these two samples was placed meander composed of measuring
optical fiber (Fig. 2). The aim of this measurement was to determine the required time
for the operation of the microwave emitter for the consumption of dry-rot fungus. The
temperature of the sample had to be maintained over 90 ◦C, because this is the temper-
ature limit for destruction of the tested Serpula Lacrymans. However, the temperature
couldn’t significantly exceed the value of 100 ◦C, because the measured sample could
ignit. The microwave emitter was operating in sample’s temperature range between 90
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Fig. 2. The temperature measurement for one optical meander.

to 100 ◦C so that was switched off at 100 ◦C and switched on if sample’s temperature
dropped at 90 ◦C as can be seen in graphs.

The time intervals were chosen at 5, 15, 30, 120 and 240 minutes. This means that
the sample had to be exposed to temperatures over 90 ◦C during this time intervals.

Fig. 3. The temperature measurement for one optical meander for a 5 min. X-axis represents the
total length of fiber, which is zooming in to the measured optical meander. Measured optical
meander is located in the section between 60 m to 63 m.

Measurements were divided into two parts. In the first part were first three time
intervals (5, 15 and 30 min.) measured and in each time interval was used only one
sample. The time course of the first measurement, 5 min. time interval is shown in
Fig. 3.

After 5 minutes, the samples were changed and the measurement in 15 min. time
interval was initiated. The time course of this measurement is shown in Fig. 4.

After 15 min. were the samples changed again and the measurement in 30 min. was
initiated. The time course of this measurement is shown in Fig. 5.
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Fig. 4. The temperature measurement for one optical meander for a 15 min. X-axis represents
the total length of fiber, which is zooming in to the measured optical meander. Measured optical
meander is located in the section between 60 m to 63 m.

Fig. 5. The temperature measurement for one optical meander for a 30 min. X-axis represents
the total length of fiber, which is zooming in to the measured optical meander. Measured optical
meander is located in the section between 60 m to 63 m.

Fig. 6. The temperature measurement for two optical meanders.

Due to the time demands were the last two measurements (120 and 240 min. time
intervals) merged. In this measurement were used two optical meanders. Samples were
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placed one after another and heated together (Fig. 6). During measurement the first
tested sample has been losing its original shape and was then less heated. Therefore,
the operation of microwave emitter had to be longer. However, the second sample was
heated much more. The temperature of second sample was reaching the values up to
115 ◦C and the sample had to be constantly monitored. After 120 min. was one sample
taken and measurement continued with only the second sample (Fig. 7).

Fig. 7. The temperature measurement for two meanders. X-axis represents the total length of fiber,
which is zooming in to the measured optical meanders. Measured optical meanders are located
in the section: first between 71,5 m to 74,5 m and second between 60 m to 63 m.

After the measurement were the samples received by the researchers after from The
Institute of Microbilogy, ASCR, v. v. i. for the next research and measurements, which
had to confirm or contradict the extermination of the Serpula Lacrymans in the different
time interval measurements.

The effect of high temperature on the fungal viability was tested by re-inoculation of
treated samples on agar plates. No growth of the fungus was observed even after 5 min
of microwave treatment. The experiments described here demonstrated the ability of
microwaves to kill efficiently mycelial cultures of Serpula Lacrymans. However, the
results obtained with oat flakes can not be generalized and applied to other materials
such is wood or timber.

3 Conclusion

The aim of these measurements was to determine the functionality of using optical
meanders to monitoring the temperature inside the tested samples during extermination
of Serpula Lacrymans with microwave radiation. After successfully completing these
experiments was ascertained the unique and reliable utilization of optical meanders
and DTS in processes of extermination of Serpula Lacrymans by use of microwave
radiation and that because of measured high accuracy of temperature and resistance to
electromagnetic radiation. Given the current range of materials used in the sensors this
method appears as the most reliable and most accurate.

Additional measurements and applications that we can use DTS resistance consist-
ing in application of optical meanders on a wooden beam. These beams will be heated
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up in two ways. In the first case it will be heated by hot air in the reconstruction pro-
cess of old buildings. In the second case it will be heated by microwave emitter in the
reconstruction process of old beams in laboratory. Our research team also done another
measurements such as in terrain and the also at the research workplace in Zvolen.

References

1. MAURICE, S., L. COROLLER, S. DEBAETS, V. VASSEUR, G. LE FLOCH a G. BAR-
BIER. Modelling the effect of temperature, water activity and pH on the growth of Ser-
pula lacrymans. Journal of Applied Microbiology. 2011, vol. 111, iss. 6, pp. 1436–1446.
DOI: 10.1111/j.1365-2672.2011.05161.x.

2. SCHMIDT, Olaf. Indoor wood-decay basidiomycetes: damage, causal fungi, physiology,
identification and characterization, prevention and control. Mycological Progress. 2007,
vol. 6, iss. 4, pp. 261–279. DOI: 10.1007/s11557-007-0534-0.

3. WATKINSON S.C. and D.C. EASTWOOD. 2012. Serpula lacrymans, wood and build-
ings. Advances in Applied Microbiology. 2012, vol. 78, pp. 121–149. ISBN 978-0-12-
394805-2.

4. KOUDELKA P., B. PETRUJOVA, J. LATAL, F. HANACEK, P. SISKA, J. SKAPA and
V. VASINEK. Optical fiber distributed sensing system applied in cement concrete com-
mixture research. Radioengineering. 2010, vol. 19, no. 1, pp. 172–177. ISSN 1210-2512.

5. LONG D. The Raman Effect: A Unifield Treatment of the Theory Raman Scattering by
Molecules. New York: Wiley, 2002, pp. 598. ISBN 978-0-471-49028-9.

6. BALL D.W. Theory of Raman Spectroscopy. Spectroscopy. 2001, vol. 16, iss. 11.
ISSN 0887-6703. Available at: http://spectroscopyonline.findanalytichem.com/
spectroscopy/data/articlestandard/spectroscopy
/442001/836/article.pdf.

7. RODERS A. Distributed optical-fibre sensing. Measurement Science and Technology.
1999, vol. 10, iss. 8., ISSN 1361-6501. DOI: 10.1088/0957-0233/10/8/201.

8. KOUDELKA P., J. LATAL, J. VITASEK, J. HURTA, P. SISKA, A. LINER and M.
PAPES. Implementation of Optical Meanders of the Optical-fiber DTS System Based on
Raman Stimulated Scattering into the Building Processes. Advances in Electrical and
Electronic Engineering. 2012, vol. 10, no. 3, pp. 187–194. ISSN 1336-1376.

9. KOUDELKA P., A. LINER, M. PAPES, J. LATAL, V. VASINEK, J. HURTA, T. VIN-
KLER and P. SISKA. New Sophisticated Analisis Method of Crystallizer Temperature
Profile Utilizing Optical Fiber DTS Based on the Stimulated Raman Scattering. Ad-
vances in Electrical and Electronic Engineering. 2012, vol. 10, no. 2, pp. 106–114.
ISSN 1336-1376.

10. DEDEK L. and J. DEDEKOVA. Elektromagnetismus. 2nd ed. Ed. Brno: VUTIUM,
2000, pp. 232. ISBN 80-214-1548-7.

11. HALLIDAY D., R. RESNICK and J. WALKER. Fyzika: vysokoskolska ucebnice obecne
fyziky. 1st ed. Ed. Praha: Prometheus, 2000, xxiv, pp. 1198. ISBN 80-214-1869-9.



SOM Classifier for Speech Stress Detection

Pavol Partila, Jaromir Tovarek, and Miroslav Voznak

Department of Telecommunications, FEECS,
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Abstract. This article deals with a speech emotion recognition system. We dis-
cuss the usage of a neural network as the final classifier for human speech emo-
tional state. The introduction explains why the extraction of the emotional state
of a person is an important topic in the field of speech processing. We carried our
research on a database of records of both genders and various emotional states.
In the preprocessing and speech processing phase, we focused our intent on pa-
rameters dependent on the emotional state. The output of this work is a system
for classifying the emotional state of a man’s voice, which is based on a neural
network classifier. The statistical analysis focused mainly on the usability of the
calculation emotional state was used to verify the parameters significance. The
article compares the accuracy of the classifier, using different sets of parameters
to train and test the classifier.

Keywords: Fundamental frequency, Central Clipping, SOM, Stress, Speech.

1 Introduction

Secondary speech information is an important part of verbal communication. The way
we pronounce a word carries a large amount of information. A different intona-tion of
a spoken word changes the meaning. There are many words that mean some-thing to-
tally different with a different intonation. The word ”immediately?” pro-nounced with
a rising intonation at the end of the word has a different meaning than ”immediately!”
with the intonation at the beginning of the word. The intonation is a word associated
with the emotional state of the speaker. There are many areas in which the informa-
tion about the emotional state is needed. Nowadays, technological development puts
more emphasis on the increased accuracy and simplicity of com-munication between
man and computer. Modern applications use the speech for input-output interface in-
creasingly. In this type of interaction two problems can occur, caused by the absence
of information about the emotional state. The first one is an incorrect recognition of a
word or a command from a person who is under stress. The machine recognizes human
speech differently than a man with his hearing. The accuracy is affected by changes in
the voice signal due to stress on the vocal tract. The second problem is that we feel the
absence of emotional state in the machine speech of the loudspeaker. Classic applica-
tions such as Text-To-Speech combine parts of speech sounds that are truly correct, but
ultimately this signal is without any emotion. Such speech acts on the man and is syn-
thetically unreliable. There are several physiological criteria such as for example heart

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 620–625.
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rate, breathing changes and sweating, which enable determining the emotional state of
a man, . A number of speech signal parameters is used in speech processing. An imper-
fect hu-man ear responds to parameters such as intensity, intonation, and speech rate.
Fundamental frequency of speech, zero crossings rate, energy and cepstral coefficients
are parameters which are used in digital speech processing. The following sections con-
tain a description of signal processing methods , selection of the training sets and neural
network classifier.

2 Pre-Processing

Speech signal is stochastic by nature. However, a speech signal has a number of char-
acteristics that may be unwanted during processing. This chapter describes a process
called pre-processing that is an important part of the digital speech signal processing..
These few steps prepare the signal for subsequent extraction of signal parameters. The
values of these parameters could be wrong without the pre-processing process. Figure
1 shows this pre-processing.

Fig. 1. Pre-Processing Process

Train respectively testing is the key step of the system. The quality of the input data,
the audio signal in this case, has a direct impact on the classification accuracy. For this
reason, it is used the Berlin database containing over 500 recordings of actors consists
men and women. The database contains 10 sentences in the seven emotional states. This
corpus of recordings is considered as a high-quality database, because it was created
by professional actors in the sound studio. As mentioned, the speech signal has to be
modified by routine operations such as removing the DC component, pre-emphasis and
segmentation stochastic signal into quasi-periodic frames.

3 Fundamental frequency of vocal cords

Age, gender, speech errors and emotional state of a man can be determined using this
parameter. There are several methods in signal processing which enable estimat-ing the
fundamental frequency. Human speech consists of voiced and unvoiced speech sounds.
The vocal cords are almost completely open in the creation of voice-less phonemes. The
basic tone does not arise with opened vocal cords and therefore F0 can be calculated
only from the voiced parts. Each method to calculate F0 has advantages and disadvan-
tages. This article compars four methods and their use in a self-organizing feature map
classifier.
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3.1 Auto-correlation function
This simple method can be used where we have a full signal. The auto-correlation func-
tion is defined in Equation 7.

R(m) =
N−1

∑
n=m

s(n)s(n−m) (1)

Lag kis determined by the position of maxima. The fundamental frequency of vocal
cords is calculated using Equation 12.

k = argmaxR(m) (2)

F0 =
Fsampling

k
(3)

3.2 Normalized cross-correlation function
The difference in energy shifted and original framework is settled by normaliza-tion:

NCCF (m) =
∑N−1

n=m s(n)s(n−m)√
E1E2

(4)

Where E1 is energy of original frame and E2 is energy of shifted frame. Lag and F0 are
calculated. F0 extraction is performed just as in the ACF (Eqs. 11 and 12) [5].

3.3 Central clipping
Voiced and voiceless parts of the signal are separated with the threshold level. The
speech signal constantly changes and thus it is not possible to to use a single thresh-old
for the entire signal. The threshold is determined for each frame separately, using the
equation bellow.

P(i) = αmin(MAXi−1,MAXi+1) (5)
Peaks of neighboring frames i-1 and i +1 are established. The threshold level is de-
termined as the lower value of the two. Constant is set within the range 0.8 to 1. The
original signal of frame i is weighted with threshold P(i). Samples with a higher value
are clipped and normalized to 1 and lower to 0.

3.4 Subharmonic-To-Harmonic Ratio
This method is developed in frequency domain. A(f) is short-term spectrum func-tion.
Suppose that f0 is fundamental frequency. The sum of harmonic amplitude is defined
below.

SH =
N

∑
n−1

A(n f0) (6)

N is number of all harmonics which can be considered. If we consider the subhar-monic
frequency, that is the one half of f0. The sum of subharmonic amplitude is described in
Equation 13. Subharmonic-to-harmonic ratio can be obtained by dividing SS and SH.

SS =
N

∑
n−1

A
[(

n− 1
2

)
f0

]
(7)
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4 Self-Organizing Feature Map

The emotional state classifier is based on self-organizing maps (SOM). These maps
represent a specific type of neural networks with uncontrolled competitive learning.
There are generally two-dimensional maps of neurons. The learning process of SOM
is uncontrolled which means that the input data do not need to know the output. In
the process of learning. SOM themselves determine how to classify the inputs. At the
beginning of learning, the weights of all the inputs of all neurons can be set randomly.
Randomly selected input vectors are applied to neurons and then analyzed in order to
find one which is most similar to input. This neuron is called the winner. The weights
of neighboring neurons are adjusted according to the following rule.

wi j (t +1) = wi j (t)+ γ (x j (t)−wi j (t)) (8)

This equation describes the weight between neurons i and j for t+1 iteration and input
xj(t). Next iteration means a new vector on input, finding new winner and changing
weights between neurons again. After the learning process is completed, the map has
a shape that represents the characters of input parameters. The aim of this article is to
clarify the appropriate choice of parameters for the two-dimensional maps. They are
two-dimensional because counting the change weights between neurons for more than
2D dimensions poses high demands on hard-ware. This should be taken into account as
these daysreal time speech processing is sought after in the entire telecommunications
services sector.

5 Results

The system which was designed in software Matlab finally consists of three main
blocks. These have been described above. Figure 5 shows the block diagram. The in-

Fig. 2. Speech emotion recognition system

put speech signal is embedded into the system sequentially. Audio records of different
emotional states were used as the speech signals. The first block algorithm performed
the pre-processing operations. The next block is designed to extract the basic tone us-
ing the four above-mentioned methods. These parameters are input data for the neural
network. The combination of the four methods ACF, NCCF, Clipping Central and SHR
yielded pairs of inputs.
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Table 1. Pairs of SOM Classifier Inputs

Input ACF-NCCF ACF-SHR ACF-CentClip NCCF-SHR NCCF-CentClip SHR-CentClip
Resolution Bad Normal Normal Worst Bad Best

Mixed couples all calculation methods F0 yielded different results. The worst deci-
sion was level classifier at NCCF versus SHR. The best classifier had a distinctive char-
acter input methods in SHR and Clipping Central, which was to be expected, because
these two methods are less prone to adverse extract F0 from unvoiced parts of the signal.
Best and worst results are shown in Figure below.

Fig. 3. Trained self-organizing maps with error zones.

6 Conclusion

This article focused on the distinctive character classifier. Using different methods for
calculating the fundamental frequency of human voice can yield results of differ-ent ac-
curacy. Therefore, it is recommended to apply at least two methods for calculating F0.
The second perspective is not appropriate to use high dimensional maps for the clas-
sification of emotional state. Such classifiers are hardware and time consuming. The
problem of delay is unacceptable for telecommunications services and applications that
require real-time access. The block algorithm for pitch extraction is designed to calcu-
late F0 using four methods. Inputs for the two-dimensional neural network were created
by combining these four methods. Subharmonic-To-Harmonic Ratio, and Central Clip-
ping methods were considered more reliable than others.It is interesting to note that
the classifier has the highest error rate for combined SHR and NCCF. The SOM clas-
sifier has the lowest error rate, and thus the best resolving power between normal and
stress emotional state, provided SHR and Central Clipping methods had been applied
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on its inputs. The aim of the article was to determine a suitable combination of the two
methods to determine F0 for classifying human emotional state.
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Abstract. The FSO (Free Space Optics) communication uses the visible or in-
frared light for transmission. As well as cable optics FSO also uses laser for the
data transmission, but the data flow is not transmitted in the fiber but in the air.
Nowadays, the most used modulations are QAM (Quadrature Amplitude Mod-
ulation) and OFDM (Orthogonal Frequency Division Modulation) [1]. OFDM
belongs to the border group of modulations with more carrier waves, where the
informations are transmitted via subcarrier waves with lower data flow and baud
rate. It is mainly used in broadband wire and wireless communications. This pa-
per deals with the modulations used in FSO. Most used modulation in FSO is
OOK (On-Off Keying), but modulations OFDM and QAM are (modulation )
ways of the future. The main task was to determine how much is the reach of
modulations changing with the changes of density (visibility) of fog and the set
transceiver power. As software environment for simulations has been used Op-
tiSystem program. For the simulation of the atmosphere the FSO component has
been used. In this component were simulated attenuations, which are responding
to varying densities of fog [2]. At different intensities of fog were changing the
received power.

Keywords: Free space optics, fog, modulation, OFDM, QAM, simulation.

1 Introduction

After age of revitalization of wireless networks and with advancing 4G networks, fi-
brous optics seems like fine competitor to frequency radio links. This method brings
new opportunities for unlicensed use of spectrum without electromagnetic interference
and increases the safety and speed of transmission. FSO is a inovation in optical com-
munication, because signal spreads faster in the air than in glass, so it use the full speed
of light [3]. It uses full duplex and throughput of Gigabit Enthernet. Is it enables to
send 1.25 Gbps of data, voice and video simultaneously through the air. In the future,
specialist count with a transfer rate of 10 Gbps. FSO can be placed behind windows,
which eliminates need for costly rent of roof space. FSO technology is most suitable
form of building-to-building communication. FSO is highly depending on the atmo-
spheric effects such as clouds, snow, rain, because such condition increase the loss of
power during transmission. Fog is causing biggest loss from all atmospheric effects. It
is because elements of fog are extremely small compared with the wavelength and its

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 626–631.
VŠB – Technical University of Ostrava, FEECS, 2014, ISBN 978-80-248-3458-0.
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causing Rayleigh scattering. Fog is even worse than rain because elements of rain are
larger than the wavelength [4], [5].

2 OFDM Modulation

FSO-OFDM systems support high bit rate departments of large data stream from the
small number of data streams and transmit it through many narrowband subcarriers
waves. Narrowband subcarrier data reach lower distortion than high-speed data and
they do not need any settlement. The required signal processing is mostly done in RF
field. This is beneficial because microwave ovens are much more developed than the
optical frequency and because of microwave filters selectivity, and frequency stability
of the microwave oscillator is substantially better than that of the optic. In addition, the
level of phase noise microwave oscillators is significantly lower than that of the DFB
laser diode, which means that the RF coherent detection is simpler to implement than
coherent optical detection. By this we can apply the most advanced coherent modulation
formats already developed for cable-free communication [7].

10 Gb/s data stream is demultiplexed into four 2.5 Gb/s streams, and each is encoded
by the same LDPC encoder. Transmitted OFDM signal can be written in the following
equation:

s(t) = SOFDM +D, (1)

SOFDM = Re





∞

∑
k=−∞

w(t− kT )
NFFT /2

∑
i=−NFFT /2

Xi,k · e
j2π

i
TFFT

(t−kT )
· e j2π fRF t




, (2)

is defined for: kT −TG/2−Twin ≤ t ≤ kT +TFFT +TG/2+Twin.
In the above expressions Xi,k denotes the k-th OFDM symbol in the i-th sub-carrier

frequency, w(t) is the window function and fRF is the RF carrier frequency. The duration
of an OFDM symbol is referred to as T, whereas TFFT is the sequence FFT duration,
TG is the guard interval duration (duration cyclic elongation), and Twin is the length
of the window interval. Details of the OFDM symbol are shown in Fig. 1 and Fig. 2.
These symbols are made up as follows: NQAM(= k) consecutive input QAM symbols
are ”zero-padded” gain NFFT (= 2m,m > 1) input samples for inverse FFT , then the
NG samples is created and guard interval TG finally OFDM symbol is multiplied by the
window function [6].

3 QAM Modulation

QAM modulation is a compound modulation which uses symbols to create a combina-
tion of (ASK) amplitude and phase shift keying (PSK). Each state is represented by a
certain value of amplitude and phase. It is actually a multistate modulation which is able
to transmit n bits using the symbols m, it means that at any time more bits are transferred
at once. Quadratic amplitude modulation is mainly used to transfer data with a narrow
transmission spectrum. QAM modulation saves bandwidth, or vice versa, with the same
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Fig. 1. FSO-OFDM system: cyclic extension of the OFDM symbol.

Fig. 2. FSO-OFDM system: OFDM symbol after the window (windowing).

bandwidth can increase transfer rate. Using more states, signals are more prone to signal
interference and it makes it more difficult to identify the symbol [8], [9].

Relationship between states and symbols are defined as follows:

n = log2 m. (3)

To transmit one bit it is needed either two states log 0 or log 1. If you want to
transfer more bits per symbol you need more states. For example, to transfer 4 bits we
need 24 = 16 states (16-QAM). The following formula applies to the n bits we need m
of modulation states according to the formula:

m = 2n. (4)

4 Simulation and Result

Simulation of fog environment was implemented in software OptiSystem 11.0, which
allows users to plan, test and simulate optical coupling and transmission systems of
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modern optical networks. On the FSO channel was set aperture diameter telescope
transmission with 5 cm diameter aperture receiving telescope with 30 cm and wave-
length of 1550 nm. Attenuation was gradually changed to kilometer, depending on the
type of fog and distance of the transmitter from the receiver in the range of 50 m to 2 km.
The measurements were repeated to set the power level of the CW lasers to 5, 10, 15,
30 and 40 dBm. Measurements were made for OFDM modulation with 512 subcarriers
waves and 16-QAM modulation.

4.1 Dense Fog, Visibility 50 m, Attenuation 315 dB·km−1

As indicated above, then the power level of the CW laser is set to 5, 10, 15, 30 and
40 dBm. The biggest setback occurred in dense fog which has a depression 315 dB·km−1.
Attenuation values used in the simulation were based on the model of Kim, created by
Mr. Isaac I. Kim. To a distance of 50 m, a signal was usable for transmission of informa-
tion. After 200 m it does not recognize the symbols OFDM and 16-QAM modulation.
To achieve greater distance to transfer information, large transmission power had to be
set. The fair value of the transmitted power in practice is in the values of 8–20 dBm.

Fig. 3. Graphs of relativity of decrease in the level of the signal power at the distance and the type
of modulation in dense fog.

Graphs (Fig. 3), the bottom in performance of OFDM and QAM modulation was
similar. Performance can be regarded as a more usable in about -20 to -25 dBm range.
Performance level after decay by fog decreased almost linearly. At power level of 40
dBm, the maximum distance where signal could be measured was 400 m, but at 5 dBm
it was only 300 m. In simulations of dense fog, it was found that the type of used
modulation has minimum affects on the quality of the transmission.

4.2 Medium Fog, Visibility 500 m, Attenuation 28.9 dB·km−1

As noted above, the power level on CW laser was set to at 5, 10, 15, 30 and 40 dBm.
In an environment with medium fog decrease of 28.9 dB·km−1 signal reached a greater
distance. Attenuation in medium fog in comparison to a dense fog decreased. With
power level set at 40 dBm, signal coverage reached up to 1500 m.
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Fig. 4. Graphs dependent decrease in the level of the signal power at the distance of P and the
type of modulation at moderate fog.

Graphs (Fig. 4) shows that even at medium fog decrease in the level of performance
OFDM and QAM modulation is very similar. Level of performance for both types of
modulations at a distance of 2000 m was very subdued and the signal will be unusable
for the transmission of information. Decrease the power level was proportional to the
distance.

4.3 Light Fog, Visibility 1000 m, Attenuation 14 dB·km−1

As noted above, the power level at CW laser was set to 5, 10, 15, 30 and 40 dBm. In
light fog, we have experienced the smallest loss at 14 dB·km−1. At preset power level
of 5 dBm signal could be received even 1000 m away, but was too weak -33.349 dBm
and the symbols were no longer recognized. At the level of 40 dBm symbols were
recognizable within 2800 m. Environment with light fog poses a problem for free-space
optical network for the receiver at a distance of 2800 m from the transmitter.

Fig. 5. Graph of the decrease in the level of the signal power at the distance of P and the type of
modulation in weak fog.

No significant decrease due to the use of signal modulation occurred in light fog.
Graphs indicates (Fig. 5) that the power levels could be measured at 4 km but power
has been unusable for transferring information.
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5 Conclusion

The aim of the team of authors of this article was to describe and implement simu-
lation modulations and determine their impact on free-space atmospheric link in Op-
tiSystem 11.0. Designed circuit for OFDM modulation with 512 subcarriers waves and
16-QAM modulation was set in this program. FSO component used for simulations,
was set to wavelength of 1550 nm, corresponding attenuation environment under fog,
distance from the transmitting after receiving part, diameter telescope transmission of
5 cm and diameter receiving telescope of 30 cm. CW laser was set to the power level of
5, 10, 15, 30 and 40 dBm. Decrease was measured in the level of performance for each
power level after a signal passed certain distance through environment with fog. Optical
power meter was placed just behind the FSO component. Level of fog affected signal
quality, transmission speed and range. Comparison of OFDM and 16-QAM modulation
simulations we have reached conclusion that the decrease of signal by fog intensity is
minimally affected by the type of modulation, which is demonstrated charts and graphs.
OFDM modulation suppresses multipath signal propagation better than modulation 16-
QAM, while multistate QAM modulation allows to save bandwidth, or vice versa at the
same bandwidth to increase bit rate.
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VŠB – Technical University of Ostrava, 17. listopadu 15, 708 33 Ostrava – Poruba

radek.poboril@gmail.com

    

     

        

      

  

          

             

 

 

Abstract. The aim of this article is to highlight possible unwanted behaviour of 

EDFA optical amplifiers at temperature changes that act on them. At first it was 

necessary to build an EDFA amplifier. For this purpose we used a standard EDFA 

construction and the IsoGain I-6 as the amplifying optical fiber. The amplifier 

construction is described in the first part of the article. In pursuance of testing the 

amplifier and temperature instability, we focused on the temperature impact on 

the ideal length of the Erbium-Doped Fiber. This measurement is discussed in 

the second part of the article. 

Keywords: EDFA, erbium, optical amplifier 

1 Introduction 

The crucial matter in optical telecommunication systems is the need to get over long 

distances between the endpoints of a topology. The optical signal from a transmitter 

must pass through an optical fiber and then must be detected by a receiver. However, 

we can encounter certain problems, the biggest one of which is the attenuation. 

 

The attenuation arises in optical fibers as well as in other optical components such as 

couplers, splitters, AWGs, etc. It makes a signal very weak for its detection, that is why, 

the main objective in the optics in the last decade has been to find a method to regener-

ate the signal so it can be easily detectable. Devices performing such regeneration are 

regenerators, and also optical amplifiers [1].  

 

Regenerators only receive the optical signal, convert it to the electric one, repair it (i.e. 

amplify it) and then convert it back. As for the latter, i.e. the amplifiers, they do the 

same, plus their main advantage, compared to regenerators, is their versatility. Optical 

amplifiers do not need know the network settings, modulation, bitrate etc. The systems 

which are using optical amplifiers can be easily upgraded [2]. 

Over the last few years, optical fiber amplifiers have experienced a huge development, 

especially as far as their properties are concerned. These are influenced not only by the 

material they are made of, but also by the way this material is used. 

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 632–637.
VŠB – Technical University of Ostrava, FEECS, 2014, ISBN 978-80-248-3458-0.
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2 Concept of Erbium Doped Fiber Amplifier 

In this chapter, we will focus on the construction of an amplifier and properties of the 

individual components. 

 

As a model, we used a conventional erbium doped fiber amplifier schematic diagram 

[3] This schematic can be seen in Fig. 1.  

 

 

Fig. 1. Circuit of the constructed amplifier. 

Instead of components used in standard amplifiers much bigger components were used, 

so it was impossible to achieve at least partial integration. For that reason, the entire 

amplifier was placed on a mounting plate covered by a soft foam protecting individual 

components and optical fibers.  

 

Since it was expected from the beginning that it would be necessary to move the 

amplifier from one place to another, we built a two-storey construction that is easy to 

manipulate and at the same time "component-friendly". The construction can be seen 

in Fig 2. 

 

 

Fig. 2. Construction of the erbium doped fiber amplifier. 
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3 Measuring Optimal Length of the Amplifying Fiber in 

different Working Conditions of the Amplifier  

For experiments were selected three basic temperature conditions for the Fiber – 1°C, 

25°C and 50°C - because we wanted to achieve three basic states: hypothermia, stand-

ard state and hyperthermia. According to the maker's datasheet, the ideal length of fiber 

is 13m. Since we had 20m at our disposal, was decided to start measuring on 20m and 

then successively cut off 2m long pieces and, thus, measure with 20m, 18m, 16m, 14m, 

etc. of the fiber. Another step consisted in splicing pigtails to both ends of the fiber. 

Particular emphasis was placed on maximum precision of the work so that each weld 

had the lowest possible attenuation. Due to this accuracy, the highest attenuation 

achieved was 0.01dB. The spliced fiber was then put in a plastic foil and carefully 

sealed in order to prevent penetration of water to the fiber when it was placed in a 

temperature bath. Along with the fiber there was also a fiber thermometer PalmSence 

FTC-PALM-ST. Figure 3 illustrate placing the fiber in the thermal or snow bath. The 

disadvantage of this solution was condensation of water inside the plastic foil. For that 

reason the measurement had to be performed quickly. 

 

 

Fig. 3. Testing erbium doped fiber IsoGain I-6 at 1°C temperature and  50°C 

The following charts (Fig: 4,5,6) show the ideal fiber length at the pumping power of 

10mW, 50mW and 125mW. As for the amplified signal was chosen the signal with the 

1553nm wavelength and 1mW power. It is obvious from the chart that the power for 

sufficient excitation of erbium ions is up to 125mW. At lower powers the fiber was 

attenuated or amplified only partially.  The optimal fiber length at all three temperatures 

was 16 m. The conclusion resulting from the measurements is that the change in tem-

perature of the fiber did have an impact on the power of the amplifier. The lowest power 

of the amplifier could be observed at 50 °C. The change in temperature causes a change 

in the stimulated emission cross section: with the temperature increase the cross section 

of erbium decreases, which affects the overall gain of the amplifier. The measurement 

also shows that the temperature stress has not much influence on the change of the 

spectrum of the output signal of the amplifier as such. This fact can be caused by low 

resolution and spectral range of the used spectrometer. In fact, power fluctuations can 

also be caused by moving the energy among parts of the spectrum that the spectrometer 

possibly have not measured at all [4]. 
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Fig. 4. Measuring different lengths of doped fiber at 10 mW pump power and dissimlar tem-

peratures 

 

Fig. 5. Measuring different lengths of doped fiber at 50 mW pump power and dissimlar 

temperatures 
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Fig. 6. Measuring different lengths of doped fiber at 125 mW pump power and dissimlar 

temperatures. 

4 Conclusion 

The aim of this article was to highlight negative impacts on erbium doped fiber ampli-

fiers. Since the EDFA amplifiers represent one of the most important components used 

in optical WDM networks, it is necessary to keep improving them constantly. The main 

thing to test was an ideal length of the fiber in different temperature conditions. This 

measurement has not confirmed that the temperature fluctuation has any significant 

effect on the ideal fiber length. However, the measured results clearly say that temper-

ature influences on the output power of the amplifier which is directly dependent on the 

state of the pumping laser. What can be read from the charts is e.g. amplifying fiber 

characteristics in various power levels of the pumping source. The last chart concerning 

the 125 mW pumping power indicates the influence of temperature on the power of the 

amplifier depending on the amplifying fiber length. At all the testing temperatures, the 

optimum fiber length was 16 m, which corresponds to higher pumping powers and 

partly also to theoretical assumptions based on the datasheet provided by the fiber man-

ufacturer.  
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Abstract. The quality of speech in network environment is a growing concern 

of all the companies and institutions that migrated or are planning to migrate 

their voice communications to IP based technologies. This trend together with 

the increasing amount of Internet traffic in general poses a great challenge for 

network administration to be able to configure and manage the network so it 

can carry the multimedia traffic without the excessive delays, which degrade 

the quality of speech as it is perceived by the end users. Continuous monitoring 

of key nodes of internal infrastructure as well as external interconnections is the 

possible way to increase the quality of multimedia transmissions for most users, 

because it allows the network administrators to be informed as soon as the prob-

lem rises and consequently to change the network routing and queuing policies 

to bypass the connection experiencing the quality issues. The tool for this type 

of monitoring and its architecture are described in detail in this paper. 

Keywords: Network Administration, Network Policing, PESQ, Speech Quality 

Monitoring 

1 Introduction 

Past decade was marked by two important factors from the multimedia communi-

cation point of view. The first one, a rapid development of the Voice over IP (VoIP) 

technology in the business communications was an aspect of the long-term trend of 

voice and data networks convergence. This trend was driven by the both economic 

and network management reasons. VoIP technologies, no matter whether commercial 

or open-source, have been a mean to achieve higher efficiency of intra-organization 

collaboration by establishing a platform for in given time enterprise level services like 

conference, joint calendar events, video telephony, call transfer functions, etc. From 

the economic perspective, the single infrastructure advantage and inherent VoIP fea-

tures such as performing a least cost routing (LCR) or callback function catalyzed the 

ongoing process even more, which led to a broad VoIP adoption across all the levels 

of private and public institutions. 

Alongside this fundamental transition between technologies, the Internet multime-

dia content began to form the most of the Internet content in general. This resulted in 

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 638–643.
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heavy burden laid on the back of the network infrastructure, which had to be capable 

of delivering the content not only reliably and securely, but with given quality param-

eters as well. Through systematic analysis and upgrades the infrastructure was in 

many cases made robust enough to handle this load. However, under some special 

circumstances (device malfunction, traffic peak, etc.) the transmission parameters can 

temporarily deteriorate. These special occasions can significantly decrease the multi-

media service rating by the customers, but can be countered easily as well. To counter 

the effects of these anomalies many routing and queuing policies can be employed, 

but to be able to do that efficiently the anomalies need to be identified, which in terms 

of speech quality (or multimedia quality in general) cannot be achieved directly on 

network elements, such as routers or switches. 

One-time or irregular measurements cannot address this problem, but the continu-

ous monitoring of speech quality can achieve the benefits being sought like already 

mentioned quick or even immediate notification about the problem or in some cases 

even the speech quality prediction. 

This paper deals with the tool for the aforesaid periodic quality measurements in 

the full-mesh IP networks, which is designed to use the industry standard for speech 

quality calculation – PESQ (Perceptual Evaluation of Speech Quality) as well as the 

state-of-art monitoring and call generation tools available. In this paper the basic idea, 

functionality and architecture of this system will be presented and the planned future 

development of the project outlined. 

2 State of the Art 

The introductory part of this paper mentioned one of the most used algorithms for 

evaluation of speech quality - PESQ, but this is just one representative of the exten-

sive group of methods to measure and evaluate speech quality. These methods can be 

subdivided into two groups according to the approach applied, conversational and 

listening. 

Conversational tests are based on mutual interactive communication between two 

subjects through the whole transmission chain of the tested communication system. 

These tests provide the most realistic testing environment but they are very time con-

suming. Listening tests do not provide such plausibility as conversation tests but are 

recommended more frequently. According to methods of assessment, speech quality 

evaluation methodologies can be subdivided as subjective methods and objective 

methods. To evaluate speech quality, MOS (Mean Opinion Score) scale as defined by 

the ITU-T recommendation P.800 is applied [1]. In order to avoid misunderstanding 

and incorrect interpretation of MOS values, ITU-T published ITU-T recommendation 

P.800.1 [2]. This recommendation defines scales for both subjective and aforemen-

tioned objective methods as well as for aforementioned individual conversational and 

listening tests. 

The subjective evaluation methods are based on evaluation by human beings (lis-

teners), i.e. subjects, which makes them unsuitable for real-time applications. 
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The objective evaluation methods substitute the necessity to involve humans in the 

testing by mathematical computational models or algorithms. Their output is again a 

MOS value or, depending on the algorithm applied, a different value which can be 

transferred to a MOS value using a suitable mapping function. The aim of objective 

methods is to estimate, as precisely as possible, the MOS value which would be ob-

tained by a subjective evaluation involving sufficient number of evaluating subjects. 

Objective testing’s exactness and efficiency is therefore a correlation of results from 

both subjective and objective measurements. Objective methods can be subdivided 

into two groups, Intrusive and Non-intrusive.  

The core of intrusive (also referred to as input-to-output) measurements is the 

comparison of the original sample before releasing it into a transmission chain of a 

communication system with the output sample, transmitted through the system (de-

graded). 

This type of testing includes, among other, the following methods: PSQM (Percep-

tual Speech Quality Measurement), PAMS (Perceptual Analysis Measurement Sys-

tem) developed by British Telecommunications, P.OLQA (Perceptual Objective Lis-

tening Quality Assessment) and PESQ (Perceptual Evaluation of Speech Quality) [3]. 

P.OLQA may become the successor of PESQ because avoids weaknesses of the cur-

rent P.862 model and has an extension towards higher bandwidth audio signals. Yet, 

PESQ is the most common objective intrusive method. Computational technique ap-

plied by this method combines PAMS’ robust temporal alignment techniques and the 

PSQM’ exact sensual perception model. Its final version is contained in ITU-T rec-

ommendation P.862 [3]. As was stated above, the principle of this intrusive test is 

based on comparison of original and degraded signals, their mathematical analysis 

using FFT and interpretation in the cognitive model. 

The non-intrusive methods do not require the original sample. This is why they are 

more suitable to be applied in real time. On the other hand, however, much less accu-

rate results can be obtained by using these methods, which is why this paper focuses 

on the implementation of the intrusive methods. 

3 System Architecture 

From the previous chapters it is clear why and what algorithm was chosen for the 

speech quality calculation. However, the algorithm itself is just a small piece in a 

greater picture of the system architecture necessary to provide the full set of function-

alities needed for continuous monitoring. To fully understand the system architecture, 

the necessary background has to be provided. 

In extensive networks, the individual elements are monitored on the network level, 

but in some cases, they can influence the quality of speech as it is perceived by end 

users even without the sign of a problem on the network level. This is due to the spe-

cific features and requirements of the speech (or multimedia in general) traffic. 

Among others the low and stable latencies and small number of lost packets can be 

named. From the aforementioned two necessary features of the monitoring system are 

implied. First, to be able to discover and identify the problem on the application level, 
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the application level measurements need to be implemented. Second, the numerous 

network probes need to be deployed, so that all the key multimedia interconnections 

can be observed. 

The term probe itself is very important from the perspective of the system architec-

ture. Due to the fact, that it is expected for the probe to be connected with many other 

probes in many different locations, the number of function the probe performs must 

be limited. The reason for this is economic, if the functionalities of the probes were 

vast, the system resources, it would require, would render the whole system economi-

cally inefficient. To counter this, the probes come in form of low-cost hardware com-

puter and the sole purpose of theirs is to initiate, terminate and record the call. When 

deployed the probe is tapped to the network of the hosting institution. The probe then 

communicates with other partner probes in the monitored network using standard 

VoIP protocols, namely SIP for signaling and RTP for media. 

Two pieces of software were used for the probe functionalities. The Asterisk PBX 

for call generation and recording and OpenSSH/Rsync for the security and data trans-

fer. Both programs are open-source and are time-proven with large community of 

users, which makes them excellent for deployment from the economic and future 

development point of view. 

To make the system fulfill its role, the central element is also required to supple-

ment the probes. This element - a server - provides following features to the system: 

 The interface for the user to manage the probes and inspect the results 

 The interface for the probe to register automatically, 

 System access control and encryption of data communication, 

 PESQ calculation, 

The server communicates with the probes using a secure connection based on SSH 

tunnels. Within these tunnels the information about all the probes, the measuring in-

tervals and probe registration credentials are exchanged. The probe cannot access the 

server without the SSH tunnel, which can only be established with correct private 

keys. This mechanism allows control of access for the individual probes and secures 

the connections between probes and the server. The second role of the server is to 

calculate the MOS score using the PESQ algorithm. To be able to handle the number 

of PESQ calculations, the server needs to be of high performance and should there-

fore be implemented as the virtual computer with high-end hardware resource param-

eters. Virtualization offers two key aspects - the existing infrastructure can be used 

and the server backup can easily be created and deployed in case of hardware mal-

function. The server also provides the means for the result visualization and probe 

management to the system administrator. 

For the server to be able to perform the abovementioned tasks, the well-tested and 

stable open-source software was used. Upon Debian linux, OpenSSH and Zabbix are 

deployed. While the former provides the security layer, the latter forms the user-

system interface to present the results to the administrator and to allow him to manage 

the probes and to control the monitoring process. Both the programs share the active 

community of users and developers, which makes them safe for long term deployment 

even in critical systems. 
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The entire system architecture in the example deployment is depicted in the Fig.1. 

 

Fig. 1. Overview of a system architecture. 

4 Conclusion 

In the limited space of this paper the idea and proposition of the system for contin-

uous monitoring of speech quality was presented. This monitoring system introduces 

application layer monitoring of the speech-oriented multimedia infrastructure, which 

makes it possible to detect the irregularities and anomalies of the network on the ap-

plication layer, thus allowing for faster and more appropriate response to the situation 

in the form of routing and queuing policy changes. This system is based on PESQ 

algorithm to provide the high accuracy in comparison to subjective methods for 

speech quality measurement. This algorithm works in conjunction with broadly used 

open-source applications such as Asterisk PBX and Zabbix.¨ 

The system is intended for the non-commercial operation in the network of the ac-

ademic institutions, but thanks to its robust design it can easily be used in any envi-

ronment, for example to allow the private organizations to monitor the stability of 

their VPN connections. The full-mesh operation of the system is a possibility but not 

the necessity, becuse the probes can be instructed to test only certain interconnections. 

This is done by splitting the probes into the separate groups in the monitoring system, 

which results in a subset of the probes to be propagated from the monitoring system to 

the individual probes, thus allowing to monitor only certain interconnections. 

The contribution of the paper is an integration of speech quality evaluation into 

common monitoring system. Our design of monitoring probes was implemented and 

verified in testbed. This testbed was created in the experimental environment with the 

custom defined traffic and distortion generation. During the one month period of test-

ing the visible correlation between network impairments and resulting speech quality 

was observed, thus confirming the expected behavior of the system. 
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The future development will be marked with an increased effort for transition from 

the usage of PESQ algorithm to the neural network based model for speech quality 

prediction to further decrease the resources needed by the system and to increase the 

responsiveness of the system as the whole. 
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Abstract. Information about attacks in computer networks is gathered via various 

methods. One of the technique uses monitoring server masquerading as a produc-

tion one, called honeypot. These honeypots behave like production system, typi-

cally with some security flaw, misconfiguration or in unsecured parts of the net-

work. All interactions with the honeypot is monitored and provides valuable in-

formation about methods used by malicious intruder. Using a distributed network 

of honeypots brings unwanted overhead for data analysis and attack evaluation, 

but provide more valuable and independent result, so an automatic classification 

mechanism is needed. This article describes a multilayer perceptron neural net-

work for classification of attacks in voice over IP telephony infrastructure on a 

centralized server. With a centralized server for aggregation and data processing 

is possible to detect attacks from honeypots in different networks, take a precau-

tion step against them or harden existing production IP telephony infrastructure. 

Crucial part of the proposed solution is a proper attack classification by neural 

network. 

Keywords: Attack classification, multilayer perceptron network, neural 

networks, VoIP attacks 

1 Introduction 

The SIP (Session Initiation Protocol) is a popular design for handling IP telecommuni-

cations services. SIP is an open-source protocol and is defined in RFC 3261 [1]. With 

the growing popularity of SIP protocol, the number of implementations and various 

extensions raise. Juniper Research forecast 640 million VoIP users by 2016 [2].  The 

IP telephony infrastructure based on SIP is very fragile to different types of attacks 

because of its similarity with HTTP and SMTP protocols. This can lead to loss of 

money, trust and other unpleasant consequences [3]. 

This situation could be solved partially with strict security rules, encryption and 

properly set VoIP servers. Some of mechanisms can disrupt or mitigate certain types of 

attacks, but there are still remaining attacks, which can impact VoIP servers. 

Detection of SIP infrastructure attack is solved with different ways in a range of 

studies and papers. This paper covers a SIP attack classification with MLP (multilayer 

perceptron) neural network from honeypot application Dionaea. The information about 

SIP attacks from a honeypot application brings valuable source of network attacks.  

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 644–649.
VŠB – Technical University of Ostrava, FEECS, 2014, ISBN 978-80-248-3458-0.
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With an automatic classification system is possible to automatically detect attacks 

on IP telephony from various set of honeypots. This honeypot network concept is 

shown on Fig. 1.  

 

Fig. 1. Honeypot network concept 

Neural network algorithm described in this paper is used in honeypot network hier-

archy as a module on the centralized server for classification of SIP based attacks. More 

information about distributed honeypot network covers separate article [7]. 

2 MLP neural network 

Neural networks try to model information processing capabilities of the nervous sys-

tem of mammals, which is composed of millions of interconnected cells in a complex 

arrangement. The artificial neural network tries to model this design. The function of a 

single neuron is well known and serves as a model for an artificial one. 

Even that we do not completely understand the complexity and massive hierarchical 

networking of the brain, with its incredible processing rate. The artificial neural net-

work handle complex problems by using different topologies, each of them has its pros 

and cons. 

The feed-forward MLP neural network was used for VoIP attack classifications. It 

consists of several layers, each containing the specific number of neurons called per-

ceptron. These perceptrons in one layer are interconnected to each other in the follow-

ing layer (this connection could be also called a synapse) [8]. 

The figure 2 shows the inner structure of used MLP network. The MLP network has 

two hidden layers, with one input and one output layer. Each neuron in the input layer 

has a value based on input parameters. This layer has the same number of neurons as 

there are parameters in the input set. After the input layer continues two hidden layers 

and output layer. The output layer has the same number of neurons as the number of 

attack classes, so each neuron is then a single class of learned attack. Number of neu-

rons inside hidden layers depends on neural network configuration and are typically 

higher than the number of neurons in input or output layers. 
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Fig. 2. MLP neural network topology 

2.1 Perceptron 

The perceptron is a more general computational model than McCulloch-Pitts units. 

The main innovation is in including numerical weights for connections and a special 

interconnection pattern. The activation function for neuron – sigmoid impacts the final 

potential of a neuron. This result potential is then transmitted through connections to 

neurons in the next layer while afflicted by each connection weight. These weights 

serve as a memory for neural network. Inputs for the activation function are real inputs 

x1, x2,…, xn from the previous layer, with the associated connection weights w1, w2,…, 

wn. 

The output of a neuron is between 0 and 1, where 0 means inhibition and 1 excitation. 

The final value on the output of neuron (y) depends on its activation function. As was 

mentioned before, this function is a real sigmoid function (equations 1 and 2). 

 𝑆𝑐: ℜ → (0,1) (1) 

 𝑦 = 𝑆𝑐(𝑧) =
1

1+𝑒−𝑐𝑧
 (2) 

 𝑧 = ∑ 𝑤𝑖𝑥𝑖
𝑛
𝑖=1  (3) 

The equation 3 shows parameter z, which is the sum of the output from previous 

layer neuron x and multiplies by corresponding connection weight w. Parameter c rep-

resents a skewness of the sigmoid function (typically it is 1.0). Higher values of param-

eter c bring the skewness of a sigmoid function closer to the step function [8, 9]. 

3 Backpropagation algorithm 

The memory of neural network is saved in connection weights and backpropagation 

is used to acquire these values. Backpropagation works as a reverse mechanism to feed-
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forward, with the specific set of data called training set. Training set has the same for-

mat as attack inputs for neural networks but contains also the final result of classifica-

tion (or the class of the specific attack). 

The core of a backpropagation algorithm and the neural network learning is a process 

of weight adaptation. It is done on the training set of inputs with known outputs. The 

solution of learning problem is a combination of weights with the minimal error func-

tion. Learn rate parameter (η) affects connection weight correction, used to lower the 

value of the error function (equation 5).  

The equation 4 shows computation the of backpropagation error (δ) for connection 

weight in one layer (indexed as j). It is counted as a multiplication of higher layer (in-

dexed as k) backpropagation error, actual output, expected output and actual weight of 

the connection. Parameter y represents the output of neuron, x always its inputs. Param-

eter c is the expected output and w the connection weight. The backpropagation error 

is then used in weight adaptation equations 5 and 6. 

 𝛿𝑗 = ∑ 𝛿𝑘𝑦𝑘(1 − 𝑦𝑘)𝑐𝑤𝑗𝑘
𝑛
𝑘=1  (4) 

 ∆𝑤𝑖𝑗 = 𝜂𝛿𝑗𝑦𝑖 (5) 

 𝑤𝑖𝑗 = 𝑤𝑖𝑗 + Δ𝑤𝑖𝑗  (6) 

The learn rate parameter (η) serves to set a proper step of correction in one back-

propagation iteration [8, 9]. One iteration of backpropagation learning uses all records 

from the training set. The last parameter wij is the connection weight from the previous 

layer (i) to the actual layer (j) as shown figure 3. 

 

 

Fig. 3. Indexing between layers 

4 Practical implementation 

4.1 MLP neural network configuration 

In previous research covered in [10] was used MLP neural network for detection of 

six basic SIP attacks. Inner structure of MLP network was improved for higher attack 

detection accuracy. The final structure of new neural network contains 10 input layer 

neurons, 30 and 24 neurons in hidden layers and 8 output neurons. With the change to 

eight classes, there is more robust and accurate detection of attacks. 

Both generations of MLP neural networks are learned, when the successfulness on 

training set is lower than 5%. This ensures statistically significant classification capa-

bility on the training set. Both generations use the same configuration of skewness (1.0) 

and learn momentum (0.8). 
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4.2 Data source for classification & input vector parameters 

All attack information is gathered through honeypots running Dionaea. It emulates 

and monitors traffic of a SIP PBX and save specific set of information about malicious 

traffic to the internal database. All running honeypots are accessible through internet 

on public IP addresses (IPv4). No legitimate calls or devices connect to this honeypot, 

so only malicious traffic or misconfigured devices communicate with it. 

All attack data saves Dionaea to a sqlite database. The database contains several 

tables for specific protocols and functions, so information regarding SIP protocol is 

gathered from specific tables and aggregated. Selecting only single lines from these 

tables for classification is valueless, partly because of request/response behavior of SIP 

protocol. Final data is an array with 10 attributes.  

These individual 10 attributes then serve as an attack vector (or neural network in-

put). The aggregation depends on attack origin and also time of last message occurrence 

(there is 5 minute sliding window). Attributes are in the following order: attack time 

duration; connection count; count of various SIP messages, connection rate. The con-

nection count attribute holds the number of connection from a single source on honey-

pot. The connection rate is the ratio of all received SIP messages to connection count. 

4.3 Backpropagation configuration 

Before backpropagation starts, all connection weights are set randomly from range 

(-1,1). After first initialization of weights starts backpropagation iteration. Each itera-

tion cycle uses all items from the training set and after specific number of iteration 

cycles is automatically checked successfulness of classification. If the successfulness 

on the training set is lower than specified threshold, backpropagation runs another iter-

ation cycle. When the successfulness is higher than 95%, the neural network learning 

is done. To avoid the possibility of stuck in local extreme, system automatically rei-

nitialize all connection weights after 2 500 000 backpropagation cycles.  

As a source for the training set was used real attack traffic. This traffic is aggregated 

and classified by hand. From this classified set is prepared training set, which consists 

of 104 items, 13 items for each attack group. These classes are options tests; options 

scanning; call testing; unknown protocol; register and call; registration test, registration 

flooding; register attempt. 

Reference set.  

As a reference set serves an aggregated set of attack vectors detected on various 

honeypots. All attacks detected on these honeypots were classified by hand, so we can-

not eliminate human factor error. 

Tests of new MLP neural network on three reference data set bring exciting infor-

mation. These set do not contain data from the training set. Result of analyses with 

MLP networks has following successfulness: 94.94%; 79.85% and 97.54%. Totally 

were detected 1631 attack groups and 57752 SIP messages (data for three months pe-

riod). The lowest classification precision 79.85% was caused by new call attack, which 

was not included in the training set. 
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5 Conclusion 

The proposed distributed honeypot network in combination with neural network 

classifiers serves as another security level. But the potential lies not only in detection 

capability and attack research. With the possibility to change firewall rules or network 

routing, whole system can prepare precaution mechanisms against attacks even when 

it do not influence the target network. The proposal of such monitoring system is dis-

tributed honeypot network. 

Classification by human is very precise, but time consuming and expensive. It is 

typically conducted after the damage is done. Automatic classification mechanism 

brings a solution for VoIP classification and simplifies the analysis of attacks. The big-

gest disadvantage of this solution is its strong bindings on the training set. The MLP 

neural network cannot adapt to new attack classes or scenarios. 

Test of the new MLP classification network on reference sets prove its quality but 

shows its limits and new ways for improvements. The future plans for neural network 

classification cover improving the accuracy of existing solutions and implementation 

of other evolutionary and statistical algorithms for attack classification. 
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Abstract. This article describes the basic theory of radio jamming in radio net-
works, systems and devices. Simple, but ineffective methods of radio jamming 
are described following with a slightly more complex but much more efficient 
jamming methods. 

Keywords: radio jamming, radio networks 

1 Introduction 

With the development of wireless radio communication and radiolocation it was 
sometimes necessary to interrupt the communication of someone else or to disable the 
function of radar. In World War II interference of the enemy radio communications or 
radar meant a strategic advantage. Radio jammers [1] are now frequently used in pris-
ons and offices of high-ranking officials to prevent the use of mobile phones and 
bugs. In this case it is necessary to disrupt at least the GSM frequency bands. For 
example, in military areas and airports the GPS signals are intentionally jammed, 
making it impossible to use GPS-guided missiles against those objects. Cell phone 
jammers [2] can be also found in theaters to prevent anyone to unnecessarily disturb 
the performance. 

In general, to disrupt any radio technology it is always possible to use a sufficiently 
powerful source of electromagnetic radiation with sufficiently large width of the dis-
rupted frequency band. It is then usually necessary to use a significantly higher power 
of disrupting signal than the transmitting power of the disrupted transmitter. Accord-
ing to this basic theory of radio jamming, to disrupt the GSM mobile networks, where 
the transmitter power is in hundreds of watts, radio jammer transmission power must 
be at least in kilowatts, covering frequencies from 800 MHz to 2.2 GHz. Very high 
transmission power at these frequencies reliably disables the GSM network, but it also 
has a negative impact on the environment by a dangerous exceeding of electromag-
netic frequency exposure limits. It can cause diseases such as cancer, has large dimen-
sions, extremely high power consumption, and last but not least it cancels a large 
number of other radio services, such as GPS, TV transmissions, police radios etc.  

 

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 650–653.
VŠB – Technical University of Ostrava, FEECS, 2014, ISBN 978-80-248-3458-0.
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For effective jamming of the specific radio equipment or radio networks the signif-
icantly more energy efficient devices which cancel only the specific radio traffic and 
only to the desired distance are commonly used. This is achieved by well-known 
properties of a particular radio system. Similarly as in other attempts to attack the 
system the weakest link is chosen from the system characteristics. The attack on the 
weakest link can simply and effectively disable the entire system, or a substantial part 
thereof. 

2 Radio Jamming Methods 

For different types of radio systems there are different ways of jamming. The success 
of jamming is determined by several parameters: 

• The number and width of the frequency bands available in the radio system 
• The number and width of the frequency bands disrupted by a jammer 
• Modulation types available in the radio system 
• Interfering signal types used by a jammer 
• The length of the radio link, transmitting powers and antenna gains 
• Obstacles in the path of the radio link (path loss) 
• The quality of the radio link receivers (filters, decoders) 
• Transmitting power of radio jammer and the type of used antenna [3] 
• Distance of the jammer from the interfered radio link receiver and obstacles in the 

interference path 

2.1 Weakest link 

Effective, small, energy-efficient jamming device must effectively disrupt the radio 
link in its weakest link. An example might be the GSM interference.  

Mobile phone with a normal, almost omni-directional antenna transmits power up 
to 33dBm (2W) and has a normal antenna with approximately +2dBi of gain, which 
gives 35dBm EIRP. GSM base station transmitter power is for example 44dBm 
(25W) and also it has an antenna with +15dBi of gain, which gives 59dBm EIRP. In 
the case that it is necessary to prohibit the use of mobile phones, the simplest way is 
to use a very powerful wideband jammer that disrupts all of the base stations transmit-
ted signals. However, if we look into the principle of GSM networks, we find that 
two-way communication is necessary for a phone call to be made. In this regard, in-
stead of jamming signal transmitted from the base station, simply signals received by 
the base station are being jammed. As the power density of the transmitted signal 
decreases with the square of the distance, to jam a signal received from mobile phone 
in the nearby base station receiver the significantly less transmission power of radio 
jammer is sufficient. Theoretically it is necessary to have a jammer with transmitting 
power higher than 33dBm (2W), which is the transmit power of a mobile phone that it 
is necessary to disrupt. However, taking into consideration the great distance of mo-
bile phones from a base station, which is essential for jamming, simply by putting             
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a jammer on high ground near a base station, and it may have a transmitter power of 
33dBm or less for successful disruption of the whole base station. Since the receiving 
antenna and receiver of the base station are in this case the weakest link. 

More often it is necessary to prohibit the use of mobile phones in buildings, such as 
prisons. Effective jamming in this case is also based on the weakest link. Instead of 
jamming of the transmitted signal from the mobile phone, the received signal in mo-
bile phone is being jammed. This method does not restrict the functionality of other 
mobile phones in the entire area, and it is very effective. Pocket radio jammer with 
transmitting power of 30dBm (1W) reliably prevents the use of mobile phones in an 
ordinary room, and in the case of a remote base station also the surrounding rooms are 
being jammed. 

2.2 Jamming signal types 

Another important parameter for successful radio jamming is the type of the jamming 
signal. From the basic theory the sufficiently strong sinusoidal signal from radio 
jammer is considered enough to disrupt radio system. In some cases, a single sinusoi-
dal signal of a single frequency is not sufficient for successful disruption of the radio 
communication system. Mobile phone networks have several different frequency 
bands with hundreds of radio channels. Radio jammer with a sinusoidal signal can 
usually disrupt only one radio channel. In the case of very high transmit power also 
several neighboring channels can be disrupted. Mobile phone uses a different radio 
channel or a different frequency band to communicate, and whole radio jammer with 
sinusoidal signal is meaningless. For this purpose the multiband radio jammers with 
varying signal is used. Common multi-band radio jammer contains multiple similar 
jammers for different frequency bands in a single device. Varying signal means for 
example sweeping or step-changing frequency of the transmitter in the specific fre-
quency range. The mentioned jammer many times per second disrupts every radio 
channel for a certain period of time, and at all frequency bands used. This method of 
jamming is very effective against GSM networks.  

The problem occurs with the radio networks with broadband transmission such as 
spread spectrum or OFDM. Information in such network is transmitted in parallel 
across the used frequency range. Interference signal with sweeping or step-changing 
frequency may not be sufficient to disrupt broadband radio system in order to break-
up the connection. This simple interference in broadband radio system occurs only in 
terms of increased bit error rate. Error correction techniques of broadband radio sys-
tems, however, simply correct the errors in transmission and the connection is kept 
active even at the cost of transmission bitrate reduction. For effective jamming of 
broadband radio systems it is necessary to use jammer with a very similar jamming 
signal, ideally identical, or at least a sinusoidal signal with a very fast step-changing 
frequency, where the rate of frequency change approximately equals to the speed of 
step-changes in the signal of the radio system.   
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3 Conclusion 

Powerful sine wave transmitter is not always the best solution to jam a radio system. 
The above described methods of interference to radio systems were tested on different 
radio networks and terminal equipment. Some systems it is easy to jam, others are 
more resistant. Some jamming methods are more effective than others, but it all de-
pends on the particular circumstances of a particular system. The next step, and at the 
same time the main goal of this research, is the feedback jammer, which disrupts re-
ceiver of the radio system by the signal transmitted from the system itself, suitably or 
randomly phase-shifted and amplified. Feedback radio jammer receives signal from a 
radio system, and immediately returns the modified and amplified signal back to the 
system, which should cause very effective interference. 
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Abstract. Emotional state classification of human speech and recognition accu-
racy of the classifiers is disclosed in this paper. Recent developments in speech
recognition places more emphasis on the extraction of information about the
speech source. This means obtain information about who and how it was said.
This article describes research which seeks to recognize the information from
speaking, emotional state in particular. Emotional state is recognized by using
different classifiers and features of speech by nowadays known systems. Berlin
database of emotional recordings was used to train and test the system. Mel-
frequency spectral coefficients and dynamic coefficients were extracted from the
audio signal of the database. For classification were used Gaussian Mixture Model,
k-Nearest Neighbours and Artificial Neural Networks methods. The main effort
of this research is to examine the accuracy and usability of classifying methods
for detection of human stress status from his speech.

Keywords: Emotional state, MFCC, Speech, Stress

1 Introduction

As the title suggests, this article describes a system for classifying emotional state of
human speech. Emotion is one of the characteristics of human which describes his
mental condition affecting physiological changes in the human body. These changes are
also reflected in the human speech. Information about the emotional state is requested in
many fields. Statistical evaluation of customer satisfaction, his interest in the products
is evaluated by affected emotional state. This information is a direct response to any
stimulus. Information about the emotional state can be used for call centers and the
military, police and fire dispatching.

These are just the first examples of utilizations for speech emotion recognition sys-
tems. It is obvious that the system will have great application in human-machine interac-
tion. Therefore it is appropriate to identify a classification ability of different classifiers
for different emotional states. [1]

2 Speech Emotion Recognition System

System design consists of several blocks, which it distributed to major functions. Input
values for the training and testing to create database of audio signals. Block diagram of
the system is shown in Figure 1

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 654–659.
VŠB – Technical University of Ostrava, FEECS, 2014, ISBN 978-80-248-3458-0.
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Fig. 1. Block diagram of Speech Emotion Recognition System (SERS). The system consists of
a database that is used for training and testing and other blocks that describe the function of the
algorithm.

Train respectively testing is the key step of the system. The quality of the input data,
the audio signal in this case, has a direct impact on the classification accuracy. For this
reason, it is used the Berlin database containing over 500 recordings of actors consists
men and women. The database contains 10 sentences in the seven emotional states. This
corpus of recordings is considered as a high-quality database, because it was created
by professional actors in the sound studio. As mentioned, the speech signal has to be
modified by routine operations such as removing the DC component, pre-emphasis and
segmentation stochastic signal into quasi-periodic frames.

Speech recognition system is context-independent, that meaning take into account
only signal parameters, not content informations. These parameters are the training and
testing vectors for classifiers. The calculation parameters are represented by the Fea-
tures Extraction block that extracts the Mel-Frequency Cepstral Coefficients (MFCC)
and dynamic parameters (first and second derivative of MFCC). [2]

3 Classifiers

Individual research shows that cannot be said which classifier for emotion recognition
is the best. Each classifier or their combination achieved some results accuracy, which
depends on several factors. The success of classifier is directly dependent on the data.
This is derived from the fact that the accuracy varies with the data character such as
the quantity, density distribution of each class (emotions) and the language also. One
classifier has different results with acted database, where the density of each emotion
are equitable and different with real data from call centre where normal (calm) emotion
state occupies 85 to 95 percent of all data. Appropriate choice of parameters has a con-
siderable effect on the accuracy of these classifiers. The following subsections describe
the used classification methods.
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3.1 Gaussian Mixture Model

A Gaussian Mixture Model is a parametric probability density function represented as a
weighted sum of Gaussian component densities. GMMs are commonly used as a para-
metric model of the probability distribution of continues measurements or features in
biometric system, such as vocal tract, in speaker recognition systems as well. Probabil-
ity distribution of the parameter vectors derived from human speech can be described
using GMM.

p(o|λ s) =
Ms

∑
i=1

ws
i ps

i (o) (1)

Where M is number of components for s class, wi, i=1, . . . ,M are weights of compo-
nents complying condition that sum of all weights is 1, p means the probability density
of the components represented by the mean value and covariance matrix Ci. Speaker
model can be described mentioned mixture characterized by the equation below.

λ s = {ws
i ,µ

s
i ,C

s
i } , i, ...,Ms (2)

The criterion of maximum likelihood is found lambda parameters with maximum p
probability density based on sequence parameters O = o1, o2,. . . on obtained from speech,
seen below. [3]

λ s = argmax p(o|λ s) (3)

3.2 K-Nearest Neighbour

In pattern recognition, the k-Nearest Neighbour algorithm (KNN) is a method for clas-
sifying objects based on the closest training examples in the feature space. kNN is a
type of instance-based learning, or lazy learning where the function is only approxi-
mated locally and all computation is deferred until classification. The kNN algorithm
is amongst the simplest of all machine learning algorithms: an object is classified by a
majority vote of its neighbours, with the object being assigned to the class most com-
mon amongst its k nearest neighbours (k is a positive integer, typically small). If k =
1, then the object is simply assigned to the class of its nearest neighbour. The various
distances between the vector xs and xt .

d2
st = (xs− xt)(xs− xt)

′ (4)

The neighbourhood distance is calculated through Euclidean metric. Given an m-by-n
data matrix X, which is treated as m (1-by-n) row vectors x1, x2,. . . , xm.

3.3 Artificial Neural Network

Our emotional state classification problem with high number of parameters can be con-
sidered as a pattern-recognition problem. In this case, it can be used two-layer feed-
forward network. A two-layer feed-forward network, with sigmoid hidden and output
neurons, can classify vectors arbitrarily well, given enough neurons in its hidden layer.
The network is trained with scaled conjugate gradient (SCG) backpropagation.
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Let’s say that, MFCC and dynamic coefficients in this case, are the input vectors
xi where i = 1, ..., d. The first layer of network forms M linear combinations of these
inputs to give a set of intermediate activation variables a(1)j

a(1)j =
d

∑
i=1

w(1)
i j xi +b(1)j j = 1, · · · ,M, (5)

with one variable a(1)j associated with each hidden unit. Here w(1)
i j represents the

elements of first-layer weight matrix and b(1)j are the bias parameters associated with
the hidden units.

SCG training implement mean squared error E(w) associated with gradient5E and
avoids the line-search per learning iteration by using Levenberg-Marquardt approach in
order to scale the step size. A weights in te network will be expressed in vector notation.
[4]

w =
(
...,w(1)

i j ,w
(1)
i+1 j, ...,w

(1)
N1 jθ

(l+1)
j ,w(1)

i j+1,w
(1)
i+1 j+1, ...

)
(6)

4 Results and Discussion

The following settings and features were used in the experiment:

– Input samples - Berlin database of emotional utterances.
• 10 different sentences recorded by 10 different actors (both genders).
• Over 530 samples consisting with 7 emotions: anger, bored, disgust, fear, hap-

piness, sadness, neutral.

– Feature Extraction - computing of input vectors (speech parameters).
• 13 Mel-frequency Cepstral Coefficients cm=[cm(0), ..., cm(12)].
• Dynamic coefficients of MFCC - ∆cm and ∆ 2cm (acceleration coefficients).

– Emotion Classification.
• GMM - 64 mixture components.
• K - Nearest Neighbours (set up 5 neighbours.)
• Artificial Neural Network - Feed Forward Backpropagation.

4.1 Conclusion

This research was aimed at recognizing the stressed out person. It means recognizing
deviations from the neutral state. This state is not defined in the Berlin database. There-
fore, it was necessary to assemble a set of data, so-called ”stress cocktail” from defined
emotional states. The stress of a person can be assembled from emotional states, other
than neutral. Emotions Anger and Fear were used to compile the stress data set that
because these emotional states are reflected most often when a person is exposed to
stressful situations.

As before, the GMM, k-NN and the ANN were used to classify the stress versus
neutral. Results for all three classifiers are shown in Fig. 2. The Receiver Operating
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Fig. 2. Receiver Operating Characteristic of GMM, k-NN and ANN classifier for Neutral vs.
Stress Recognizing.

Characteristic (ROC) is applied for better understanding the system. ROC curve is a
tool for the evaluation and optimization of binary classification system (test), which
shows the relationship between the sensitivity and specificity of the test or the detector
for all possible threshold values.

The graph shows that the classification accuracy for the detection of stress is com-
parable to the classification of different emotional states. ANN achieved the best results
in this experiment. Confusion Matrix for all classifiers is shown in Table 2. Explanation
of cells for this matrix is described in Table 1. The results of Table 2 are presented for
clearer representation of ROC curves.

Table 1. Confusion Matrix - description of cells.

Classifier

Output classes
True Positive False Positive Positive Predictive Value
False Negativ True Negativ Negative Predictive Value

Senzitivity Specificity Precision

Target classes

This experiment shows that these classification methods can be used on the recog-
nition of emotional state. At the same time, the question arises, what emotional states
will characterize stress. The answer will probably depend on which system would be
applied.
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Table 2. Confusion Matrix for ANN, k-NN and GMM classifiers and results for neutral vs. stress
recognition.

ANN k-NN GMM

Neutral
7445

22.1%
1901
5.7%

79.7%
4919

14.6%
2209
6.6%

69.0%
6305

18.8%
3507

10.4%
63.3%

Stress
1684
5.0%

22587
67.2%

93.1%
4210

12.5%
22279
66.3%

84.1%
2824
8.4%

20981
62.4%

88.1%

81,6% 92.2% 89.3% 53.9% 91.0% 80.9% 69.1% 85.7% 81.2%
Neutral Stress Neutral Stress Neutral Stress
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Abstract. This article examines effect of the temperature on the transmission 

characteristics of telecommunication fibers. Presented results show the behavior 

of variously curved optical fibers exposed to the temperatures from 30°C to 

90°C. Temperature effect was studied from the viewpoint of the beam profile 

change and variation of the fiber attenuation. There was observed slight de-

pendence on the temperature on measured fibers, which caused increase in nu-

merical aperture and reduction in fiber's attenuation. 

1 Introduction 

The bent losses are very important parameters of the optical fibers that have influence 

on the transmission parameters. Because the attenuation of the bent fibers is wave-

length depended, it must be monitored in the WDM system to reach equal power in 

all channels. Thermal dependence of the fiber is also important, because some parts of 

the optical lines can be exposed to the very large temperature differences from very 

low, during winter, to very high, when closed parts are exposed to the direct sunshine 

and the thermo optical effect can cause drift in the wavelength powers. 

In this experiment was examined both bend and thermal properties of the single 

mode fibers. We examined the change of the FWHM (full width at half maxima) of 

the beam (measured by the beam profiler) and the change in the fiber attenuation. 

2 Theoretical impact of the fiber bending and heating 

2.1 Temperature 

The temperature change causes several changes in the properties of the optical fiber. 

The main influence is variation of the refraction index and the length. The change of 

optical fiber length is small and results in very small differences in the optical proper-

ties of the fiber. On the other hand, thermally inducted change in the refraction index, 

caused by thermo optic effect, has significant impact on the properties of the fiber. 

The typical refraction index change is from 10
-4

 to 10
-6

 °C
-1

 [1] and its influence to the 

optical fiber properties can be demonstrated by beam optic using the Snell’s law: 

                 (1) 

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 660–665.
VŠB – Technical University of Ostrava, FEECS, 2014, ISBN 978-80-248-3458-0.
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Where n1 and n2 are retraction indices of the core and the cladding, ϕ1 and ϕ2 are the 

angles of the incidence and reflection. In the case of the total reflection (which is case 

of the optical fibers) equation can be expressed by critical angle C: 

       
  

  
 (2) 

If we think about the change of the refraction index as function of the temperature T, 

the previous equation can be rewritten in the following form: 

  

          
     

     
 (3) 

 

The equation shows that the variation of the temperature induces change in the 

magnitude of the critical angle. This affects wave guiding properties of the optical 

fiber and may cause change of the attenuation, especially when the optical fiber is 

bent. 

When we look on the fiber from outside environment, we can use numerical aper-

ture to describe its coupling abilities: 

    √  
    

  (4) 

In this case we can also express the refraction index as function of temperature. 

       √  
       

     (5) 

The change of numerical aperture causes change in the size of emitting/receiving cone 

of the light beam i.e. the beam profile. Because thermo optic coefficient is positive 

and n1 < n2, we can suppose that increasing temperature also increases numerical 

aperture of the fiber and FWHM of the beam profile. 

2.2 Fiber bend 

The bending of a fiber causes coupling light from the fiber core to the cladding. In 

simple models with infinite cladding this results only in attenuation, because energy is 

lost in the cladding. But the real fiber cladding is finite and on the end of the cladding 

is interface between cladding and (usually) coating which is also able to guide the 

light. Several experiments showed that the real attenuation of the fiber is not continu-

ously increasing with bent radius, but there are attenuation peaks and valleys causing 

ripple in the attenuation curve [2, 3]. These oscillations of the attenuation are caused 

by interference of the cladding modes (also known as Whispering Gallery modes) 

with core mode [6].   

Other experiments showed that attenuation peak and valleys are also depended on 

the temperature and causes oscillating of the optical fiber attenuation in order of 

tenths dB of magnitude [4]. 
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3 Measurement and results 

The examined fibers were conventional single mode telecommunication fibers ac-

cording to ITU-T G.652 with coating and protective jacket. The fibers were bent in 

diameter 15 mm, 20 mm, 25 mm, and 35 mm in multiple turns (1 to 4). Bent fibers 

were heated from 30 to 90 °C in water in heater with automatic regulation. Two at-

tributes of fiber were measured: an output power and a beam profile. The beam pro-

file was measured in two axes by rotating slit beam profiler BP-109. The output pow-

er (attenuation) was measured by standalone power meter. Measuring was performed 

on the wavelengths 1310 nm and 1550 nm. The optical fibers was reel in on the pipes 

with given diameter and fixed with adhesive tape. 

 

 

Fig. 1. The beam profile and the output power measurement diagram. 

The measurements results (Fig. 2 and Fig. 3) shows the beam profile of the single 

mode fiber at 1550 nm at x and y axis. We can see different behavior between axis x 

and y. At x axis change in the beam profiles is minimal, but in y axis the beam pro-

files amplitude and diameter increases together with temperature. Increase of the 

beam diameter indicates that numerical aperture of the fiber has also increased. Dif-

ferent results in x and y axis can be result of the polarization of light in the bend de-

formed fiber. 

Fig. 2. The beam profiles in y axis at 1550 nm, 15 mm bend one turn. 
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Fig. 3. The beam profiles in y axis at 1550 nm, 15 mm bend one turn. 

Similar result of the beam profiles has been measured on different combination of 

wavelength, bend diameter and turns count. The change in profiles was always most 

visible only in one of the axis (x or y). The most noticeable change in the beam pro-

file was at small diameters. Here is summary of the FWHM for the 15 mm bend di-

ameter for both 1550 nm and 1310 nm wavelengths, from one to four fiber turns. 

 

 

Fig. 4. The dependece of the FWHM on the temperature at 1550 nm, 15 mm bend diameter. 
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Fig. 5. The dependece of the FWHM on the temperature at 1310 nm, 15 mm bend diameter. 

Graphs on the figures Fig. 6 and Fig. 7 show the output powers that correspond to 

the previous beam profile measurement results. There is slight increase in the output 

power with temperature acknowledging increase of the numerical aperture and magni-

tude of the beam profile. No oscillation of the attenuation peaks was observed mainly 

due to limited available resolution of the power meter. 

 

 

Fig. 6. The dependence of the output power on the temperature 1550 nm 
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Fig. 7. The dependence of the output power on the temperature 1310 nm 

4 Conclusion 

The beam profile measurement results show increase of the FWHM and numerical 

aperture of the single mode optical fiber with increasing temperature. Increase of the 

FWHM was between 10 um and 20 um with the temperature change from 30 °C to 

90°C. The optical fiber was most sensitive for small diameters between 15 mm and 20 

mm. Stronger dependence can be probably reached at smaller diameters. Increasing 

number of turns only increased the attenuation, but didn’t change results of FWHM.  
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Ondřej Zbořil, Tomáš Kajnar, and David Hrubý
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Abstract. This article deals with the implementation of the conical ends of op-

tical fibers and a description of their shapes. The reader is introduced to the 

problems of optical fibers and their potential use for sensor applications. 

Keywords: Optical Fiber, Splicing, Sensor, Tapering, Conical Termination 

1 Introduction 

First of all optical fibers has earned a place the most important telecommunication 

medium for high-speed transmission, with a number of advantages over metallic con-

nections, whether it's a much higher transmission rate, immunity to electromagnetic 

interference and eavesdropping, and last but not least, a much smaller space require-

ments. In recent years, optical fibers are increasingly used in the fields of sensor tech-

nology. 

Today there is a huge variety of optical fiber sensors that can measure a large por-

tion of physical quantities. These sensors use fiber for its activities of various external 

influences acting on the fiber and thereby affect the modulation of optical radiation, 

which is then evaluated in an appropriate manner. 

2 Splicing of optical fibers 

We must follow certain guidelines to proper connecting optical fibers. The ends of 

the optical fibers must be prepared for such an application. When there is imprecise 

connecting or connecting fibers of different cross-sections, it leads to coupling losses. 

Optical fibers can be connected with different methods. The choice of method to bond 

the fibers depends on how we use them. [1] 

 

The methods can be divided as follows:  

 

 Detachable connections  

─ the mechanical splicing  

─ the optical connector  

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 666–670.
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 Permanent connection  

─ Fusion splicing 

 

For this case was used fusion splicing of optical fibers. This is an undetachable 

method of connecting fibers. For splicing of optical fibers is used a special arc fusion 

splicer. This is the most reliable method for connecting the ends of the fibers. Attenu-

ation of classical splice is in the order of hundredths of a dB. Very low attenuation 

values of this method predispose it to connecting long distance paths. 

2.1 Tapering 

Tapered fibers have narrowed part of the profile. This is done by drawing the opti-

cal fiber, for example, in the hot zone of the drawing furnace. In this case was form-

ing by dragging two opposite ends of optical fibers from each other during fusion 

splicing. Example of tapered structure is shown in Figure 1. [2] 

 

 

Fig. 1. Profile of tapered optical fiber. [3] 

 

The tapered fiber could be divided into three parts:  

 l1 - the first part is a classic fiber, usually with a diameter of 125 micron  

 l2 - section with varying diameter fibers called transition  

 l3 - the central part of the tapered fiber is called waist  

 

The tapered part of the optical fiber is interesting for fiber sensor technology, 

where can be experimented with the application of such shapes. Above all it comes to 

fiber sensors with evanescent wave eventually sensors working with the decoupling of 

the optical beam. The more waists are thinner, the better is approach of evanescent 

waves to the analyte. 

Fiber sensors have recently become increasingly popular and their use is still ex-

panding. The fiber sensor can detect physical and chemical variables (temperature, 

pressure, vibration, presence and concentration of certain chemical components, etc..) 
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and their changes. This method is widely used due to its size, weight, low energy 

requirements and resistance to electric and magnetic fields. Fiber sensor applications 

found use in non-traditional fields such as in engineering, in wastewater treatment 

plants or in the biochemical industry and often replaced traditional methods of meas-

urement of the variables. [2] 

The real profile of created tapered fiber is shown in Figure 2. 

 

 

Fig. 2. Real profile of tapered fiber. 

3 Optical Fiber Sensors 

The sensor is responsive to external physical or chemical stimuli, which then con-

verts the physical signal, which is processed by the device. The fiber sensor thus re-

sponds, for example, to temperature, vibrations or chemicals, and it will appear on the 

signal which passes by the measuring fiber. There are used primarily changes the 

amplitude, phase, and wavelength of the optical signal, which are caused due to the 

measurement.  

Fiber sensors are suitable due to their small size and light weight. Such measure-

ments have low power consumption, and although they are sensitive in a wide range. 

Their resistance to external electric and magnetic fields can be in many cases also 

useful. The different types of measurements can be used and current portion of optical 

telecommunication routes. Use of such sensors can be found for example in the pro-

duction of mechanical or chemical, grocery, pharmacy and a large number of other 

industries. [4] 

 

Separation of sensors according to the measured magnitudes:  

 Mechanical - vibration, pressure, displacement  

 Temperature - the temperature around the fiber  

 Electromagnetic - electric and magnetic fields  

 Radiation - reaction using photonic materials  

 Chemical - the presence and concentration of the substances  

 The flow of a fluid vorticity - flow measurement control points  

 Biomedical quantities - monitor temperature, pressure and chemicals 
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3.1 Sensor with evanescent wave  

These sensors are based on the interaction of the detected quantity of evanescent 

wave, which is part of the guided wave, but it is not the wave at all. The phase is con-

stant in the propagation direction, since the phase constant is zero, and the amplitude 

is exponentially decreasing as the attenuation constant is nonzero. It forms at the in-

terface of two media with different optical properties and spread along it, the most 

famous case is a total internal reflection in the fiber. In the direction perpendicular to 

the interface amplitude decreases exponentially and strikes only tens of nm behind the 

interface between two media, where it originated. Optical properties of the cladding 

react to changes due to the detected value. These changes in the optical properties 

affecting the transmitted optical beam and are subsequently detected. [5] 

The intensity of the evanescent wave decreases exponentially with increasing dis-

tance from the interface of the core and cladding. The more evanescent wave extends 

into the analyte, the detection sensitivity. [6] 

4 Conclusion 

The aim of this article was to realize tapered end on different types of optical fi-

bers. Tapering was predominantly on conventional single mode optical fibers with 

dimensions of 9/125 micron. It was also created to compare several samples of ta-

pered splices on multi mode fibers with dimensions of 50/125 micron. 

Profile of tapered fibers was changed as is shown in Figure 2. For single mode fi-

bers have taper waist dimensions 6.2/101.5 microns. Multi mode fibers have a size in 

the waist 35.1/102.3 microns. Geometry of individual tepered fiber samples was very 

similar. 

Attenuation of the tapered single mode fibers was around 0.328 dB for wavelength 

of 1310 nm and 0.296 dB to 1550 nm. This value has exceeded expectations, taking 

into account the deformation profile of the fiber. Tapered joint does not behave like 

attenuator, which is good. 

Tapered multi mode fibers have attenuation value around 0.738 dB for wavelength 

of 850 nm and 1300 nm was 0.473 dB attenuation. These values are still acceptable, 

but are not so favorable as attenuation values for single mode fibers.  

For better access evanescent waves to the analyte would certainly be interesting to 

taper microstructure optical fibers (MOF). Holes in cladding would increase the de-

tection sensitivity of the conically tapered optical fiber.  

We are currently working with a material suitable for the production of optical el-

ements. Once we master the processing of this material, we can form additive layers 

on tapered fibers. These additional layers in combination with the profile of tapered 

fibers would be suitable for the specific sensoric applications. Another research is in 

patent proceedings and for this reason is forbidden by prof. Vašinek to publish this 

nowadays. 

The use of fiber optics in sensors will definitely help the further development of 

optoelectronic technology and the gradual replacement of conventional sensors and 

measuring instruments, which are often large, heavy and sometimes energy intensive. 
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5 Other Activities 

 Co-author on the article for the SPIE conference in Baltimore. 

─ “Optical vibration sensor based on Michelson Interferometer arrangement with 

polarization-maintaining fibers” 

 

 Participation in the project TAČR: TA03020439 

─ Proposal arrangement of project laboratories for science and research and pro-

ject documentation. 

─ Research and development of fiber optic networks and systems, work according 

to specifications and schedule of the project manager. 

 

 Participation in the project SGS: SP2014/147 

─ Studies on the mechanisms of aging elements of fiber optic networks. 
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Abstract. In paper the author proposes that the measurements of the location of 

power lines should be taken by means of a hybrid method which the author 

calls the method of virtual images. This method consists in comparing factual 

photographs which have undergone transformation for the purpose of high-

lighting analysed fragments with a virtual photograph generated in the CAD 

environment on the basis of a three-dimensional model of a studied object. 

1   Introduction 

Any material cable similar to a power line, assumed to be perfectly flaccid, with  

a constant specific weight, suspended in two points, adopts, in the state of equilibrium 

and in the vertical plane, a shape describable by means of the catenary equation.  

A freely sagging line is always deflected from the chord connecting its suspension 

points, and the measure of this deflection is sag f (Fig. 1), which constitutes the max-

imum deflection of the line from the chord. Only when the vertical coordinates of the 

cable suspension points are the same, the sag is determined to be located in the mid-

dle of its length. The shift between the centre of the cable’s cross-section and the 

location of the maximum deflection between the chord and the cable is called devia-

tion, which is measured horizontally. 

 
Fig. 1. Measurement of sag wire position using measurements of angles and distances 

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 671–676.
VŠB – Technical University of Ostrava, FEECS, 2014, ISBN 978-80-248-3458-0.
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The measurement of the location of power lines along a span is difficult to carry 

out. Currently the most frequently measured value is the distance between the lines 

and the ground in selected points. It is measured geodetically by means of tacheome-

ters or dedicated ultrasonic gauges. It is also possible to measure distances by means 

of a laser distance measurer. However, such measurements are difficult to take be-

cause of a small laser beam diameter and power lines’ diameter of a few centimetres. 

The aforementioned measuring methods provide information on the coordinates of 

individual points of an analysed span. If the surveying methods are used, measure-

ments are taken from a certain distance from the axis of the span, while, if a distance 

measurer is used, the instrument has to be located precisely over the lines. The posi-

tion of the whole length of the line can be measured by means of a laser scanner, but 

in view of the cost of measuring equipment, this method is quite expensive. The 

knowledge of the so-called sag is necessary in the engineering practice first of all in 

the places where overhead power lines cross with road, rail or waterway transport 

lines. 

2   The measurements with used the method of virtual images 

The method which can be used successfully for this purpose is photogrammetry or the 

taking of measurements on the basis of photographs. Thanks to such advanced func-

tions as DSM (Dense Surface Modeling), the software creates a cloud of points (simi-

larly to what happens in a laser scanner) which subsequently create nodes of a net-

work mapping the studied geometry. Results acquired from the Photomodeler Scaner 

software for preliminarily processed photographs are presented in Figure 2. Despite 

the fact that the photographs present just one power line, the matching of the acquired 

points is far from ideal.        

   
Fig. 2. Examples of the processed image with the background removed and with superimposed 

points obtained from the photogrammetric measurement 
 

Measurement results are obtained similarly to measurements taken by means of  

a laser scanner. In order to carry out a complete survey of an object by means of both 

a scanner and the photogrammetric method, it is necessary to take measurements 

from at least a few to more than ten locations around an object. An important feature 
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of this method is a possibility of returning to source data at any time and obtaining 

required information thanks to a survey of surroundings at a particular point in time. 

The author proposes that the measurements of the location of power lines should 

be taken by means of a hybrid method which the author calls the method of virtual 

photographs [2][3]. This method consists in comparing factual photographs which 

have undergone transformation for the purpose of highlighting analysed fragments 

with a virtual photograph generated in the CAD environment on the basis of a three-

dimensional model of a studied object. A virtual photograph can be the result of ren-

dering, with particular colours allocated to particular elements of a model or with  

a perspective view in the shading mode. In either case, the knowledge of such param-

eters of the real camera as the focal length as well as the horizontal and vertical view-

ing angles is of primary importance. The consistency of selected elements of analysed 

objects recorded in a photograph with their models rendered in a virtual equivalent of 

a photograph allows the identification of their characteristics or parameters. 

In order to carry out the task successfully it is necessary to determine the position 

of the camera and the vector specifying the direction of the optical axis in a coordi-

nate system aligned with the analysed object. Data concerning the position of the 

camera can be acquired on the basis of measurements of distances and/or angles from 

selected characteristic points, on the basis of a photogrammetric backward intersec-

tion or on the basis of known distances between natural characteristic points or artifi-

cial markers mounted especially for this purpose, for example on a power line's sup-

porting structure. In the analysed case, the adopted points of reference are the ele-

ments of the supporting structure marked in Figure 3 with red dots. 
 

 
Fig. 3. The reference points  
 

In connection with the fact that the required value is the line's sag f, the model in-

cludes assumptions concerning the line's specific weight g, the initial value of the 

line's stress , the span length a, and for the value of the coordinate x, we calculate 

the distance y between the line and the chord. For a flat span, we can use equation 1, 

which approximates a catenary to a parabola. 

)(
2

xax
g

y 


      (1) 

After the virtual photograph is generated, it is compared with the factual photo-

graph, and the result of such comparison is an index determining a degree to which  

a selected line matches its model. The index is based on the definition of the total 

error mean-square, which is the sum of the squared differences between the curves' 
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distances, with the use of the weighting factors wi related to the distance of the ana-

lysed point from the site of measurement taking, in order to allow for uncertainty in 

the determination of the line's position, which grows together with distance (equation 

2). The span is divided into N identical sections. 





N

i

i dws
0

2
      (2) 

An alternative index, which is easy to implement in the graphic environment, can 

be the surface area between the analysed lines. However, in the case of the analysed 

data, the foreshortening effect will result in a situation when, during the course of 

matching, the line located closer to the camera is taken into consideration to a larger 

extent.   

A model case would be to take a photograph comprising the whole span (repre-

senting its longitudinal cross section) in such a manner that the camera's optical axis 

is perpendicular to the line's axis and the photograph's plane is vertical (the single 

picture method). However, because of limited space around power lines, the taking of 

such pictures is frequently impossible. Consequently, it is proposed that photographs 

taken at a large angle in relation to a line's axis should be used. In such a case, the 

calculation of coordinates should include transformations based on both transfor-

mations by rotation and in the further course of processing on projective transfor-

mations [1]. 

The measurements were taken by means of a camera equipped with a 21 MPx full-

frame CMOS sensor, thanks to which a single line has from 2 to 9 pixles on photo-

graphs, depending on the length of a span. A specimen photograph is presented in 

Figure 4. 

 
Fig. 4. The analyzed image 
 

In order to carry out a further part of the analysis, it was necessary to determine the 

location of the camera and the selected distances of the points of reference, i.e. the 

elements of the supporting structure. The positions of the elements of the supporting 

structure and camera at the time of taking measurements were determined by means 

of a GPS receiver and a Disto D8 laser distance measurer; it was also determined on 

the basis of a photogrammetric backward intersection by means of the PhotoModeler 

Scanner programme [4]. The same programme was used to determine the distances 

from the points of reference. The acquired distances between the camera and the 
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selected points of reference located on the supporting structures as measured by 

means of the laser distance measurer and calculated in PhotoModeler are presented in 

Table 1, the differences do not exceed 2%. 

After the determination of the position of the camera, the further analysis required 

information about the location of the point at which the line was suspended on an 

insulator. This position can be calculated by means of the PhotoModeler software or 

acquired from the technical documentation. Furthermore, it is very important to know 

the difference in the elevations of the supporting structures. Its approximation can be 

acquired from detailed topographic maps; it can be also measured by means of GPS 

receivers. In the analysed case, the trusses were located at the same level. 

Joining the lines' suspension points with a chord (see Figure 5), it is possible to 

read the distance between the analysed line and the chord in pixels and subsequently 

convert the result, taking into consideration the angles and the perspective view. 
 

Tab. 1. Distance of the camera from the characteristic points of poles 

Point 

Pole I Pole II 

calculated 

distance 

measured 

distance 

relative 

difference 

calculat-

ed dis-

tance 

measured 

distance 

relative 

difference 

m m % m m % 

1 51 51, 38 0,74 380 379,3 0,18 

2 46 45,20 1,8 375 373,2 0,48 

3 52 51,45 1,1 380 379,4 0,16 

4 45 45,71 1,5 - - - 

5 52 52,15 0,28 382 380,0 0,53 

6 51 52,12 2,1 - - - 

 

 
Fig. 5. The schematic of the analyzed position of a single cable 
 

The proposed method provides for the creation of a simplified, three-dimensional 

model of a line in which vertical lines represent the suspension heights of the lower 

line. The line's sag was calculated after the adoption of stress characteristic for the 

calculating conditions. The use of the "Camera" function, e.g. in the AutoCAD envi-

ronment, and the parameters of the camera's setting and position allows the acquisi-

tion of a perspective view. A vector picture of a virtual photograph is subsequently 
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scaled to a binary picture of a transformed factual photograph in such a manner that 

the line suspension points on both pictures overlap.  

A line in a virtual photograph can be located above or below a line in a factual 

photograph.  In the former case, it is necessary to reduce stress; in the latter, it is nec-

essary to increase the adopted value (step) and calculate the catenary again. The pro-

cedure of creating a virtual photograph as well as comparing and calculating the in-

dex should be repeated iteratively. Every time the mutual position of the lines chang-

es (in the calculations, the mark of the coordinate X of the distance vector), the value 

of the stress step was reduced by half. The iteration is stopped when the adopted crite-

rion is fulfilled. It can be, e.g. a difference between the indexes of less than 5% be-

tween successive iterations or a maximum distance between the lines of, e.g. 1 cm. 

4   Conclusions 

Currently there is no measuring device which could be used for a relatively simple, 

cheap and quick method of determining the position of power transmission lines. The 

application of the known solutions can be limited by high costs, required qualifica-

tions and unfavourable terrain conditions, which has resulted in the commencement 

of work on new methods. The method proposed here allows a relatively quick and 

inexpensive measurement of the position of power lines by way of analysing a series 

of photographs taken by means of a high resolution digital camera. The paper pre-

sents an algorithm allowing the user to perform analyses to a considerable extent 

automatically. The method presented by the author yields good results, but it requires 

some further development work. 
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ul. Prószkowska 76, 45-758 Opole, Poland

m.lasar@po.opole.pl

       

  

           
          

      
 

Abstract. This paper presents the construction of a power boiler plant screens 
and diagnostic methods measure the wall thickness of boiler tubes, using active 
thermography. Presented the results of the first measurement and the results of 
numerical calculations in the cylindrical axial-symmetric system. 

1 Introduction  

Screens power plant boiler undergo constant periodic reviews diagnostic in order to 
observe changes in combustion processes. Early diagnosis of tubular elements of the 
boiler allows to prevent accidents that could hinder or completely stop the power plant 
unit.Diagnostics screens industrial process is, in this case the change in wall thickness 
which varies in the mixture of the pulverized coal combustion. Pipes screen standard 
with a thickness of 5 mm. Accuracy of a single field of the screen shows the table 1 in 
which thickness measurements are presented ultrasonic thickness gauge made 
Olympus DL37. The standard deviation is 0.086 mm. 

 
Tab. 1. The results of measurements of the thickness of the screen 

Measurements Pipe 1 Pipe 2 Pipe 3 Pipe 4 

1. 5,00 5,02 5,13 4,85 

2. 4,96 5,05 5,12 5,04 

3. 4,92 5,04 5,05 4,99 

4. 4,99 4,90 4,92 4,83 

5. 5,05 5,04 4,89 4,88 

6. 4,96 4,99 4,92 4,87 

7. 4,94 5,01 4,96 4,89 

8. 4,94 5,09 4,92 4,82 

9. 4,94 4,99 5,02 4,98 

10. 4,90 4,99 4,91 4,95 

11. 4,90 5,16 4,99 4,98 

12. 5,03 4,97 4,97 4,97 

13. 5,24 4,91 4,92 5,16 

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 677–682.
VŠB – Technical University of Ostrava, FEECS, 2014, ISBN 978-80-248-3458-0.
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Figure 1 shows a screen, which consists of 15 interconnected pipes with a length of 
3,8 m. Measurements were performed on every fifth tube at a distance of 30 cm. 

 

 
Fig. 1. Part of the screen before installing  

 

Before measuring the thickness of the walls were made a series of scans the surface 
of the screen (Figure 2.) Using a laser scanner Trimble FX. 

 

 
 Fig. 2.   Scan the boiler screen 
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The scanner uses a measurement of the phase shift and the accuracy of the meas-

urement can be expressed by the equation: 

 

                                                       (1) 

 

where: 

     – length of the electromagnetic wave, 

     – signal to noise ratio. 

 
This was done after 10 scans for three distances (5 m, 10 m, 15 m) from the scan-

ner screen. Then scans were superimposed using crutches landmarks that were at-
tached to the edge of the screen before scanning (Figure 3). 

 

 
Fig. 3.   Scaning process 

 
During the repair of the block is also the wall thickness is measured using a thick-

ness gauge. The measurement values are interpolated because it is not measured each 
pipe only every fifth or every tenth pipe at intervals of 2-3 meters vertically. 
The areas where the thickness is below 3 mm screens are replaced. This process is 
time consuming because the screen of the boiler is about 90 meters high.  

Figure 4 shows a single scan line of the screen and the cross of the boiler. We can 
see that the geometry of the boiler screen isn’t perfect. 
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Fig. 4.   Scaning process 

 
 
The proposed method is dedicated to the initial diagnosis of screens involving the 

identification of the wall thickness of boiler pipes using active thermography. The 
source of initiating a change in the pipe wall temperature of the stream of water. 

In the laboratory, was used the infrared camera VarioCam Head with a standard 
lens with a focal length f = 25 mm and an angle of view of 32 ° x 25 °. For a real 
object (because of the considerable size of the installation) will be used a telephoto 
lens that has a focal length of f = 100 mm and an angle of view of 8 ° x 6 ° - with it 
you can get a 16-fold increase in resolution small field of view. Has developed a 
method of the sequence of images and obtaining high-resolution thermal images [1]. 

Part of the flow test stand consists of a storage tank of the water heater and the in-
stalled thermostat temperature control system, from which, by means of a pump, water 
is pumped into two pipes of the nominal diameters 50 and 25 mm, which then returns 
to the tank. Currently, the main section of the measuring pipe is roughly in front of 
which was installed water meter with pulse output. At the beginning and at the end of 
nozzles installed on a Pt100 temperature sensor and a series of thermocouples. From 
the hardware for data acquisition module is used for measuring and control Compact-
DAQ 9178 C Series modules, temperature measurement with RTD’s and thermocou-
ples, and pulse input. Program execution is carried out measurements in LabVIEW 
application. 

During registration was observed adverse event related to automatic correction of 
thermograms and self-calibration of the camera. Measurement corrections based on 
the known a priori known temperature in the area.  

Figure 5 shows a pipe with three ground joints (0.05 mm 1 mm, 1.5 mm). On the 
thermogram these are noticeable during the pumping process has the system. 
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Fig. 5.  Pipe with ground joints and thermogram during the experiment 

 
There is a noticeable difference in temperature (approximately 1 K) in the steady 

state comparable between the measuring points. It can also be used to determine the 
changes in wall thickness [2].  

The problem of heat exchange system shown cylindrical and both the temperature 
distribution in the jacket tube and in the space surrounding a well recognized due to 
numerous applications, including heat exchangers, in particular air heaters. Is typically 
determined or the temperature distribution of the heat flux, depending on the parame-
ters of the test system. Are used for calculation of energy balance equation Fourier-
Kirchhoff (2), which describes the phenomenon of heat conduction 

q
t

T
cTk −

∂
∂=∇ ρ2     (2) 

 
where:  

 k- coefficient of thermal conductivity 
   c - heat capacity, 
      ρ - density of the material, 
      q - performance of the heat source 
 
Due to the nonlinearity of the phenomena, the solution of the inverse problem re-

quires numerical methods used. For this purpose, a mathematical model was built in 
an ANSYS'14 using FLUENT tool (Figure 6). 
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Fig. 6.   Model rury w środowisku Ansys FLUENT 

 
There is a need to model the phenomenon of fluid flow (at a given time as a func-

tion of temperature change), heat conduction and convection heat transfer. Currently, 
the model parameters are tuned to achieve compliance measurements and calculations. 
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Abstract. The paper describes a method for obtaining an equivalent thermal 

model of a winding with impregnation resin, in order to simplify the calculation 

of temperatures in electrical machines. 

1   Introduction 

Thermal performance is one of the main factors limiting electrical machines output 

capability. Thermal phenomena determine volume power density and lifetime of elec-

trical motors. Recently, in the thermal analysis of electrical machines, field methods 

are used [1]. One of the main problems in thermal study of electrical machines con-

cerns modeling windings, where the temperature rises the highest value. However, use 

of the finite element method (FEM) to locate hot spots in slots is associated with high 

cost of numerical analysis. Due to heterogeneous structure of winding it is needed to  

apply a highly detailed and dense meshed numerical model. It is especially for wind-

ings comprising individual copper conductors, enamel, impregnation resin and air. In 

such cases proper modeling needs subdivision the slots regions into separate parts 

representing each material. The alternative approach might be a model wherein the 

winding is represented by the homogenous region, which allows to reduce the compu-

tation cost. The objective of the present study is  to replace the winding with randomly 

placed conductors by the homogeneous material which results in the same thermal 

properties  [3].  

2   Equivalent thermal conductivity of the slot 

Proper modeling of the windings, in particular the winding with randomly placed 

coils, poses much difficulty due to the high complexity of this element. In order to 

determine the effective thermal conductivity λei of the winding with impregnation resin 

it was decided to build a set of two coils with and without impregnation resin (Fig.1a). 

The coils were arranged in the slot of the stator segment. In both coils there were 

placed five K-type thermocouples (T1-T5) along the height of the slot (Fig.1b). 

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 683–686.
VŠB – Technical University of Ostrava, FEECS, 2014, ISBN 978-80-248-3458-0.
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Fig. 1. Constructed coils (a) and arrangement of the thermocouples in the coil (b) 

Figure 2 shows a schematic diagram of the proposed method of determining the 

thermal conductivity of the impregnated windings. 

 

 

Fig. 2. The proposed method of determining the thermal conductivity of impregnated windings 

The first step is the homogenization of the conductors with the enamel. In order to 

determine the equivalent thermal conductivity of the conductors with enamel the for-

mula presented bellow was used: 
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where: d’ – diameter of the conductor with enamel, δe – thickness of the enamel layer,  

λe – thermal conductivity of enamel. 

 

Next, the effective thermal conductivity of the winding taking the random 

distribution of the conductors into account was determined. For that purpose a 

numerical model of the representative sample of the winding was built. Utilizing the 

elaborated model the effective thermal conductivity of the winding without impregna-
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tion resin  λeni can be determined. Imposing boundary conditions shown at Fig. 3.a, in 

x-axis dirction for example, this quantity was obtained using following formula [2]: 

21

 

ϑϑ
λ

−

⋅

=

lq
x

xeni

 (2) 

where: qx – heat flux transferred across the wall, l – the thickness of the wall, ϑ1,ϑ 2 –

the temperatures of the walls, λeni x – thermal conductivity of the winding in the x-axis 

direction. 

 

For the model defined with the slot fill factors f=51% the coefficients of thermal 

conductivity determined in x- and y axis direction are: λeni =0.1 W/(mK). 

Knowing the power losses in the coil without impregnation and its thermal 

conductivity the heat transfer coefficients α form the stator segment can be estimated. 

In the analyzed problem the coefficient α for the outer surface of the stator segment 

α1=10W/(m
2
K), while for the remaining surface α2=6W/(m

2
K) (Fig. 3b). 

 

   

Fig. 3. FE model of the winding sample (a); The values of the coefficient of heat transfer for 

stator segment (b) 

While maintaining the same measurement conditions for both coils it is also possi-

ble to use these heat transfer factors for coils with impregnation resin. Then, based on 

the impregnated coil FE thermal model and the results of measurements the coefficient 

of thermal conductivity of the impregnated winding λei, were estimated. Their values 

are equal 0.18 W/(mK).  

Figure 4 shows the temperature distribution along the height of the stator slot 

obtained from the FE thermal model, which was compared with the measurement 

results. As it can be seen from the figure the error between the calculations and meas-

urements results in the middle of the slot did not exceed 0.2°C. The differences in the 

other measurement points are probably due to the nonuniform distribution of the 

winding wires in the slot and the technical difficulties in direct and uniform 

distribution of the thermocouples along the height of the slot. 
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Fig. 4. Variation of the temperature along the height of the stator slot 

3   Summary 

The method of homogenization of the impregnated winding with randomly placed 

conductors was presented in the paper. The method of modeling the randomly wound 

coils in case of presence of slot insulation results in better representation of the  tem-

perature distribution over the stator slot. The method of analysis is characterized by  

relatively low computation costs. 
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Abstract. This paper describes stimulation system designed for functional mag-

netic resonance imaging (fMRI). In the Radiodiagnostic and Interventional Ra-

diology Department (ZRIR) of the Institute for Clinical and Experimental Medi-

cine (IKEM) in Prague a system for stimulating brain activity in fMRI experi-

ments has been developed. In usual cases, such system is not a standard part of 

MRI scanners. Therefore, to be able to fulfil new requirements in research pro-

jects and clinical fMRI examinations a new Stimulation System (StimSys) had to 

be designed and implemented. The StimSys system incorporates hardware part 

and Java-based control software. The hardware consists of a scanner room trans-

ceiver and StimSys module equipped with transmitters and receivers for optical 

data transmission, and a converter (Arduino Mega 2560) for communication with 

dedicated computer. 

Keywords: StimSys, fMRI, functional MRI, Arduino 

1 Introduction 

Functional MRI (fMRI) is a magnetic resonance imaging based neuroimaging tech-

nique which allows to detect the brain areas being activated during a task, a process, or 

an emotion by detecting associated changes in blood flow. This technique is based on 

the fact that cerebral blood flow and neuronal activation are coupled. When a region of 

the brain is activated, blood flow to that region increases (hemodynamic response). 

Change of oxygenated and deoxygenated haemoglobin concentration ratio causes dis-

tinguishable increase of MR signal called BOLD contrast (Blood Oxygen Level De-

pendent). This contrast enables mapping neural activity in the brain related to energy 

use by brain cells [1]. 

Particular fMRI images of the brain are acquired in different conditions – in a state 

of rest or during stimulation. Each of the condition is repeated several times. The stim-

ulation is mostly evoked by an external stimulus, which activates certain brain regions. 

In fMRI measurements it is necessary to synchronize alternation of the rest states and 

c○ M. Krátký, J. Dvorský, P. Moravec (Eds.): WOFEX 2014, pp. 687–692.
VŠB – Technical University of Ostrava, FEECS, 2014, ISBN 978-80-248-3458-0.



688 Jan Rydlo, Pavel Dvořák, and Jaroslav Tintěra

the stimulation with the image acquisition for later statistical evaluation. Also recording 

of the examined subjects responses to the stimuli with the precise time of these re-

sponses are required. 

The system for automatic synchronization is implemented by StimSys system. It in-

corporates software and hardware part. The control software allows creating audio as 

well as visual sequences to be presented to the examined subject. Design of the hard-

ware (see Fig. 1.) is influenced by possible disturbance of the scanner by external ra-

diofrequency (RF) signals. Every conductor directly led into the magnet room transmits 

undesirable interferences from the outside causing artifacts and noise in the acquired 

MR images. The most convenient and reliable possibility to resolve this is using an 

optical fiber connection between the magnet room and the dedicated computer. The 

next possibility is the combination of a metal wire and a band-rejection filter. 

 

Fig. 1. Schematic organization of the fMRI experiment. 1. the shielded magnet room, 2. the 

MR scanner, 3. the examined subject, 4. a head coil equipped with a mirror, 5. a screen for rear 

projection, 6. a response pad, 7. the magnet room transceiver, 8. the StimSys module, 9. the 

control computer. 

2 Hardware StimSys 

The hardware of the StimSys system consists of two modules. The first module (magnet 

room transceiver) was designed to be a separate device in the magnet room. It is sup-

plied from a rechargeable lead-acid battery to avoid use of metallic line conducted from 

the outside of the shielded magnet room. Fig 2. shows the block diagram of the trans-

ceiver. 
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The 12 V and 2 Ah battery is suitable for the power supply due to the 60 mA optical 

transmitter HFBR-1528 current consumption. The battery is protected from deep dis-

charge by the battery control board. A connector for an external charger is connected 

to the battery. While the charger is plugged in, this connector disconnects all boards’ 

power supply and only the battery is connected to the charger. The voltage indicator 

shows the battery voltage on a LED display. The transmitter board fitted with four op-

tical transmitters HFBR-1528 is connected to D-SUB periphery connector and LED 

indicators. The periphery is a MR compatible device for examined subject feedback, 

e. g. response buttons. The receiver board fitted with four optical receivers HFBR-2522 

is connected to the switch board which enables control optional external devices using 

relays. 

 

Fig. 2. Block diagram of the scanner room transceiver. 

The second module (StimSys module) was designed to be a device connected to the 

dedicated computer. It is supplied from the computer USB interface. Fig 3. shows the 

block diagram of the device. 

The trigger board can receive scanner synchronization pulse from optical fiber (con-

nected Siemens MR system trigger outputs) using optical receiver HFBR-2528 or from 

coax cable TTL level signal using optocoupler 6N137. A monostable multivibrator pro-

longs the pulse to a duration of about units of milliseconds because of the sampling rate 

limit of Arduino converter. The receiver board fitted with four optical receivers HFBR-

2522 is connected to the Arduino converter. The converter controls the switch board 

inside the nodule and also controls the transmitter board fitted with four optical trans-

mitters HFBR-1528 to control the switch board in the magnet room transceiver. Two 
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HFBR-4505 optic connectors equipped with phototransistors are connected to Arduino 

converter analog input pins. These inputs are used for receiving signals (axes x and y) 

from MR compatible joystick which is implemented as a separate device inside the 

magnet room. The module incorporates also the audio board which indicates power of 

sound delivered to the subject by scanner audio system [2]. 

 

Fig. 3. Block diagram of the StimSys module. 

3 Software StimSys 

The StimSys software has been built to facilitate the design of paradigms for fMRI. It 

registers scanner synchronization pulses, performs presentation of paradigms according 

to previously set parameters, records digital (e. g. response buttons) and analog (e. g. 

joystick) signals, and drives digital outputs used for control external devices from the 

magnet room transceiver and from the StimSys module. The graphical user interface 

was designed to be user friendly according to user demands (see Fig. 4.). 

An open source electronic platform Arduino was chosen to interface the application 

with the used hardware, specifically the Arduino Mega 2560 board. This board provides 

sufficient time accuracy and also meets the requirements for easy settings. The Arduino 

communicates with computer means of USB virtual serial port. 
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The StimSys software allows creating audio as well as visual (images or movies) 

sequences to be presented to the subject. It can also display any grid or image as a back-

ground for cursor movement controlled by the joystick. Important feature of the soft-

ware is possibility to split repetition time (TR) to any number of intervals and execute 

more stimuli during one fMRI image acquisition. To avoid an undesirable delay of the 

stimulation, all data are loaded before the fMRI image acquisition starts and are only 

displayed on screen during the acquisition. The image presentation is delayed about 

units of milliseconds, the audio sequence is delayed not more than 50 ms and movies 

not more than 100 ms. Due to these delays the measurement is sufficiently accurate. 

During the image acquisition digital and analog data are registered from the inputs. 

These data are saved to a text. Pairs of values are saved from digital inputs (start time 

and duration of onset), from analog inputs any time and value are saved. 

The StimSys application uses external libraries 

 jSSC (Java Simple Serial Connector) for serial communication with the Arduino 

 JMF (Java Media Framework) for playing the audio files 

 FOBS library for playing movies in AVI format 

The application was developed in Java language and emphasis was laid on easy service 

and future extensions. All files are structured to packages and also Model-View-Con-

troller pattern was used for implementing user interfaces [3]. 

 

Fig. 4. Graphical user interface for control the fMRI experiment. 

4 Conclusion 

The StimSys hardware and software was designed, implemented and tested. After tun-

ing the system has been commonly used for the fMRI experiments in IKEM in the 
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research projects and the clinical examinations. The entire system can be extended ac-

cording to user requirements. 
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Ronovsky, Ales, 556
Rozhon, Jan, 638
Rusnok, Stanislav, 120
Rydlo, Jan, 687

Safarik, Jakub, 644
Shen, Junwen, 269
Silber, Adam, 538
Skanderova, Lenka, 395
Slabý, Roman, 275
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Zapletal, Jan, 562
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