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1. Introduction


The problem of attitude reports has been thoroughly discussed by many philosophers and logicians. Though it is a familiar ground to almost everybody who is involved in providing a formal account of the semantics of a natural language, let us briefly recapitulate why there exists a problem at all regarding the semantics of propositional and notional attitude reports. The goal of formal semantics is to assign meanings systematically to (reasonable) expressions of a natural language. What meanings are taken to be varies from theory to theory but some version of the principle of compositionality (the meaning of a composed expression is a function of the meanings of its parts) should be always taken into account. But it is just the case of attitude reports which seemingly appear as if not obeying the desirable principle of compositionality. If we were content to give a semantic account of a sufficiently restricted subset of a natural language, excluding modalities and propositional attitudes, among others, it might seem to be sufficient to conceive meanings of sentences to be simply their truth values. But as soon as we take into account modal or attitude contexts, substitution of embedded sentences with the same truth value does not preserve the truth value of the embedding sentence. The problem was noticed already by G. Frege in his article [Frege 1892] where he had to admit that his classical denotational approach was untenable. (There is obviously something deeply counterintuitive about the claim that the meaning of a sentence is its truth value but it was just the case of „indirect contexts“ which made Frege to be aware of the general untenability of this claim.) His well-known solution consisting in splitting the meaning into sense and reference can be called contextual approach and it suffers from two flaws, namely its contextualism and its not specifying what the sense is. 


The standard response to this problem has been to take the meaning of a sentence to be the set of possible worlds in which it is true (or, more precisely, a proposition denoted by the sentence, i.e. a partial function mapping the set of possible worlds into a chronology of members of the type {True, False}). The use of such approach originated with Montague [Montague 1974] and has been a dominant approach in the field. Possible-world semantics yields more plausible meanings of sentences than, e.g., Tarskian semantics, and it handles the problem of modal contexts. (In the cases like „It is necessary that S“, where S denotes the trivial constant proposition TRUE - true in all possible worlds and time points, the substitution of any empirical sentence S’ for S is blocked, for S’ denotes a non-trivial proposition.) Yet propositional-attitude reports require an even narrower individuation of meanings of sentences in order to pass the substitution test. This is extremely clear in the case of mathematical sentences, where this approach links every (true) mathematical sentence with the constant proposition TRUE, and the well-known paradox of omniscience is unavoidable. (David Hilbert, e.g., as a competent mathematician, certainly believed many mathematical truths, without his believing that the first-order logic is undecidable.)


It might seem that the above example concerns only the case of an analytic embedded sentence, i.e. a sentence denoting a constant (true or false) proposition, and that in the case of empirical embedded sentences what is believed, known, etc. is the state-of-affairs referred to by the embedded sentence, i.e. a proposition. This would lead to a dualism: the type of propositional attitudes to mathematical (analytical) clauses would differ from the type of attitudes to empirical clauses. This dualism was defended in [Materna 1984] and rejected in [Duží 1996] and [Materna 1998] for the following reason: There are (theoretically) infinitely many equivalent transformations of one and the same sentence and, indeed, „X B’s that S“ and „X B’s that S’“ (where B is an attitude verb such as believe, know, realise, and S, S’ are embedded sentences) can differ in truth value even if S and S’ are logically equivalent (i.e. denote one and the same proposition). A student can easily believe that it is not true that if A then B without his believing that A and not B. It is not at all a problem of linguistic understanding that students are unable to draw some inferences. However, as we show below, a certain kind of such a dualism can be defended in the case of notional attitudes (see also [Jespersen 1998]).


Now a question arises: How fine-grained must meanings be? The obvious structural sensitivity of the attitude reports suggests that meanings should be individuated almost as finely as sentences of a natural language to avoid undesirable entailments among attitude reports. Yet we do not accept theories of the attitudes as relations to syntactic objects, the simplest form of which is sententialism ([Quine 1990], in a way [Stalnaker 1984]). A thorough criticism of Quine’s approach can be found in [Tichý 1988, p.12-14], showing its counterintuitivity; there is also a problem of quantifying into attitude contexts that is particularly troublesome for syntactic theories ([Moore 1995]).


Carnap [Carnap 1947] was also aware of the problem of attitude reports. He says that belief sentences are neither extensional nor intensional with respect to the subsentence S, and the explication of these contexts requires a stronger meaning relation than identity of intension. (In [B(uerle, Cresswell 1989] these contexts are referred to as hyperintensional contexts.) According to Carnap, two sentences S and S’, to be mutually substitutable in belief sentences, must have more in common than intension, they must have the same intensional structure. His relation of intensional isomorphism is more plausible for giving an interpretation of belief sentences avoiding the so-called paradox of analysis than, e.g., Quine’s approach. Yet it has been criticised already by A. Church in [Church 1954], where two predicate constants are introduced which are L-equivalent but not synonymous, thus creating two intensionally isomorphic sentences - one of them certainly believed to be true while the other not. Church proposes that ‘synonymous isomorphism’ should replace Carnap’s intensional isomorphism as a criterion of identity of belief. We cannot but agree, still, as he admits, it remains being necessary to provide a determination of synonymy (for such a definition see [Duží 1996]). Another example of a general insufficiency of Carnap’s solution can be found in [Tichý 1988, pp.8-9].


There are many other attempts to solve the problem of attitudes, to name at least Cresswell’s ‘structured meanings’ [Cresswell 1985] or Zalta’s ‘abstract objects’ [Zalta 1988], the criticism of the former can be found in [Tichý 1994] and of the latter in [Materna 1998], and it is out of the scope of this paper to give an exhaustive and critical list of them. A good survey can be found, e.g., in [B(uerle, Cresswell 1989] and an outline of the history of these attempts see, e.g., [Aho 1994]. To sum up, we look for structured entities that are encoded by linguistic expressions, that are objective, independent of a particular language, and that serve as an explication of Frege’s sense, i.e., that stand for the meaning of an expression. In our opinion, the most adequate solution overcoming the flaws of the above mentioned approaches is offered by Tichý’s Transparent Intensional Logic (TIL) [Tichý 1988], in particular by his theory of constructions.


2. Transparent intensional Logic 


Here we will not repeat all the motivations for and philosophical aspects of introducing constructions as non set-theoretical entities being assigned to expressions of a natural language as their meanings. This has been sufficiently explained in [Materna 1998]. In [Duží 1996] propositional attitudes have been analysed as constructional attitudes, which enables us to avoid undesirable entailments without falling into paradoxes. The exact definition of synonymy has been provided here as well. Instead, after giving some necessary definitions (a slightly modified version of [Tichý 1988]), we concentrate on the problem of existential quantification into „intentional contexts“ (EQI). First, in Section 3, we examine this problem as regards propositional attitudes, and, in Section 4, we study notional attitudes. The problem of EQI has been studied in [Materna 1997]. Since his analysis is unfortunately slightly deformed by some technical errors, and his correcting remark has not been published, this paper is meant also as a remedy of this study. Moreover, the proposed analysis of notional attitudes is here broader.


Def. 1 (Constructions)


Atomic constructions are variables. For every type (see Def. 2) let a countably infinite number of variables be at our disposal. A variable is an incomplete construction which constructs a definite object of the respective type dependently on valuation (i.e. a total function associating any variable with just one object of the given type). We say that variables v-construct, where v is a parameter for valuations. 


If X is an object whatsoever (it may be even a construction), then 0X is a construction called trivialization. 0X constructs simply X without any change.


If X is a construction which v-constructs a function with values in a set ( whose arguments are n-tuples of elements of types (1,...,(n, and X1,...,Xn are constructions which v-construct elements of  (1,...,(n , respectively, then [X X1 ... Xn] is a construction called composition.  If the function v-constructed by X is not defined on arguments v-constructed by X1,...,Xn, the composition does not v-construct anything: it is v-improper. If any of X1,...,Xn is v-improper, the composition is v-improper. Otherwise the composition v-constructs the value of the function v-constructed by X on arguments v-constructed by X1,...,Xn.  


Let x1,...,xn be distinct variables ranging over the sets (1,...,(n, respectively. Let X be a construction that v-constructs members of a set (. Then [(x1...xnX] is a construction called closure (or traditionally abstraction); it v-constructs the following function F: Let (b1,...,bn( be an n-tuple of the members of (1,...,(n, respectively. Let v’ associate xi with bi (1 ( i  ( n) and be in other respects the same valuation as v. Then if X is v’-improper, F is undefined on (b1,...,bn(. Otherwise, the value of F is the object v’-constructed by X.


Anything is a construction only due to i) - iv).


The theory of constructions in TIL is based on the theory of types which makes it possible to avoid the danger of vicious circle, and due to its infinite hierarchy of types we are not bound to a particular order. The reason for not being satisfied with the Simple Theory of Types is that we have to account for the possibility that a construction v-constructed again a construction or a class of constructions, etc. In a natural language we can speak not only about first order entities but also about constructions, in other words, concepts can be not only used but also mentioned [Duží, Materna 1994], and they can be concepts of concepts. Thus every construction is of (which means belongs to) a given type, and constructs an entity of a ‘lower’ type. The Ramified Theory of Types is therefore used in TIL:


Def. 2 (Ramified hierarchy of types).


Let B be a base, i.e. a collection of pairwise disjoint non-empty sets. In our case, let B be the collection {(, (, (, (}, where ( is the set of individuals, ( is the set of truth-values, ( is the set of time points/real numbers and ( is the logical space, members: possible worlds.


T1  


Every member of B is an (elementary) type of order 1 over B.


Let (, (1, ..., (n be types of order 1 over B. Then the set of all (partial) functions with domain (a subset of) (1 ( ... ( (n  and range (a subset of) (, denoted by (( (1 ... (n), is a type of order 1 over B.


 A type of order 1 over B is only what obeys points i) and ii).


Cn 


Let x be a variable ranging over a type of order n. Then x is a construction of order n.


Let X be a member of a type of order n. Then 0X is a construction of order n.


Let X, X1, ..., Xm be constructions of order n. Then [X X1 ... Xm] is a construction of �order n.


Let x1, ..., xm, X be constructions of order n. Then [(x1...xm X] is a construction of order n.








Tn+1 


Let (n be the set of all constructions of order n.


(n and every type of order n are types of order n + 1.


If (, (1, ..., (m are types of order n + 1, then (( (1 ... (m) (see T1 ii)) is a type of order �n + 1.


iii)  Nothing is a type of order n + 1 unless it so follows from i), ii).


Notes: 


Quantifiers (( - general and (( - existential are functional objects of type ((((()), singularizer I( is an object of type ((((()). Instead of [0(( (x...], [0(( (x...] we will use the usual notation (x..., (x... . Similarly instead of [0I( (x...] we will write (x... (the only x such that ...). We will also use the classical infix notation without trivialization when writing logical connectives and equality signs.


Let ( be any type. Then intensions are members of the type (((()() which will be abbreviated as (((. Let X be an intension of a type (((, w, t variables ranging over (, (, respectively. We will write 0Xwt instead of [[0Xw]t].


Examples: Propositions are mappings of the type (((, relations-in-intension between members of types (1,...,(n are mappings of the type (((1...(n)((, properties of individuals are objects of the type ((()((, individual offices (Church’s individual concepts) are objects of the type (((. Propositional attitudes are defined as relations (-in-intension) between an individual and the respective construction of the embedded proposition: they are ((((n)(( - objects (n mostly equal to 1).


3. Propositional attitudes


Using constructional approach, we can easily see that there is no paradox in student’s believing that it is not true that if A then B without his believing that A and not B. The student can master language perfectly well but he lacks knowledge of an elementary logical law; we have to teach him that the two embedded that-clauses are equivalent. Since they express different constructions, they do not have the same meaning and are, therefore, not intersubstitutable. This seems to be indisputable. Yet a question can arise whether this constructional approach is not in a way too restrictive, too fine-grained. M. Richard in [Richard 1990, p.17,18] says: „In general, if it is just possible that X believes that A be true while X believes that B not be true, then we have to assign the terms ‘that A’ and ‘that B’ different things“. But at the same place he claims that „two ‘that-clauses’ name distinct things if they have distinct enough structure: The structures of sentences of the forms ‘A and B’, ‘B and A’ may not be different enough while the structures of ‘not (A ( B)’, ‘A and not B’ are.“ Applying our conception consequently, we get that ‘A and B’, ‘B and A’ express two different constructions (0[A ( B] ( 0[B ( A]), hence we have to admit that it is possible to believe that A and B while not believing that B and A.


Another context in which constructional approach might seem to be too restrictive is the problem of existential quantification into ‘intentional contexts’. Borrowing Materna’s example, our logical intuition says that (2) logically follows from (1): 


(1)     Charles believes that 7537 is a prime number.


(2)     There is a number x such that Charles believes that it (x) is a prime number.


But it can be easily shown that in this case constructional approach is not too restrictive, just opposite, it is fully justified and necessary; it reveals the core of non-triviality of the problem of EQI: The analysis of (1) is as follows:


(1’)     (w(t [0Bwt 0Ch 0[0Pr 07537]]   (where B(elieve)/((((1)((, Ch(arles)/(, Pr(ime)/(()


Now trying to analyse (2), we get into troubles. The first attempt might look like (2’):


(2’)     (w(t (x [0Bwt 0Ch 0[0Pr x]]   (x ranging over ()


which is certainly not correct. Variable x occurring „inside“ the context is here „(-bound“ [Materna 1998] by the outer trivialization and cannot be therefore quantified. Indeed, this is quite comprehensive and correct: the variable is here mentioned rather than used. (If the constructional approach were not used, the analysis of (2) would be seemingly easier; we would carelessly „quantify into“ the context, which would not be correct just for the above reason.) The way out consists in using two special functions, namely substitution function Subn and trivialization function Tr(: 


Let C, d, E be constructions of order n, d be a variable. The function Subn, type ((n (n (n (n), is a mapping which, applied to (C, d, E), returns the construction which is the result of (correctly) substituting C for d in E. 


Let ( be a type of order n, a be an object of the type (; the function Tr(, type ((n (), applied to a, returns the trivialization of a. (So that, e.g., [0Tr( 02] constructs 02, [0Tr( x] constructs the trivialization of the number v-constructed by x.)


Now the correct analysis of (2) is as follows:


(2’’)     (w(t (x [0Bwt 0Ch [0Sub1 [0Tr( x] 0x 0[0Pr x]]]


The entailment of (2’’) from (1’) is justified: Let W, T be a possible world and time point, respectively, such that for the valuation v: w ( W, t ( T the construction 


[0Bwt 0Ch 0[0Pr 07537]] v-constructs True. Then there is an object of the type ( the trivialization of which can be substituted for x in [0Pr x], viz. the number 7537.


Consider another inference - the well-known Quine’s example [Quine 1956]: From 


    Ralph believes that the tallest spy is a spy


we should be able to infer


    Something is such that Ralph believes it to be a spy.


This example has been the subject of much dispute [Zalta 1988]. The problem is what to say about the situation in which Ralph does not have a slightest idea who the tallest spy is and the inference in question seems to fail. Of course, his belief cannot concern a definite individual. It concerns instead an individual office, an (((-object, constructed by [(w(t [0Talwt 0Swt]] (S - an ((()((-object, a property of being a spy, Tal - a ((((())((-object, an intension which associates with every world-time couple the function that selects the tallest individual (if any) from any class of individuals). Now there is no failure of inference here. From the proposition constructed by


(3’)    (w(t [0Bwt 0R 0[(w(t [0Swt [(w(t [0Talwt 0Swt]]wt]]]


the proposition constructed by (4’) follows:


(4’)    (w(t (c [0Bwt 0R [0Sub1 [0Tr c] 0c 0[(w(t [0Swt cwt]]]]


(where variable c ranges over (((). 


(Materna’s solution in [Materna 1998] concerns existence of a construction (c ranging over (1), which is correct but in a way weaker.)


The next example deals with the problem of believing in something that does not exist. Existence has a special feature, namely the fact that if existence were ascribed to individuals, then all the existential questions would be a priori answered positively. Since any individual is trivially one of the individuals that are, all the ascribing of the attribute of existence would be tautologically true. Some philosophers who deal with this peculiarity of existence usually come to the conclusion that it is simply not a property belonging to things (Kant, Russell, Aristotle). In TIL’s conception, existence is quite a proper property of things, but not a property acquired by individuals but by offices that can be occupied by individuals [Tichý 1979]. Consider Charles’s belief in (5):


     Charles believes that Santa Claus exists.


From (5) we would like to infer (6):


     There is something such that Charles believes it to be existing.


To prove it we again cannot analyse „something“ as an individual. Charles’s belief does not concern an individual, which one could it be? The subject of his belief is an office of Santa Claus (SCl), an (((-object, and he believes that this intension is occupied in the actual possible world and time. So the existence (E) is in this case a property of an individual office: an object of the type ((((()(( and proper analysis of (5) comes as follows:


(5’)     (w(t [0Bwt 0Ch 0[(w(t [0Ewt 0SCl ]]],


from which (6’) can be inferred (c ranging over ((():


(6’)     (w(t (c [0Bwt 0Ch [0Sub1 [0Tr c] 0c 0[(w(t [0Ewt c]]]]


This can be read as „There is an individual office c such that Charles believes that c is occupied in the actual world/time“. 


The (non-) existence can be ascribed not only to (individual) offices but also to properties (Golden mountains don’t exist) and the situation is quite analogous.


But what about the sentence „The greatest number doesn’t exist?“ Now we don’t ascribe non-existence to an office of the greatest number (it would be a „degenerated“ office, (((-object, that would not be occupied in any world/time). We simply claim that the concept of the greatest number is strictly empty, it does not identify any object ([Duží, Materna 1994]). The respective construction (x ((y [0( xy]) does not construct anything, it is improper. Yet from 


(7)     Charles believes that there is the greatest number


we can infer that


    There is something such that Charles believes it to exist.


Now Charles’s belief doesn’t concern even an office; the subject of his attitude is the respective concept of the greatest number represented by the above construction. Since variables ranging over constructions of the given order are at our disposal (due to the ramified hierarchy of types), we can construct an existential generalisation over one of such variables. Analysing (7) as


(7’)     (w(t [0Bwt 0Ch 0[(z [0= z (x((y[0( xy])]]


we can infer


(8’)     (w(t (c [0Bwt 0Ch [0Sub2 c 0c 0[(z [0= z c]]]]


where c/(2 is a variable ranging over (1, x,y,z range over (.


Another analysis (may be a little bit less natural) is also possible. Let E be the class of improper constructions of order 1, that is an (((1)-object. Then (7) can be understood as a claim about the construction  (x((y[0( xy]):


(7’’)     (w(t [0Bwt 0Ch 0[ ([0E 0[(x((y[0( xy])]]]]


and the inferred construction will be


(8’’)     (w(t (c [0Bwt 0Ch [0Sub2 [0Tr c] 0c 0[ ( [0E c]]]]


4. Notional attitudes


Notional attitudes can be also analysed by means of constructional approach. However, in this case a certain kind of dualism can be conceded. Attitudes to mathematical notions are indubitably attitudes to constructions, whereas attitudes to empirical notions can be considered to be explicated in at least three ways: as a relation (-in-intension) to a construction, or to an intension (in de dicto or de re supposition), or even to an individual. 


As an example of the former, we would like to be able to prove that (10) follows from 


      Charles calculates 2 + 5.


    Charles calculates something.


This is a simple case. Calculating (Calc) is an ((((1)((-object and having a variable c (c/(2, c ranging over (1), we get


(9’)     (w(t [0Calcwt 0Ch 0[0+ 02 05]]


(10’)    (w(t (c [0Calcwt 0Ch c]


Indeed, there is a valuation which assigns [0+ 02 05] to c and the inference is obviously valid.


At the same time this constructional approach blocks undesirable invalid inferences like


Charles calculates 2 + 5.


2 + 5 = 7


Hence Charles calculates 7.


The substitution is blocked, since 0[0+ 02 05] ( 0[07]; the second premise claims only an equivalence of the two constructions ([0+ 02 05] = 07), not identity.


Another simple example of an undeniably constructional attitude is


(11)     Charles is thinking about the greatest number


It must be an attitude to a construction - ((((1)(( - object (what else could he be thinking about?), and


(12)     There is something Charles is thinking about,


namely that construction:


(11’)     (w(t [0Thinkwt 0Ch 0[(x((y[0( xy])]]


(12’)     (w(t (c [0Thinkwt 0Ch c]    (c ranging over (1)


(We let aside the problem of polymorphic character of such attitude verbs like think, contemplate, etc. which has been dealt with in [Duží 1998].)


Applying the same approach to attitudes to empirical notions does not seem so straight any more. Let us exemplify such attitudes like seeking, hating, believing in, worshipping, and so like. We may conceive them again as constructional attitudes, ((((1)((-objects. Consider, e.g., 


(13)     Charles is seeking the murderer of his father


and its respective analysis


(13’)     (w(t [0Seekwt 0Ch 0[(w(t (x [0Mwt x [0Fwt 0Ch]]]]


Now we can infer - there is a construction to which Charles has an attitude of seeking. But isn’t it rather weak and unnatural? Wouldn’t we rather say that Charles’s seeking concerns an individual office? We can certainly infer more:


(14)    There is an individual office such that Charles wants to find its holder (in the actual world/time).


We get the logical consequence of (13’):


(14’)    (w(t (c [0Seekwt 0Ch [0Sub1 [0Tr c] 0c 0c]]      (c ranging over ((()


(Of course, we don’t claim that there is an individual such that .... There is no existential commitment in this entailment.)


Now the question arises again. Isn’t constructional approach too restrictive in this case? Consider a simple variant of (13):


(15)     Charles is seeking the murderer of his father and his brother.


We will certainly claim that from (15) it follows that


(16)     Charles is seeking the murderer of his brother and his father.


Yet this inference is blocked:


0[(w(t (x ([0Mwt x [0Fwt 0Ch]] ( [0Mwt x [0Brwt 0Ch]])] (


0[(w(t (x ([0Mwt x [0Brwt 0Ch]] ( [0Mwt x [0Fwt 0Ch]])]


Well, we might introduce an equivalence relation on the set of constructions, a stronger one than that induced by the identity of a constructed object (and still weaker than Materna’s QUID relation, see [Materna 1988]), and claim that the conclusion can be deduced when the respective constructions are not „distinct too much“, i.e. when they are members of one and the same equivalence class. But this solution seems to be breaking the principle of Occam’s razor.


Tichý characterizes the relation between the seeker and what is being sought  as a relation-in-intension between an individual and an individual office, i.e. as an (((((()((-object ([Tichý 1988, pp.214,215]). Conceiving seeking in this way still does not break the principle formulated by Jespersen in [Jespersen 1998]:


The activity of seeking must be radically independent of questions of existence/ uniqueness and numerical identity. Otherwise a seeker would immediately be a finder as well.


Of course, the search could take place even if the office in question was vacant, if Charles’s father were not actually murdered, or if Charles were seeking a unicorn. Now the analysis of (13) is as follows:


(13’’)     (w(t [0Seekwt 0Ch [(w(t (x [0Mwt x [0Fwt 0Ch]]]]


The consequence (14) gets the analysis (14’’):


(14’’)     (w(t (c [0Seekwt 0Ch c]           (c ranging over ((().


Note that the office of the murderer is in the de dicto supposition. Seeking, thus conceived, is not a relation that an individual bears to another individual. In seeking the murderer, Charles certainly hopes to eventually find an individual, but before he succeeds he does not know which individual, if any, it will turn out to be. Even if he met him he would ignore him until he would discover the connection between the office and its particular holder. The above objection is now overcome: „the murderer of his father and his brother“ and „the murderer of his brother and his father“ denote one and the same office -


[(w(t (x ([0Mwt x [0Fwt 0Ch]] ( [0Mwt x [0Brwt 0Ch]])] =


[(w(t (x ([0Mwt x [0Brwt 0Ch]] ( [0Mwt x [0Fwt 0Ch]])],


substitution is justified and the entailment is guaranteed. 


Yet this rather „coarser“ solution is apparently blocking enough. From premises (13) and 


(17)     The murderer of Charles’s father is our gardener


it does not follow that Charles is looking for the gardener; (17) expresses


(17’)     (w(t [0= (x [0Mwt x [0Fwt 0Ch]] 0Gwt],


which states the contingent identity of the holders of the offices, not of the offices themselves. Hence the substitution is blocked.


Let us now go in a minute reflection on the cases of hating, worshipping, and so like. If our Charles hates the murderer of his father, we would be inclined to say that he bears a relation of hating to a particular individual though he may not know who the individual is, „via“ the respective office, of course. He might reasonably say, e.g., whoever he is, I hate him. Similarly, when somebody worships the mayor of Dunedin, he does not seem to be only in a relation to an abstract function but also to a person, whoever it is, who copes the office of the mayor. Then „hating“, „worshipping“ stand for an (((()((-object. It is possible that the person in question hates, worships the office as such (the de dicto interpretation) but since in this case the de re interpretation seems to be plausible as well, let us analyse the consequences.


We have to admit, that from premises (18) and (19) the conclusion (20) follows:


    Charles hates the murderer of his father


    The murderer of his father is our gardener


     Charles hates our gardener


For we get


(18’)     (w(t [0Hwt 0Ch [(w(t (x [0Mwt x [0Fwt 0Ch]]]wt]


(19’)     (w(t [0= (x [0Mwt x [0Fwt 0Ch]] 0Gwt]


(20’)     (w(t [0Hwt 0Ch 0Gwt]


The office of the murderer in (18’) is in de re supposition and the substitution is allowed on the basis of (19’).


Similarly, it follows from (18’) that there is somebody, some concrete individual, who is the murderer of Charles’s father and whom Charles hates (though he may not know it, we know it „from outside“):


(w(t (y [ [0= y (x [0Mwt x [0Fwt 0Ch]] ( [0Hwt 0Ch y] ]


(This is rather an unpleasant consequence, isn’t it?)


Applying the same philosophy to the case of seeking, we would obtain such unnatural consequences, as, e.g., that Oedipus was seeking himself. On this basis we, therefore, don’t admit the de re interpretation of seeking and take seeking as an (((((()((-object. One might object that seeking can be a relation to an individual, for instance in „Václav Havel is looking for Dagmar Havel“. But as Jespersen rightly claims [Jespersen 1998], this kind of search is different from seeking as stipulated above. Václav is merely trying to decide whether some individual - whose existence and identity do not pose a problem - does or does not satisfy a handful of empirical properties, such as being in the kitchen or the bathroom. And we would add, is such a kind of search still a notional attitude? Similarly, are hating, worshipping (in de re supposition) notional attitudes? In our opinion, these are other kinds of a relation (-in-intension). Concluding, we claim that notional attitudes are either relations between an individual and a construction in case of attitudes to mathematical notions, i.e. ((((n)((-objects, or relations between an individual and an individual office in case of attitudes to empirical notions, i.e. (((((()((-objects.





References


Aho, T. (1994): On the Philosophy of Attitude Logic. Acta Philosophica Fennica, Vol. 57, Helsinki.


B(uerle, R., Cresswell, M.J.(1989): Propositional Attitudes. Handbook of Philosophical Logic, Vol. IV, ed. D.Gabbay, F.Guenthner, Kluwer.


Carnap, R. (1947): Meaning and Necessity. Chicago UP.


Church, A. (1954): Intensional Isomorphism and Identity of Belief. Philosophical Studies, Vol. V, ed. W.Sellars and H.Feigl, pp. 65-73.


Cresswell, M.J. (1985): Structured Meanings. MIT Press, Cambridge, Mass.


Duží, M., Materna, P. (1994): Non-reasonable sentences. Proc. Logica’94. Ed. T.Childers,  Czech Academy of Sciences, Prague, pp. 107-124.


Duží, M. (1996): Propositional Attitudes & Synonymous Expressions. Proc. Logica’96, ed. T. Childers, Czech Academy of Sciences, Prague, pp. 309-321.


Duží, M. (1998): Propositional/notional attitudes and the problem of polymorphism. Proc. Logica’98, ed. T.Childers, Czech Academy of Sciences, Prague, pp. 50-60.


Frege, G. (1892): (ber Sinn und Bedeutung, Zeitschrift f. Philosophie und Philosophische Kritik 100, 25-50.


Jespersen, B. (1998): On Seeking and Finding. Proc. Logica’98, ed. T. Childers, Czech Academy of Sciences, Prague, pp. 61-72.


Materna, P. (1984): Kritische Auseinandersetzung mit der Fregeschen Kategorie des Sinnes. In G. Wechsung (Hsg.), Frege Conference 1984, Akademie-Verlag Berlin.


Materna, P. (1997): Rules of Existential Quantification into „Intensional Contexts“. Studia Logica 3.


Materna, P. (1998): Concepts and Objects. Acta Philosophica Fennica, Vol. 63, Helsinki.


Montague, R. (1974): English as a Formal Language. In Formal Philosophy, Selected papers of Richard Montague, ed. R.H. Thomason, 188-221. New Haven and London:Yale University Press.


Moore, R.C. (1995): Logic and Representation. CSLI Lecture Notes No. 39, Stanford, California.


Quine, W.v.O. (1956): Quantifiers and Propositional Attitudes. Reprinted in Reference and Modality, L. Linsky (ed.), London. Oxford University Press, 101-111.


Quine, W.v.O. (1990): The Pursuit of Truth. Harvard UP, Cambridge, Mass.


Richard, M. (1990): Propositional Attitudes. Cambridge University Press.


Stalnaker, R. (1984): Inquiry. Cambridge, Massachusetts: The MIT Press/Bradford Books.


Tichý, P. (1979): Existence and God. Journal of Philosophy 76, pp.403-420.


Tichý, P. (1988): The Foundations of Frege’s Logic. De Gruyter.


Tichý, P. (1994): The Analysis of natural Language. From the Logical Point of View, 3,2, pp.42-80.


Zalta, E.N. (1988): Intensional Logic and the Metaphysics of Intensionality. MIT Press, Cambridge, Mass., London.5





