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Putnam’s problem 

(‘Carnapian vs. Polish Language’)

The classical problem formulated in [Putnam 1990] consists in handling the following situation:

Let us have a ‘world’ with three individuals a, b, c (Putnam uses x1, x2, x3, we use the latter characters as names for variables.); let us ask: “How many objects are there in this world?” Now Putnam constructs a confrontation between a ‘Carnapian’ language, in which we can answer the question as follows: ‘There are just three individuals here, viz. a, b, c.’ and a ‘Polish logicians’ language’, obviously a language of a (Leśniewskian) mereology, where we would have (omitting the ‘null’ object) seven objects, viz. a, b, c, a + b, a + c, b + c, 
a + b + c.  Further: supposing that, say, a is red and b is black and considering sentences

(1)
There is an object which is partly red and partly black.

(2)
There is an object which is red and an object which is black.

we can state that (2) is true in both ‘Carnapian’ and ‘Polish logicians’ ‘ world whereas (1) seems to be true only in the Polish version. On the other hand, we can easily prove (?) that (1) implies (2) and vice versa, which leads to the following question: “What is the point of treating (1) as an abbreviation of (2) if it doesn’t, in fact, have the same meaning as (2)?” (p.100). (By the way, using the term ‘meaning’ should be suspicious under Quine’s admonishing finger, but ‘to preserve meaning’ has to be understood as ‘to obey translation practice’; so no ‘ontological commitment’ arises... . Difficile satiram non scribere.)

Putnam reproduces a probable Quine’s solution (façon de parler) and he himself defends a kind of (Carnapian) conceptual relativity.

We can show that our approach makes it possible to justify not only verbally a simple (and verbally easily expressible) solution based on plurality of conceptual systems.

In the following analysis we will again use following abbreviations: infix notation for truth functions and identity. The resulting symbolic expressions should be read as (names of) constructions. 

We have a, b, c/ (,  k/ (, ( / (((() =1 / (o((), =2 ((((),( / (( ((()), Card / (( ((()), + / ((((),  Red, Black /  ((()((, ( / (( (((); k ( (, x, y, z ( (; (Distinguish, please, ( as a type and ( as a function – a ‘singulariser’ – the distinction should be clear from context.) 

First : How many objects are there in that ‘world’ ? 

Clearly, the problem is not unambiguously defined unless the word ‘object’ is specified. To specify this word means to decide which concept is associated with it; this decision is again dependent on a particular conceptual system. To show this let us consider two conceptual systems (defining their primitive part only and admitting that there is no loss of generality connected with this assumption):

CS1   { 0a, 0b, 0c, 0(, 0=1, 0=2, 0Card, 0Red, 0Black, 0( }

CS2    CS1 ( { 0+ }

The function + constructs from two individuals a new individual (their ‘mereological sum’). We can assume that + is associative, i.e., [0+ [0+ x y] z] v-constructs the same individual as 
[0+ x [0+ y z]] for all valuations v.

Now in CS1 our question encodes the construction

0( (k [ k =1 [0Card (x [[x =2 a] ( [x =2 b] ( [x =2 c]]]]

whereas in CS2 the construction is 

0( (k [ k =1 [0Card (x [[x =2 a] ( [x =2 b] ( [x =2 c] ( ( (y ( (z [ x =2 [0+ y z]]]]].

Now everything is clear as for the first question. The CS1 construction (concept) constructs the number 3, the CS2 construction (concept) constructs the number 7. Furthermore, even if we used the vague ‘identification’ of meaning with ‘translational practice’ we would not say that the respective answers shared a meaning. Our approach shows it precisely – the constructions above are distinct (and, moreover, are not equivalent). Verbally expressed, the reason is that CS2 is a creative extension of CS1, expanding the area by adding the primitive 0+, so that the extension of the term ‘object’ changes. Thus both answers are true, only that they do not use the same concept associated with the term ‘object’.

This result determines the solution of the problem of semantic interrelation between the sentences (1) and (2). The analyses of these sentences are (in TIL; a little bit simplified without loss of generality):

(1’)
(w(t [0( (x [0Redwt x] ( [0Blackwt x]]

(2’)
(w(t [[0( (x [0Redwt x]] ( [0( (x [0Blackwt x]]]

(Indeed, a degree of ‘Davidsonian’ Charity is needed: Red, as well as Black is now supposed to be predicable even in the sense of ‘partly red’, ‘partly black’; a conceptual refinement, which would distinguish ‘partly red’ from ‘red’ is feasible, but our results would be the same.)

Now it indeed holds (as Putnam states) that the proposition constructed by (2’) is true (assuming that a is red and b is black) in both systems, but in the case of CS1 the term ‘object’ means from the viewpoint of CS2 and from the viewpoint of our (‘background’) language ‘a simple (i.e., no parts having) individual’ whereas its extension in CS2 embraces any individuals. And it indeed holds (as Putnam also states) that the proposition constructed by (1’) is true in CS2. What to do now with the ‘logical proof’ that (2) implies (1) within CS2? It works, of course, but again the price to be paid is that the term ‘object’ used within CS1 has to be semantically changed when used in CS2.

The whole problem is thus rather simple. This can be demonstrated by using two terms where the formulation of the problem contains one term. Thus let as transcribe both sentences as follows (‘object1’ denotes the Carnapian objects, ‘object2’ denotes the “Polish” objects):

(1’’’)
There is an object1 which is partly red and partly black.

(2’’’)
There is an object2 which is red and an object2 which is black.

 Under our assumptions the sentence (1’’’) cannot be true (perhaps it lacks any truth-value). The sentence (2’’’) is true. But there are two other sentences whose truth-value we can check assuming the facts holding in the particular ‘worlds’ (i.e., there are three simple individuals, 
a being red and b being black):

(3) 
There is an object2 which is partly red and partly black.

(4) 
There is an object1 which is red and an object1 which is black.

Now it is clear that the sentence (3) is true as well as the sentence (4). 

The replacing the term ‘object’ by the two terms ‘object1’ and ‘object2’ is possible only in such languages that are based on CS2 or on a system that contains CS2. See also the ‘language games’ presented in the main text of the present book (‘bink’, ‘cink’, ‘cank’, etc.).

Remark: After having written the present Appendix 4, I became aware of [Brueckner 1998]. I have to appreciate Brueckner’s analysis and am happy with the harmony of his analysis with what I just presented within the framework of my theory of conceptual systems. 

