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MotivationMotivation

•• TCP is prevalent protocol for todayTCP is prevalent protocol for today’’s clients client--server server 
internet noninternet non--realtimerealtime applicationapplication

•• TCP implements mechanism to utilize network TCP implements mechanism to utilize network 
infrastructure efficientlyinfrastructure efficiently
•• Retransmission policy for various media may be conflictingRetransmission policy for various media may be conflicting

•• Lost Lost ACKsACKs may indicate congestion on reliable links, so transmitter may indicate congestion on reliable links, so transmitter 
should backshould back--offoff

•• Lost Lost ACKsACKs may indicate may indicate errorederrored transmission on unreliable (radio) transmission on unreliable (radio) 
links, so transmitter should repeat transmission immediatelylinks, so transmitter should repeat transmission immediately

•• QoSQoS enforcement mechanisms implemented in network enforcement mechanisms implemented in network 
infrastructure utilize knowledge of TCP behavior to infrastructure utilize knowledge of TCP behavior to 
control dataflow generated by TCP senderscontrol dataflow generated by TCP senders
•• manipulating TCP feedback (ACK delaying/discard)manipulating TCP feedback (ACK delaying/discard)
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TCP ImplementationTCP Implementation

•• Basic behavior and header structures are givenBasic behavior and header structures are given
•• During itDuring it’’s history, TCP has been thoroughly testeds history, TCP has been thoroughly tested

•• many special cases were discovered and solution proposedmany special cases were discovered and solution proposed
•• TCP is now considered a reliable, wellTCP is now considered a reliable, well--tested protocols with tested protocols with 

good implementationsgood implementations

•• TCP supports many optional mechanism described in TCP supports many optional mechanism described in 
multiple separate multiple separate RFCsRFCs

•• Every implementation is interoperable with others, but Every implementation is interoperable with others, but 
some combinations man be less effectivesome combinations man be less effective
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QuickQuick ReminderReminder ofof TCPTCP
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Basic properties of TCPBasic properties of TCP

•• Provides bidirectional reliable data stream between two Provides bidirectional reliable data stream between two 
applicationsapplications

•• Particular application identified by port number (16b)Particular application identified by port number (16b)
•• (in scope of individual IP address)(in scope of individual IP address)

•• TCP connection identified by 4TCP connection identified by 4--tupletuple
•• < < locallocal IP adIP addrdr, , lolocalcal port, port, remoteremote IP adIP addrdr, , remoteremote portport >>

•• Data stream chopped into segmentsData stream chopped into segments
•• Max segment length given by Max segment length given by PathPath MTUMTU ((-- IP header length)IP header length)

•• TCP TCP performs retransmission of lost segments, performs retransmission of lost segments, 
resequencingresequencing of segment into correct order and of segment into correct order and 
descardingdescarding of duplicated segmentsof duplicated segments
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TCP HeaderTCP Header

Picture from: DostPicture from: Dostááleklek, Kabelov, Kabelováá: Velký pr: Velký průůvodce TCPvodce TCP/IP a /IP a systsystéémemmem DNSDNS
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SlidingSliding WindowWindow

Picture from: DostPicture from: Dostááleklek, Kabelov, Kabelováá: Velký pr: Velký průůvodce TCPvodce TCP/IP a /IP a systsystéémemmem DNSDNS

BytesBytes ofof data data streamstream numbrednumbred independentlyindependently in in bothboth
directionsdirections. . SequenceSequence numbernumber isis relatedrelated to to firstfirst data data 
byte byte carriedcarried in in particularparticular TCP segmentTCP segment
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TCP Segment TCP Segment LengtLengthh

•• CommunicatingCommunicating party party maymay advertiseadvertise howhow longlong
TCP TCP segmentssegments itit isis willingwilling to to acceptaccept
•• UsingUsing TCP TCP optionoption MSS (Maximum Segment MSS (Maximum Segment SizeSize) in ) in 

SYN segmentSYN segment
•• IfIf MSS not MSS not presentpresent, , sendersender usesuses

•• LocalLocal LANLAN’’s s MTU MTU when communicating with when communicating with 
destinations at local destinations at local LANLAN

•• Implicit valueImplicit value 536 536 for other destinationsfor other destinations
•• 536=536=576B 576B (minimal IP packet (minimal IP packet lenlen) ) -- 20B (IP 20B (IP HeaderHeader))

-- 20B (TCP 20B (TCP HeaderHeader))
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TCP AcknowledgementsTCP Acknowledgements ParadigmParadigm

•• InIncclulusivesive ACKACKss –– ACK N also acknowledges all ACK N also acknowledges all 
previous segments (previous segments (ISN < n < =N)ISN < n < =N)

•• TCP does not support TCP does not support NAKNAKss
•• Uses piggybacking Uses piggybacking –– ACK may send together ACK may send together 

with date in opposite directionwith date in opposite direction
•• ACK generation process started in reaction of ACK generation process started in reaction of 

receipt of every TCP segmentreceipt of every TCP segment
•• but ACK transmission is sometimes delayed and/or but ACK transmission is sometimes delayed and/or 

single ACK sent for multiple received segmentssingle ACK sent for multiple received segments
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Delayed ACK TechniqueDelayed ACK Technique

•• Receiver does not generate ACK immediately after data Receiver does not generate ACK immediately after data 
reception, but waits a while for data in opposite reception, but waits a while for data in opposite 
direction generated in response by receiving applicationdirection generated in response by receiving application
•• ACK piggybacked into other directionACK piggybacked into other direction’’s data in that cases data in that case
•• TypicTypical delay isal delay is 200 200 msms, , standard allows forstandard allows for 500 500 msms

maximummaximum

•• In case of reception of outIn case of reception of out--ofof--order segment, receiver order segment, receiver 
generates generates ““duplicateduplicate”” ACK immediatelyACK immediately
•• allows sender to detect lost segmentallows sender to detect lost segment
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Interactive applications and delayed Interactive applications and delayed ACKsACKs

Picture from: DostPicture from: Dostááleklek, Kabelov, Kabelováá: Velký pr: Velký průůvodce TCPvodce TCP/IP a /IP a systsystéémemmem DNSDNS
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Delayed Delayed ACKsACKs –– Common ImplementationCommon Implementation

Picture from: DostPicture from: Dostááleklek, Kabelov, Kabelováá: Velký pr: Velký průůvodce TCPvodce TCP/IP a /IP a systsystéémemmem DNSDNS

OS timer ticks every 200ms to see whether ACK could OS timer ticks every 200ms to see whether ACK could 
have be senthave be sent
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NagleNagle’’s Algorithms Algorithm
Used for interactive applications which generate small packets Used for interactive applications which generate small packets 

((““tinygramstinygrams””) ) 
•• Short packets have big overhead and overwhelm slow WAN linksShort packets have big overhead and overwhelm slow WAN links

Principle:Principle:
•• Sender may send just one short packet to the network, the Sender may send just one short packet to the network, the 

next one only after previous ACK comesnext one only after previous ACK comes
•• In the meantime, sender buffers outgoing dataIn the meantime, sender buffers outgoing data ((until it reachesuntil it reaches MSS) MSS) 

•• Automatically adapts enforced load to current network Automatically adapts enforced load to current network 
responseresponse

Must be turned off for some interactive (Must be turned off for some interactive (realtimerealtime) applications) applications
•• e.g. e.g. XWindowXWindow –– onewayoneway short messages about mouse short messages about mouse 

movement must be sent always immediatelymovement must be sent always immediately
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How How doesdoes sender detect lost segment ?sender detect lost segment ?

•• ACK timer expirationACK timer expiration
•• DupliciteDuplicite ACK (multiple ACK (multiple ACKsACKs of the same sequence of the same sequence 

number)number)
•• Indicate that segments are getting to receiver, but some Indicate that segments are getting to receiver, but some 

segment is missingsegment is missing
•• Two Two ACKsACKs of the same sequence number may be caused by of the same sequence number may be caused by 

outout--ofof--order reception, no action taken by senderorder reception, no action taken by sender
•• it is assumed that notit is assumed that not--yetyet--received segment will come shortly delayedreceived segment will come shortly delayed

•• Three or more duplicate Three or more duplicate ACKsACKs are commonly considered an are commonly considered an 
indication of lost segmentindication of lost segment
•• Sender may retransmit particular Sender may retransmit particular segment(ssegment(s) without waiting for ACK ) without waiting for ACK 

timer expirationtimer expiration
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TCP Retransmission StrategyTCP Retransmission Strategy
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Retransmission Timeout (RTO) Retransmission Timeout (RTO) 
CalculationCalculation

•• RTORTO derived from smoothedderived from smoothed RoundRound--triptrip TimeTime
(RTT) (RTT) 

•• RTTRTT Definition: time interval between Definition: time interval between 
transmission of segment with particular transmission of segment with particular SeqSeq# # 
and reception of first ACK acknowledging that and reception of first ACK acknowledging that 
SeqSeq# (directly or as inclusive ACK)# (directly or as inclusive ACK)
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RTO Calculation RTO Calculation –– original versionoriginal version

•• LetLet M M be measuredbe measured RTTRTT
•• Let R denote smoothed RTT calculated as Let R denote smoothed RTT calculated as 

follows:follows:
R=a.R+(1R=a.R+(1--a).Ma).M

•• RRTO=R.bTO=R.b

a a –– smoothing coefficient smoothing coefficient (commonly (commonly 0.90.9))
bb –– delay variation factor (delay variation factor (22 is recommended)is recommended)
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RTO Calculation RTO Calculation –– improved versionimproved version

•• Takes into account higher RTT fluctuationTakes into account higher RTT fluctuation
•• Utilizes RTT average and varianceUtilizes RTT average and variance
•• Let Let A A be smoothed value ofbe smoothed value of RTT RTT 
•• Let D be smoothed variance of Let D be smoothed variance of ErrErr=M=M--AA

•• M is current RTT measurementM is current RTT measurement

A=A+g.A=A+g.ErrErr (g=1/8)(g=1/8)
D=D+h.(|D=D+h.(|ErrErr||--D) (h=1/4)D) (h=1/4)
RTO=A+4.D RTO=A+4.D 
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KarnKarn’’ss AlgorithmAlgorithm

•• RTO calculation improvementRTO calculation improvement
•• If If timeouttimeout expires and segment is retransmitted, expires and segment is retransmitted, 

RTT of the following ACK is not taken into RTT of the following ACK is not taken into 
account into smoothed RTT account into smoothed RTT 
•• we are not sure whether that ACK was generated as we are not sure whether that ACK was generated as 

a reaction of reception of original segment or a reaction of reception of original segment or 
retransmitted oneretransmitted one



21© 2005 Petr Grygarek, VSB-TU Ostrava, Routed and Switched Networks

Fast RetransmitFast Retransmit
•• If three If three dupliciteduplicite ACKACKs are received, the segment s are received, the segment 

considered lost is retransmitted without waiting to itconsidered lost is retransmitted without waiting to it’’s s 
ACKACK timeout expirationtimeout expiration
•• Fast retransmit is applied only if three duplicate Fast retransmit is applied only if three duplicate ACKsACKs come come 

before normal retransmission caused by timeout expirationbefore normal retransmission caused by timeout expiration
•• It is assumed that receiver generates It is assumed that receiver generates dupliciteduplicite ACK ACK 

immediately after reception of outimmediately after reception of out--ofof--order segmentorder segment
•• FastFast RetransimitRetransimit is useful for large sending windowis useful for large sending window

•• Sender does not need to send as much data as it would have Sender does not need to send as much data as it would have 
when waiting to expiration of when waiting to expiration of individual timers of segments individual timers of segments 
sent after lost one and not acknowledged by receiver because sent after lost one and not acknowledged by receiver because 
of outof out--ofof--order receiptorder receipt
•• also saves timealso saves time
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TCP connection establishment and TCP connection establishment and 
terminationtermination
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Connection establishmentConnection establishment

•• ThreeThree--way handshakeway handshake
•• Random generationRandom generation of of InIniitialtial SequenceSequence NumberNumberss (ISN)(ISN)

•• protects protects agaistagaist potential lost and again appeared segments potential lost and again appeared segments 
from previous broken connectionsfrom previous broken connections

•• SYN SYN ““consumesconsumes”” one sequence numberone sequence number
•• SYN segment appears as 1B TCP segmentSYN segment appears as 1B TCP segment

•• If server does not responds to SYN, client gradually If server does not responds to SYN, client gradually 
extends the period between consecutive attemptsextends the period between consecutive attempts
•• BSD implementation reports error to application after 75 BSD implementation reports error to application after 75 

secssecs of unsuccessful attemptsof unsuccessful attempts
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TCP Stage Diagram TCP Stage Diagram –– connection connection 
establishmentestablishment

Picture from: DostPicture from: Dostááleklek, Kabelov, Kabelováá: Velký pr: Velký průůvodce TCPvodce TCP/IP a /IP a systsystéémemmem DNSDNS
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Server Listening QueueServer Listening Queue

•• Maintains connection for which Maintains connection for which threethree--wayway handshakehandshake
took placetook place

•• Established by Established by listen(listen(socketsocket,BACKLOG),BACKLOG) callcall
•• queue created for port bound with socketqueue created for port bound with socket
•• BACKLOG=number of slots in the queueBACKLOG=number of slots in the queue

•• Application accepts connections using Application accepts connections using acceptaccept((socketsocket) ) 
callcall

•• If no slot is free in listening queue, another received If no slot is free in listening queue, another received 
SYNsSYNs are ignoredare ignored
•• client will reclient will re--send send SYNSYN again, some slot may be freed in the again, some slot may be freed in the 

queue meanwhilequeue meanwhile
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Connection TerminationConnection Termination

•• FIN+ACK FIN+ACK independently in both directionsindependently in both directions
•• aactivective aandnd paspassivesive closingclosing

•• HHalfalf--closeclose state: station indicates end of data state: station indicates end of data 
transmission, but is still able to receive datatransmission, but is still able to receive data
•• Usage exampleUsage example: : rshrsh myhostnamemyhostname..czcz sort < sort < datafiledatafile

•• FIN FIN ““consumesconsumes”” one sequence number (similar one sequence number (similar 
to SYN)to SYN)
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TCP Stage Diagram TCP Stage Diagram –– connection connection 
terminationtermination

Picture from: DostPicture from: Dostááleklek, Kabelov, Kabelováá: Velký pr: Velký průůvodce TCPvodce TCP/IP a /IP a systsystéémemmem DNSDNS



28© 2005 Petr Grygarek, VSB-TU Ostrava, Routed and Switched Networks

2MSL State2MSL State
(Maximum Segment (Maximum Segment LifetimeLifetime))

•• On the side of station closing connection On the side of station closing connection 
activelyactively
•• Sends last ACKSends last ACK

•• Must be able to resend last ACK if it is lostMust be able to resend last ACK if it is lost
•• If last If last ACK ACK is lost, repeated is lost, repeated FIN FIN arrivesarrives

•• Station must wait whether repeated FIN comesStation must wait whether repeated FIN comes
•• wait time stated as sum of expected maximums of wait time stated as sum of expected maximums of 

last ACK and potential repeated FIN  propagation last ACK and potential repeated FIN  propagation 
time time (2 * Maximum Segment (2 * Maximum Segment LifetimeLifetime, 2MSL, 2MSL)). . 

•• 2MSL time set to 30 2MSL time set to 30 secssecs or 2 minutes in most TCP or 2 minutes in most TCP 
implementations implementations 
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2MSL State Problems2MSL State Problems

•• OS must maintain state information of just closed OS must maintain state information of just closed 
socket for socket for 2MS2MSL timeL time
•• during that time, it is not possible to reopen TCP connection during that time, it is not possible to reopen TCP connection 

with the same parameters with the same parameters ((local/remotelocal/remote IP adIP addressdress, , 
local/remote port)local/remote port)..
•• Some implementations even do not allow to reopen the same local Some implementations even do not allow to reopen the same local 

port for 2MSL state port for 2MSL state 
•• causes problem with restart of servers listening at causes problem with restart of servers listening at wellwell--knownknown

portportss
•• (2MSL state restrictions may be (2MSL state restrictions may be overridenoverriden with Socket call option)with Socket call option)

•• clients are not influenced, because clients use ephemeral ports clients are not influenced, because clients use ephemeral ports 
anywayanyway
•• this is why the connection is closed by client in most real cliethis is why the connection is closed by client in most real clientnt--server server 

applications applications 
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Connection Connection refusementrefusement/reset/reset

•• Indicated by RST flagIndicated by RST flag
•• if client tries to establish connection to port not if client tries to establish connection to port not 

bound with any server processbound with any server process
•• if some communicating party detects the peer is if some communicating party detects the peer is 

untrustworthyuntrustworthy
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TCP Flow ControlTCP Flow Control
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Why to control data flow rate ?Why to control data flow rate ?

The aim is to avoid congestionThe aim is to avoid congestion
•• If anybody transmits without regard to others, If anybody transmits without regard to others, 

congestion occurs and nobody is able to transfer congestion occurs and nobody is able to transfer 
datadata

Most common reasons of congestion:Most common reasons of congestion:
•• Data are transmitted from faster network to Data are transmitted from faster network to 

slower oneslower one
•• No free space in router queuesNo free space in router queues

•• (multiple flows sum up into single output link queue)(multiple flows sum up into single output link queue)
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Where flow control takes place ?Where flow control takes place ?

•• Data flow controlled by receiverData flow controlled by receiver
•• Receiver advertises current receiving window size Receiver advertises current receiving window size 

according to remaining place in the receiver bufferaccording to remaining place in the receiver buffer
•• Window field in TCP header isWindow field in TCP header is 16 bit16 bit longlong

•• TCP STCP Scalecale option in option in SYN segment SYN segment allows to shift allows to shift 
WINDOW WINDOW value byvalue by n bitn bits lefts left

•• useful for biguseful for big bandwidthbandwidth**delaydelay productsproducts

•• Sender adapts sending window size according to Sender adapts sending window size according to 
network current throughputnetwork current throughput
•• feedback using ACK reception, slowfeedback using ACK reception, slow--startstart
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SlowSlow Start Start andand CongestionCongestion AvoidanceAvoidance

Picture from: DostPicture from: Dostááleklek, Kabelov, Kabelováá: Velký pr: Velký průůvodce TCPvodce TCP/IP a /IP a systsystéémemmem DNSDNS
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Slow StartSlow Start
•• If newIf new TCP TCP connection would start to produce data in connection would start to produce data in 

maximum rate immediately and network operates just maximum rate immediately and network operates just 
below it capacity limit, all existing TCP connections below it capacity limit, all existing TCP connections 
would become unusablewould become unusable

•• For that reason, sender will accelerate gradually and For that reason, sender will accelerate gradually and 
adapt it transmission rate to the rate of received ACKadapt it transmission rate to the rate of received ACK

•• Used only for connections out of localUsed only for connections out of local LANLAN
•• InitiatedInitiated whenwhen timeouttimeout expiresexpires, not , not whenwhen segment segment lossloss

detecteddetected by by duplicateduplicate ACKsACKs
•• In In thatthat casecase, , somesome segmentssegments are are stillstill ableable to to getget to to receiverreceiver
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Slow Start ImplementationSlow Start Implementation

Slow Start Algorithm:Slow Start Algorithm:
•• InitializeInitialize CWNDCWND==1 segment (MSS 1 segment (MSS bytesbytes) ) 
•• After receipt of every After receipt of every ACK ACK of transmitted of transmitted 

segment (possibly inclusive ACK), increase segment (possibly inclusive ACK), increase 
CWND CWND by oneby one segment (MSSsegment (MSS bytesbytes) ) 

•• Continue until first loss of ACKContinue until first loss of ACK

As a result, number of segments sent increases As a result, number of segments sent increases 
exponentially exponentially (1,2,4,8,16,...).(1,2,4,8,16,...).



37© 2005 Petr Grygarek, VSB-TU Ostrava, Routed and Switched Networks

Slow Start BehaviorSlow Start Behavior

Picture from: DostPicture from: Dostááleklek, Kabelov, Kabelováá: Velký pr: Velký průůvodce TCPvodce TCP/IP a /IP a systsystéémemmem DNSDNS
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Slow Start and Congestion Avoidance Slow Start and Congestion Avoidance 
ImplementationImplementation

Commonly implemented together.Commonly implemented together.
Sender maintains and adaptsSender maintains and adapts
•• size of sending windowsize of sending window (CWND,"(CWND,"CongestionCongestion

WindowWindow““))
•• calculated in bytescalculated in bytes

•• Threshold value (Threshold value (SSTHRESHSSTHRESH) = size of ) = size of CWNDCWND when when 
network congestion may start to occurnetwork congestion may start to occur

•• The aim is to maintainThe aim is to maintain CWND CWND little above little above 
SSTHRESH,SSTHRESH, where network is utilized as much as where network is utilized as much as 
possible, but congestion still do not occurpossible, but congestion still do not occur
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Sender flow control implementationSender flow control implementation

•• IniInitializetialize CWND=1xMSS, SSTHRESH=65535 B. CWND=1xMSS, SSTHRESH=65535 B. 
•• Maximum number of bytes transmittedMaximum number of bytes transmitted: min(CWND,WINDOW) : min(CWND,WINDOW) 

•• When segment has to be transmitted:When segment has to be transmitted:
•• IfIf CWND < SSTHRESHCWND < SSTHRESH, CWND grows exponentially according to , CWND grows exponentially according to SlowSlow

SStarttart algorithmalgorithm
•• OtherwiseOtherwise linear increase of linear increase of CWNDCWND is applied (Congestion Avoidance is applied (Congestion Avoidance 

algorithm)algorithm)
•• CWND+CWND+=(=(MSSxMSSMSSxMSS/CWND + MSS/8)  /CWND + MSS/8)  -- integerinteger aritmeticsaritmetics usedused
•• SecondSecond term term causescauses fasterfaster windowwindow openopen forfor largerlarger segmentssegments

•• When segment loss is detected:When segment loss is detected:
•• SSTHRESH=min(CWND/2,WINDOW), SSTHRESH=min(CWND/2,WINDOW), but not less thanbut not less than 2*MSS 2*MSS 
•• If loss detected by If loss detected by timeouttimeout expiration: expiration: CWND=1xMSS, CWND=1xMSS, SlowSlow start start followsfollows
•• If loss If loss detedetectedcted byby duplicateduplicate ACK: ACK: only adaptsonly adapts

SSTHRESH=SSTHRESH=max(max(CWND/2CWND/2,, 2*MSS)2*MSS)
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SillySilly WindowWindow SyndromeSyndrome

•• Occurs when receiver advertises short receiver Occurs when receiver advertises short receiver 
window multiple timeswindow multiple times

•• Causes ineffective transmission of multiple short Causes ineffective transmission of multiple short 
segments instead of one longersegments instead of one longer

•• It is better for receiver to wait until it will be It is better for receiver to wait until it will be 
able to advertise larger windowable to advertise larger window
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AnotherAnother TCP TCP IssuesIssues
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PersistPersist TimerTimer

•• IfIf receiverreceiver closescloses windowwindow (i.e. (i.e. advertisesadvertises zerozero
sizesize) ) andand thenthen opensopens againagain, , butbut secondsecond ACK ACK 
withwith nonzerononzero sizesize getsgets lostlost, , deadlockdeadlock occursoccurs

•• SolutionSolution: : communicatingcommunicating partiesparties maymay
periodicallyperiodically checkcheck forfor windowwindow sizesize ofof otherother
party party usingusing windowwindow probesprobes
•• windowwindow probesprobes are are normalnormal segmentssegments withwith zerozero sizesize

andand lastlast sequencesequence numbernumber repeatedrepeated
•• ReceiverReceiver mustmust reactreact withwith ACK ACK withwith currentcurrent windowwindow

sizesize
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KeepaliveKeepalive TimerTimer

•• May May bebe usedused to to detectdetect brokenbroken TCP TCP connectionconnection ((usingusing
keepaliveskeepalives))
•• server server maymay releaserelease allocatedallocated resourcesresources

•• May May bebe turnedturned on in on in SocketsSockets API API 
•• InconsistentInconsistent withwith originaloriginal TCP TCP philosophyphilosophy, , connectionconnection

willwill bebe disconnecteddisconnected eveneven in in casecase ofof temporarytemporary
connectivityconnectivity lossloss
•• butbut somesome programmersprogrammers are are usedused to to getget immediateimmediate

informationinformation whenwhen communicationcommunication channelchannel failsfails to to operateoperate
•• ItIt isis commonlycommonly betterbetter to to checkcheck forfor connectivityconnectivity atat

applicationapplication layerlayer
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TodayToday’’s TCP problemss TCP problems

•• Fast links Fast links –– big data volumes may be transferred in big data volumes may be transferred in 
short time, but propagation delay is still restricted by short time, but propagation delay is still restricted by 
physical constraintsphysical constraints
•• Need for larger window in Sliding Window algorithmNeed for larger window in Sliding Window algorithm

•• large receiverlarge receiver’’s window consumes receiver memory (MB)s window consumes receiver memory (MB)
•• TCP doesnTCP doesn’’t support this t support this –– Scale option introducedScale option introduced

•• Development of wireless Internet infrastructure Development of wireless Internet infrastructure 
changes characteristics of communication environmentchanges characteristics of communication environment
•• in the near past, we could count with reliable links, but we in the near past, we could count with reliable links, but we 

can not do that anymorecan not do that anymore
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