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Layer 2 sLayer 2 switchingwitching

•• eliminates collisions (eliminates collisions (microsegmentationmicrosegmentation))
•• full duplex improves performancefull duplex improves performance
•• hardwarehardware--based bridging (high port density)based bridging (high port density)

•• wirewire--speed switching, low latencyspeed switching, low latency
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Requirements to todayRequirements to today’’s switched s switched 
networksnetworks

•• FastFast convergenceconvergence
•• DeterministicDeterministic pathspaths
•• RedundancyRedundancy
•• ScalabilityScalability
•• Performance of centralized applications, Performance of centralized applications, 

mmultiprotocolultiprotocol supportsupport, multicasting, , multicasting, ……



4© 2005 Petr Grygarek, VSB-TU Ostrava, Routed and Switched Networks

RedundancyRedundancy in in switchedswitched networksnetworks
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Problems with redundancyProblems with redundancy

•• Bridging/switching requires topology without Bridging/switching requires topology without 
loopsloops
•• avoids frame cycling and introducing multiple copiesavoids frame cycling and introducing multiple copies

•• Alternative links necessary to implement Alternative links necessary to implement 
redundancyredundancy

•• Need for protocol calculating tree topologyNeed for protocol calculating tree topology
•• Runs between bridges/switchesRuns between bridges/switches
•• Some ports blocked, other forwardingSome ports blocked, other forwarding
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Redundancy implementation optionsRedundancy implementation options

•• L2: Spanning TreeL2: Spanning Tree
•• Some links unused all the time (blocked ports)Some links unused all the time (blocked ports)

•• L3: Routing protocolsL3: Routing protocols
•• Better metricBetter metric
•• Support for load balancingSupport for load balancing
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SpanningSpanning TreeTree (802.1d)(802.1d)

•• spanningspanning treetree is a tree which spans over all is a tree which spans over all 
switchesswitches

•• continually monitors network topology and continually monitors network topology and 
dynamically chooses spanning treedynamically chooses spanning tree
•• topology is automatically recalculated if some link topology is automatically recalculated if some link 

failsfails
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Spanning Tree PrincipleSpanning Tree Principle

1.1. RRootoot bridgebridge electionelection
•• according toaccording to preconfigured bridge prioritiespreconfigured bridge priorities
•• preemptivepreemptive

2.2. Calculation of shortest path tree Calculation of shortest path tree 
•• Shortest paths from elected root bridge to every other Shortest paths from elected root bridge to every other 

bridgesbridges
•• preference preference of individual of individual linlinksks may be influenced by may be influenced by 

configuring link costsconfiguring link costs
•• by default, cost is inverse proportional to bandwidthby default, cost is inverse proportional to bandwidth
•• if multiple equalif multiple equal--cost path exist, port priority used as tiebreakercost path exist, port priority used as tiebreaker

•• PortPorts on spanning tree are s on spanning tree are forwardingforwarding, , other blockingother blocking
Both of these phases take place continuouslyBoth of these phases take place continuously
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Spanning Tree OperationSpanning Tree Operation

1.1. Root bridge electionRoot bridge election
2.2. Selection of root port of every bridgeSelection of root port of every bridge

•• forward traffic to root bridgeforward traffic to root bridge
3.3. Selection of designated ports for LAN segmentsSelection of designated ports for LAN segments

•• necessary when LAN segment attached via multiple bridgesnecessary when LAN segment attached via multiple bridges
•• path via bridge with lower root path cost is preferredpath via bridge with lower root path cost is preferred

•• Only root and designated ports forward traffic, other Only root and designated ports forward traffic, other 
ports are blockedports are blocked

•• Ports in blocking state listen for Ports in blocking state listen for BPDUsBPDUs
•• transit into Listening state when multiple transit into Listening state when multiple BPDUsBPDUs lostlost
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Mechanics of SPT (1)Mechanics of SPT (1)

•• Root bridge generates Bridge Protocol Data Unit Root bridge generates Bridge Protocol Data Unit 
(BPDU) every 2 seconds(BPDU) every 2 seconds
•• Other switches forward it along spanning tree, accumulating Other switches forward it along spanning tree, accumulating 

total root path cost inside BPDUtotal root path cost inside BPDU
•• Root bridge defines values of various timersRoot bridge defines values of various timers

•• Every bridge checks for periodic arrivals of Every bridge checks for periodic arrivals of BPDUsBPDUs on on 
itit’’s root ports root port
•• Root port is the port nearest to the rootRoot port is the port nearest to the root
•• Bridge maintains Bridge maintains ““bestbest”” BPDU heart on every portBPDU heart on every port

•• Link cost added to root path cost when BPDU arrives on portLink cost added to root path cost when BPDU arrives on port
•• MaxAgeMaxAge timer (20s) used to timetimer (20s) used to time--out BPDUout BPDU
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Mechanics of SPT (2)Mechanics of SPT (2)
•• When bridge detects link failure, it reports topology change to When bridge detects link failure, it reports topology change to the root port the root port 

(TCN)(TCN)
•• Every other bridge forwards TCN to the root portEvery other bridge forwards TCN to the root port
•• When root hears Topology Change Notification, it reports TopologWhen root hears Topology Change Notification, it reports Topology y 

Change in itChange in it’’s s BPDUsBPDUs for some timefor some time
•• After bridge hears Topology Change indication, it shortens itAfter bridge hears Topology Change indication, it shortens it’’s s 

MaxAgeMaxAge timer to MAC address table entriestimer to MAC address table entries
•• To avoid loops during transition to another tree, SPT defines trTo avoid loops during transition to another tree, SPT defines transient statesansient states

•• LListeisteningning –– bridge listens for bridge listens for BPDUsBPDUs
•• selection of root bridge, root port and designated portsselection of root bridge, root port and designated ports

•• LearLearningning –– bridge only learns bridging tablebridge only learns bridging table
•• still does not forward trafficstill does not forward traffic
•• used to limit floodingused to limit flooding

•• Port spends 15 seconds in both Listening and Learning statesPort spends 15 seconds in both Listening and Learning states
•• After link failure, it may take up to 50 After link failure, it may take up to 50 secssecs to build alternative spanning to build alternative spanning 

treetree
•• After After BPDUsBPDUs lost on some port:lost on some port:

20 20 secssecs to to MaxAgeMaxAge timer expiration, 15s in Listening state, 15s in timer expiration, 15s in Listening state, 15s in 
Learning stateLearning state
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BPDU types/flagsBPDU types/flags

•• Topology ChangeTopology Change
•• reported upstream (until reported upstream (until ACKedACKed))

•• Topology Change Topology Change AckAck
•• acknowledges TC to downstream bridgeacknowledges TC to downstream bridge

•• Topology Change NotificationTopology Change Notification
•• generated by root when topology change detectedgenerated by root when topology change detected
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Spanning Tree EnhancementsSpanning Tree Enhancements

Additional features to shorten STP convergenceAdditional features to shorten STP convergence
•• 50 seconds of 802.1d is not enough for today50 seconds of 802.1d is not enough for today’’s high availability s high availability 

requirementsrequirements

•• PortFastPortFast
•• access ports transits directly to Forwarding stateaccess ports transits directly to Forwarding state

•• UplinkFastUplinkFast
•• fast switch to alternate uplink port when uplink fails (detectedfast switch to alternate uplink port when uplink fails (detected by HW)by HW)
•• Bypasses Listening and Learning statesBypasses Listening and Learning states
•• Mechanism to update bridging table accordinglyMechanism to update bridging table accordingly

•• BackboneFastBackboneFast
•• eliminates 20s eliminates 20s MaxAgeMaxAge delay when nondelay when non--directly attached link on root directly attached link on root 

path failspath fails
•• utilizes special BPDU typesutilizes special BPDU types
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Spanning Tree SecuritySpanning Tree Security

•• BPDU Filter / BPDU GuardBPDU Filter / BPDU Guard
•• Root GuardRoot Guard
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Rapid Rapid SpanningSpanning TreeTree (802.1w)(802.1w)

•• SubsecondSubsecond convergence (?)convergence (?)
•• BackwardBackward--compatible with 802.1d (percompatible with 802.1d (per--port, not recommended)port, not recommended)
•• EventEvent--basedbased

•• 802.1d Spanning Tree is timer802.1d Spanning Tree is timer--basedbased
•• Proposal/agreement mechanism to make transfer to forwarding statProposal/agreement mechanism to make transfer to forwarding state fastere faster
•• Implements many 802.1d enhancementsImplements many 802.1d enhancements

•• PortFastPortFast (edge ports)(edge ports)
•• UplinkFastUplinkFast, , BackboneFastBackboneFast

•• Shared and P2P link typesShared and P2P link types
•• differentiated according to full/half duplexdifferentiated according to full/half duplex
•• ports on P2P links always forwardingports on P2P links always forwarding

•• Topology change notification flooded directly from bridge which Topology change notification flooded directly from bridge which detected itdetected it
•• need not to travel to root bridge and back downstream the treeneed not to travel to root bridge and back downstream the tree

•• Every bridge sends Every bridge sends BPDUsBPDUs independently according to Hello timerindependently according to Hello timer
•• does not forward Root bridgedoes not forward Root bridge’’s s BPDUsBPDUs as 802.1das 802.1d
•• BPDUsBPDUs used as used as keepaliveskeepalives (3 misses treated as link failure)(3 misses treated as link failure)
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Multilayer switchingMultilayer switching
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Layer 3 switchingLayer 3 switching

•• hardwarehardware--basedbased routingrouting
•• speedspeed ofof switchingswitching andand thethe scalabilityscalability ofof routingrouting

•• llayerayer 3 3 switchswitch actsacts on a on a packetpacket in in thethe samesame wayway
thatthat a a traditionaltraditional routerrouter doesdoes
•• not only forwards it but modifies some header fields not only forwards it but modifies some header fields 

also (TTL, checksum)also (TTL, checksum)
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Routing vs. layer 3 switchingRouting vs. layer 3 switching

•• GGeneraleneral--purposepurpose routersrouters
•• microprocessormicroprocessor--basedbased enginesengines
•• softwaresoftware--basedbased packetpacket switchingswitching
•• various WAN interfacesvarious WAN interfaces

•• LayerLayer 3 3 switchswitch
•• hardwarehardware--based packet based packet switchingswitching

•• similar procedures as switch applies to frames are applied to pasimilar procedures as switch applies to frames are applied to packetsckets
•• handle handle highhigh--performance LAN performance LAN traffictraffic
•• many ports of homogenous technology (Ethernet)many ports of homogenous technology (Ethernet)
•• routed or switched port modesrouted or switched port modes
•• VLANVLAN--based, contains virtual router with interfaces to every VLANbased, contains virtual router with interfaces to every VLAN
•• If some features are applied, packets must be processIf some features are applied, packets must be process--switched, i.e. switched, i.e. 

handled by CPUhandled by CPU
•• special kinds of special kinds of ACLsACLs, per, per--packet load balancing, packet load balancing, ……
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MultilayerMultilayer switchingswitching

•• Notion of flow (L2, L3, L4)Notion of flow (L2, L3, L4)
•• Unidirectional stream defined by IP addresses (and L4 informatioUnidirectional stream defined by IP addresses (and L4 information)n)

•• May aggregate more TCP/UDP flows between two stationsMay aggregate more TCP/UDP flows between two stations
•• Defined by flow mask Defined by flow mask 

•• Destination IP addressDestination IP address
•• Source+DestionationSource+Destionation IP addressIP address
•• Source+DestionationSource+Destionation IP address, L4 protocol, IP address, L4 protocol, source+destinationsource+destination

portport
•• Although Destination IP address is sufficient for normal destinaAlthough Destination IP address is sufficient for normal destinationtion--

based switching, more specific masks must be used if standard/exbased switching, more specific masks must be used if standard/extended tended 
ACLsACLs defined in the network to filterdefined in the network to filter--out unwanted trafficout unwanted traffic

•• First packet routed, following packets of the same flow switchedFirst packet routed, following packets of the same flow switched
•• Cache of flow entries maintainedCache of flow entries maintained

•• Cache entry created when first packet is processedCache entry created when first packet is processed
•• Contains both L3 and L2 information (including input/output VLANContains both L3 and L2 information (including input/output VLAN IDs)IDs)
•• Used for fast frame/packet header rewriteUsed for fast frame/packet header rewrite
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Cisco MLS Cisco MLS -- mmultilayerultilayer switchingswitching
implementationimplementation
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MLS ComponentsMLS Components
•• Switching Engine (SE)Switching Engine (SE)

•• switch with additional intelligence (MLSswitch with additional intelligence (MLS--enabled)enabled)
•• Route Processor  (RP)Route Processor  (RP)

•• router capable to report information to SErouter capable to report information to SE

•• SE and RP communicate via MLSP protocolSE and RP communicate via MLSP protocol
•• Multicasts info about all MAC addresses of RP interfaces Multicasts info about all MAC addresses of RP interfaces 

(together with LAN IDs)(together with LAN IDs)
•• needed by SE to recognize packets sent to the routerneeded by SE to recognize packets sent to the router

•• RP sends flow masks of active flows to RP sends flow masks of active flows to SEsSEs
•• Asks SE to invalidate caches when route path changes Asks SE to invalidate caches when route path changes 

•• and when and when ACLsACLs applied to RP interfaces changeapplied to RP interfaces change
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MLS Operation (1)MLS Operation (1)
•• Candidate PacketCandidate Packet

•• = Packet sent to MAC address of RP interface (out from local VLA= Packet sent to MAC address of RP interface (out from local VLAN)N)
•• Creates entry in SECreates entry in SE’’s switching caches switching cache
•• Flow mask associated with switching cache entry defines packet hFlow mask associated with switching cache entry defines packet header eader 

fields sufficient to identify flowfields sufficient to identify flow
•• Necessary because of possible Necessary because of possible ACLsACLs on RP interfaceson RP interfaces
•• Flow mask sent to SE by RP via MLSPFlow mask sent to SE by RP via MLSP

•• Enable PacketEnable Packet
•• = Packet sent from MAC address of RP interface (to another VLAN)= Packet sent from MAC address of RP interface (to another VLAN)
•• Completes corresponding cache entryCompletes corresponding cache entry

To recognize Candidate/Enable packets, SE must know MAC addresseTo recognize Candidate/Enable packets, SE must know MAC addresses of all  s of all  
RP interfaces RP interfaces –– propagated by MLSpropagated by MLS
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MLS Operation (2)MLS Operation (2)
•• If SE detects packet sent from client to RP interface, it looks If SE detects packet sent from client to RP interface, it looks for matching for matching 

cache entrycache entry
•• If it is found, packet L3 and L2 header is rewritten, bypassing If it is found, packet L3 and L2 header is rewritten, bypassing RP RP 

completelycompletely
•• SRC MAC=SRC MAC=MACMAC of RP interface, DST MAC, IP TTLof RP interface, DST MAC, IP TTL----, recalculate , recalculate 

IP header checksumIP header checksum
•• Forwards to VLAN according to information in cache entryForwards to VLAN according to information in cache entry

•• Based on VLAN membership of outgoing RP interfaceBased on VLAN membership of outgoing RP interface
•• If routing tables or If routing tables or ACLsACLs change on the RP, cache in SE has to be completely change on the RP, cache in SE has to be completely 

invalidatedinvalidated
•• RP reports that to RP reports that to SEsSEs via MLSPvia MLSP
•• in some situations may introduce significant inefficiencyin some situations may introduce significant inefficiency
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Cisco Express ForwardingCisco Express Forwarding
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Cisco Express ForwardingCisco Express Forwarding

•• Used to limit searches in the routing table, recursive routing tUsed to limit searches in the routing table, recursive routing table able 
lookup and ARPlookup and ARP--cache entry access needed for frame header cache entry access needed for frame header 
rewriterewrite

•• Except routing table, router also maintains Except routing table, router also maintains 
•• Forwarding Information Base (FIB) Forwarding Information Base (FIB) 
•• Adjacency TableAdjacency Table
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CEF Forwarding Information Base CEF Forwarding Information Base 
and Adjacency Tableand Adjacency Table

•• Forwarding Information Base (FIB) Forwarding Information Base (FIB) 
•• routing table transformed to 4routing table transformed to 4--level 256level 256--way tree for faster searchingway tree for faster searching

•• leaf used to forward particular packet selected on longestleaf used to forward particular packet selected on longest--matchmatch
•• created in advance (by software process)created in advance (by software process)

•• takes into account all destinations in routing table, not only atakes into account all destinations in routing table, not only active flowsctive flows
•• recursive lookups resolvedrecursive lookups resolved

•• Adjacency tableAdjacency table
•• Maintain L2/L3 neighbor informationMaintain L2/L3 neighbor information
•• Used to make ARP table search process fasterUsed to make ARP table search process faster
•• Allows fast packet rewriteAllows fast packet rewrite

•• Nodes of FIB (256Nodes of FIB (256--way tree) point into Adjacency tableway tree) point into Adjacency table
•• ““mtriemtrie”” data structure data structure –– leafs contain pointers to Adjacency tableleafs contain pointers to Adjacency table
•• Not needed to search in additional ARP tableNot needed to search in additional ARP table
•• Support for load balancing (multiple pointers to Adjacency tableSupport for load balancing (multiple pointers to Adjacency table used in used in 

roundround--robin way) robin way) 
•• If L2 neighbor information change, FIB structure need not to be If L2 neighbor information change, FIB structure need not to be 

completely invalidatedcompletely invalidated
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CEF AdvantagesCEF Advantages

•• Suitable even for many shortSuitable even for many short--term flows (Internet backbone)term flows (Internet backbone)
•• All packets (including first one) routed by hardwareAll packets (including first one) routed by hardware

•• HW accesses FIB and Adjacency tableHW accesses FIB and Adjacency table
•• If topology chances, only part of FIB can be selectively modifieIf topology chances, only part of FIB can be selectively modifiedd

•• doesndoesn’’t clear complete cache as MLS doest clear complete cache as MLS does
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VLANsVLANs
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Earlier and todayEarlier and today’’s LAN traffic s LAN traffic 
characteristicscharacteristics

•• ““ClasicalClasical”” 80/20 rule:80/20 rule:
•• 80% of traffic remains local (VLAN boundary)80% of traffic remains local (VLAN boundary)
•• Users donUsers don’’t cross backbone to access most of required resources t cross backbone to access most of required resources 

(workgroup servers)(workgroup servers)
•• Users grouped logicallyUsers grouped logically

•• 80/20 rule no longer valid for global services80/20 rule no longer valid for global services
•• 20/80 rule20/80 rule
•• RespondsResponds to trend to trend ofof resourceresource centralicentralizzationation

•• (s(servererver farms, Web services, farms, Web services, ...)...)
•• Requires highRequires high--performance L3 switchingperformance L3 switching
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VLAN modelsVLAN models
•• 1 VLAN 1 VLAN = 1 IP = 1 IP subnetsubnet
•• VLAN modelsVLAN models

•• campuscampus--wide LANs (older)wide LANs (older)
•• ““endend--toto--end end VLANsVLANs””
•• VLANsVLANs group devices according to functionality (common resources)group devices according to functionality (common resources)
•• regardless to physical locationregardless to physical location
•• CommonCommon securitysecurity policypolicy forfor allall VLAN VLAN membersmembers
•• UserUser§§ss mobility limited to VLANmobility limited to VLAN
•• 80/20 rule80/20 rule

•• local local VLANsVLANs (modern approach)(modern approach)
•• UsesUses L3 L3 switchesswitches
•• Uses cluster as design unitUses cluster as design unit
•• cluster contains multiple access switches +L3 switchcluster contains multiple access switches +L3 switch

•• VLANsVLANs terminated on L3 switchterminated on L3 switch
•• fast routing (L3 switching) between interconnected L3 switchesfast routing (L3 switching) between interconnected L3 switches
•• 20/80 rule20/80 rule
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VLAN membershipVLAN membership
•• Static (portStatic (port--based)based)

•• (non(non--trunk) ports with no explicit VLAN assignment fall into default trunk) ports with no explicit VLAN assignment fall into default VLAN VLAN 
•• Dynamic (based on L2/L3 information, most often source MAC addreDynamic (based on L2/L3 information, most often source MAC address)ss)

•• VMPS server (Cisco proprietary)VMPS server (Cisco proprietary)
•• MaintainsMaintains databasedatabase ofof MACMAC--toto--VLAN VLAN assignmentsassignments

•• DevicesDevices not not listedlisted maymay fallfall to to „„defaultdefault““ VLANVLAN
•• VLAN VLAN assignmentassignment defineddefined by by firstfirst frameframe receivedreceived
•• CiscoCisco: : allall devicesdevices on on thethe port port mustmust bebe in in thethe samesame VLANVLAN

•• IfIf followingfollowing framesframes shouldshould belongbelong to to anotheranother VLANsVLANs, , theythey are not are not 
permittedpermitted

•• PortPort--toto--VLAN VLAN assignmassignmentent deldeleteeted d if port isif port is disconnecteddisconnected
•• ((linkbeatlinkbeat pulsespulses failfail to arriveto arrive))

•• PPort ort limitationslimitations for users may be definedfor users may be defined
•• SpecificSpecific device device maymay bebe denied to assign VLAN if connected to wrong denied to assign VLAN if connected to wrong 

portport
•• VMPS server: VMPS server: highhigh--endend switchswitch ((oror LinuxLinux ::--) ) ))
•• VMPS client: has IP address of VMPS server and ports allowing dyVMPS client: has IP address of VMPS server and ports allowing dynamic namic 

membership configuredmembership configured
•• UDPUDP--based VLAN Query Protocol (VQP) between VMPS based VLAN Query Protocol (VQP) between VMPS client(sclient(s) and ) and 

VMPS serverVMPS server
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VLAN VLAN -- TrunkingTrunking
•• 802.1q header (802.1p/q)802.1q header (802.1p/q)

•• ““internal tagginginternal tagging”” –– imposition of tag modifies original frameimposition of tag modifies original frame
•• EtherTypeEtherType=0x8100=0x8100
•• 2B header: 12b VLAN ID, 3b priority (2B header: 12b VLAN ID, 3b priority (QoSQoS))
•• Maximum frame length extended from 1518 to 1522 BMaximum frame length extended from 1518 to 1522 B

•• including CRCincluding CRC
•• 802.1q trunks also allows untagged frames802.1q trunks also allows untagged frames

•• ““Native VLANNative VLAN””
•• Must be mapped to the same VLAN at both trunk link sides ends toMust be mapped to the same VLAN at both trunk link sides ends to

avoid unwanted pass between avoid unwanted pass between VLANsVLANs
•• Trunk configuration may limit Trunk configuration may limit VLANsVLANs allowed to transitallowed to transit

•• Limits unnecessary broadcasts/flooding to switches where no membLimits unnecessary broadcasts/flooding to switches where no members ers 
of particular VLAN resideof particular VLAN reside

•• May be limited dynamically by (proprietary) pruning protocol (CiMay be limited dynamically by (proprietary) pruning protocol (Cisco: sco: 
VTP) reporting active VLAN members on individual switchesVTP) reporting active VLAN members on individual switches

•• VLAN carrying service protocols (STP, VTP, VLAN carrying service protocols (STP, VTP, ……) never pruned) never pruned
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VLAN TunnelingVLAN Tunneling

•• dot1QinQdot1QinQ
•• Encapsulates 802.1q frame in provider network Encapsulates 802.1q frame in provider network 

with another 802.1q framewith another 802.1q frame
•• Enables overlapping Enables overlapping VLANsVLANs of multiple of multiple 

separated customers to be transported via separated customers to be transported via 
VLANVLAN--based providerbased provider’’s core networks core network
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Spanning tree and Spanning tree and VLANsVLANs

•• 802.1q: Common Spanning Tree (CST)802.1q: Common Spanning Tree (CST)
•• 802.1d802.1d in VLAN 1, common tree for all in VLAN 1, common tree for all VLANsVLANs

•• PerPer--VLAN VLAN SpanningSpanning TreeTree (Cisco)(Cisco)
•• Separate tree for every VLANSeparate tree for every VLAN
•• Infrastructure may be used efficientlyInfrastructure may be used efficiently
•• Requires lot of CPU processing if many VLAN are activeRequires lot of CPU processing if many VLAN are active

•• MultipleMultiple SpanningSpanning TreeTree (802.1s)(802.1s)
•• Based on Based on Rapid Rapid SpanningSpanning TreeTree (802.1w)(802.1w)
•• Multiple SPT instances, each instance computes SPT for Multiple SPT instances, each instance computes SPT for 

group of group of VLANsVLANs
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Routing between Routing between VLANsVLANs
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RoutingRouting betweenbetween VLANsVLANs

Connection of one VLAN to one router port inefficient Connection of one VLAN to one router port inefficient 
for tens of for tens of VLANsVLANs, there exists better solutions:, there exists better solutions:

•• RouteRoute--switch module of legacy (L2) switchswitch module of legacy (L2) switch
•• VLAN virtual interfaces on L3 switchVLAN virtual interfaces on L3 switch
•• RouterRouter--onon--the stickthe stick

•• Trunk link between switch cluster and single routerTrunk link between switch cluster and single router
•• Limited scalabilityLimited scalability
•• For 80/20 traffic pattern, router should be STP root for all For 80/20 traffic pattern, router should be STP root for all 

VLANsVLANs
•• Ensures shortest paths from every switch to the routerEnsures shortest paths from every switch to the router
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Other issues of switched networksOther issues of switched networks
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Channel BundlingChannel Bundling
•• Group of ports configured to act as single link and share loadGroup of ports configured to act as single link and share load

•• Group forms single link from STP perspectiveGroup forms single link from STP perspective
•• Only lines functional at each instant are usesOnly lines functional at each instant are uses
•• Can group both trunk and access links (all of the same type)Can group both trunk and access links (all of the same type)

•• Ports of a group have to have identical parametersPorts of a group have to have identical parameters
•• Speed, duplex, Speed, duplex, trunkingtrunking mode, mode, ……

•• Various load balancing methodsVarious load balancing methods
•• perper--source, persource, per--destination, combination of bothdestination, combination of both
•• each side may use different methodeach side may use different method
•• important to set properly to reach equal utilization of bundle limportant to set properly to reach equal utilization of bundle linesines

•• One switch may define multiple port groupsOne switch may define multiple port groups
•• Groups differentiated by group IDGroups differentiated by group ID

•• Link Aggregation Control Protocol (LACP) Link Aggregation Control Protocol (LACP) –– 802.1ad802.1ad
•• Negotiates port bundlesNegotiates port bundles
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Monitoring of Switched NetworkMonitoring of Switched Network

•• Switched Port Switched Port AnalyserAnalyser (SPAN)(SPAN)
•• frames received/transmitted by specified frames received/transmitted by specified port(sport(s) are copied to port ) are copied to port 

designated as SPAN portdesignated as SPAN port
•• VSPAN = VSPAN = SPAN SPAN usingusing VLANVLANss as as monitoredmonitored sourcesource

•• copies all frames of particular VLAN to SPAN portcopies all frames of particular VLAN to SPAN port
•• RSPAN = remote monitoring using SPAN portRSPAN = remote monitoring using SPAN port

•• SPAN port of switch different from the one with monitored ports SPAN port of switch different from the one with monitored ports may be may be 
usedused

•• (switches connected together with trunk link)(switches connected together with trunk link)
•• reserves one VLAN on the trunk link to carry monitored trafficreserves one VLAN on the trunk link to carry monitored traffic

Due to SPAN port speed limitation, the mechanism is not sufficieDue to SPAN port speed limitation, the mechanism is not sufficient nt 
for wirefor wire--speed traffic monitoring.speed traffic monitoring.
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Switched network securitySwitched network security

•• ACLsACLs supported by hardwaresupported by hardware
•• Port Port ACLsACLs

•• In/outIn/out
•• Filters according to MAC, but sometimes also IP/Layer4 addressFilters according to MAC, but sometimes also IP/Layer4 address

•• VLAN VLAN ACLsACLs
•• directionless, define traffic allowed to pass through particulardirectionless, define traffic allowed to pass through particular VLANVLAN

•• L3 switch: virtual router interfaceL3 switch: virtual router interface’’s s ACLsACLs
•• Port securityPort security

•• Limits (source) MAC addresses allowed on portLimits (source) MAC addresses allowed on port
•• Limits number of MAC addresses dynamically learned on particularLimits number of MAC addresses dynamically learned on particular portport

•• Protected portsProtected ports
•• disallows to forward traffic to other protected portsdisallows to forward traffic to other protected ports

•• restrict peerrestrict peer--toto--peer communicationpeer communication
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Building blocks of switched Building blocks of switched 
networks networks 

•• Switch blockSwitch block
•• Collapsed CoreCollapsed Core
•• Dual CoreDual Core
•• Pros and cons of L2 and L3 backbonesPros and cons of L2 and L3 backbones
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LABsLABs

•• Observing STP behaviorObserving STP behavior
•• Configuring Configuring EtherChannelEtherChannel

•• InterInter--VLAN routing with external routerVLAN routing with external router
•• InterInter--VLAN routing with L3 switchVLAN routing with L3 switch

•• + another routed ports+ another routed ports

•• [Dynamic [Dynamic VLANsVLANs (VMPS)](VMPS)]
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